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The June meeting of ITU-T  Study Group 12 saw the introduction of a proposal for a new Recommendation, titled “BGP-based IP Packet Routing Performance”. The text of the proposal in COM 12 – D155 is attached.

Question 17 (Performance of IP-based Networks) examined the proposal. The contribution recognizes that the stability of inter-domain routing figures prominently in the end-to-end performance perceived by users, and therefore operators have an interest to track the performance of their routing protocols.  The approach employed is to count incidents that adversely affect route stability by recognizing patterns of route advertisements and withdrawals. In our discussion, we noted that there are some issues with the existing proposal, such as the concerns of scale for an N-gateway network when messages at N-1 ingress points must be correlated with each of N egress points.
The scope of Question 17 does not preclude this work.  However, it was recognized that there may be interest and expertise ready to perform this work in other standards organizations. Although there is interest in this work area, SG 12 does not have the requisite expertise in routing protocol analysis at the present.  We wish to know if your organization would be interested in taking-up this work, or collaborating with SG 12 to complete it successfully, and so we pose the following inquiries:
1. What methods do network operators use to monitor the frequency of route changes and other potential routing issues on their networks today?  
2. Would current methods, or new performance parameters such as those described in the proposal, benefit from standardization?
3. Does sufficient expertise, interest, and community support exist in your organization to complete this work?  If so, in what time frame?
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ABSTRACT


This contribution proposes to initiate the study on BGP based IP packet routing performance as a new draft Recommendation named Y.BGPperf at Q17/12.  Although, the study on the effects of routing changes should be considered (see Appendix I of Y.1540), it has not been discussed well so far.  In order to assure QoS in multi-provider environment, the standards relevant to routing performance is required between service providers as discussed in [FGNGN-ID111].  The need of routing performance standardization would become higher on upcoming ubiquitous era, where the network topology would change frequently.

1 Introduction


Currently, the quality of end-to-end IP services including speed, accuracy, dependability and availability are defined by several IP performance parameters as shown in Y.1540.  The quality may degrade by various factors occurred in the network such as network congestion, link failure, hardware or software failure of some network equipment, change in network configuration, and so on.  We call these independent factors as the incidents.  The incidents basically cause routing changes.  These routing changes may cause serious impacts on IP performance parameters.  In the worst case, they cause unavailability of services.  We call the routing changes observed at ingress or egress points of service providers as routing events.  In Section 2, we show examples of routing events and their impacts on IP performance parameters.

In order to detect and propagate routing events across service providers, BGP [BGP] are commonly used as inter-domain routing protocol.  The information that indicates the service providers, the routers, the links or the priority of the routes relevant to the routing events are conveyed with BGP update messages.  Therefore, the routing performance parameters can be defined by a series of BGP update messages.

Service providers can control the propagation of BGP update messages with their policies using mechanisms such as route flap damping [ROUTEFLAP] or less-prioritising the routes from instable service providers.  These techniques may contribute to raise the routing performance in the service provider.

2 Examples of Routing Events and their Impacts

Several examples of routing changes and their impacts on end-to-end IP performance are depicted in Figure 1.  In this figure, each AS (Autonomous System) stands for a service provider.  In all cases, the sender in AS1 generates traffic to the receiver in AS5.


In case 1, there is only one available path between AS1 and AS5.  When a link failure occurs between AS3 and AS4, a withdraw message is transferred from AS3 to AS1 through BGP procedure.  At this time, the packets do not arrive at the receiver until the link recovers.


In case 2, there are two available paths between AS1 and AS5.  The original best path "AS1 AS2 AS3 AS4 AS5" is selected by AS2 with its policies.  When a link failure occurs between AS3 and AS4, a withdraw message is transferred from AS3 to AS2.  Then, AS2 selects the other path "AS1 AS2 AS6 AS7 AS4 AS5" as the new best path and sends the message to AS1.  At this time, the packets arrived at AS2 from the time the link failure occurred to the time AS2 changes its best path may be lost.


In case 3, there are two available paths between AS1 and AS5.  The original best path is "AS1 AS2 AS3 AS4 AS5."  When a policy change occurs at AS3, AS2 may select the other path "AS1 AS2 AS6 AS7 AS4 AS5" as the new best path.  Contrary to case 2, no packets are lost between AS1 and AS5 because AS2 maintains either of alternative paths at any time.  However, the delay that causes the reordering of arrival packets may occur due to the difference of one-way delay between the two paths.
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Figure 1 - Routing events and their impacts on end-to-end QoS

3 Scope of Draft Recommendation

The current draft Recommendation is given in Annex A.  The purpose of the Recommendation is to clarify the objective standards of QoS between service providers by defining the routing performance parameters.  Considering the today's Internet protocol, the routing performance parameters are based on BGP.  The relationship to Y.1541 based service classes may also be studied.


The users of this Recommendation may be customers, service providers or equipment manufacturers.  Customers may choose providers based on the Recommendation.  Service providers may make some agreements between other providers based on the Recommendation.  Equipment manufacturers may provide the control function based the Recommendation. 


4 Proposal

We propose to initiate the study of the new draft Recommendation in the work plan of Q.17/12.
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Annex A

Y.BGPperf

BGP based IP Packet Routing Performance

Summary


This Recommendation defines IP packet routing performance parameters that may characterize IP packet transfer and availability performance.

Keywords


routing, performance, QoS, BGP

5 Scope


This Recommendation defines IP packet routing performance parameters that make significant impact on the characterization of IP packet transfer and availability performance for providing a framework to ensure IP based QoS between service providers or between a service provider and its subscriber.

The scope of this Recommendation includes the following considerations.

· IP network model used in this Recommendation

· definitions relevant to known routing phenomena

· definitions of IP packet routing performance parameters

· service classes based on IP packet routing performance

The recommendation can be referred by service providers that make some agreement with other service providers.  It can be referred by a customer that chooses the service providers under the same criteria.  It can be referred by equipment manufacturers that may provide the control function.

6 References

ITU-T Recommendation Y.1540 (2002), IP packet transfer and availability performance parameters.


ITU-T Recommendation Y.1541 (2002), Network performance objectives for IP-based services.


IETF RFC 4271 (2006), A Border Gateway Protocol 4 (BGP-4).


IETF RFC 4098 (2005), Terminology for Benchmarking BGP Device Convergence in the Control Plane.

etc.

7 Definitions


This Recommendation defines or uses the following terms:


Incident:  a phenomenon that may produce routing changes in a service provider and may propagate them via other providers

Routing Event:  a series of consecutive BGP update messages for a prefix that are generated by an independent incident and that are observed at a measurement point within a short period of time

Routing Outcome:  a phenomenon relevant to routing changes for a single prefix in a service provider that are represented by routing events at ingress and egress points of the service provider

Other terms are for further study.


8 Abbreviations


BGP

Border Gateway Protocol


MP

Measurement Point


I-MP

Ingress Measurement Point


E-MP

Egress Measurement Point


RE

Routing Event


I-RE

Ingress Routing Event


E-RE

Egress Routing Event


Other abbreviations are for further study.

9 Model of IP packet routing performance
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Figure 5-1 provides a general network architecture and the interfaces used in this Recommendation.  The routing performance focuses on the performance within a service provider while IP packet transfer and service availability performance focuses on UNI-UNI performance via multiple providers.  In this figure, the typical end user is a customer that has its own AS number and receives full BGP routes from multiple service providers by multi-homing.  The relationship between service providers may be peer-to-peer or provider-to-subscriber.

Figure 5-1 - IP Network Model of IP Packet Routing Performance

10 Routing Event


Routing events are a series of consecutive BGP update messages as described in the definitions (Section 3).  Each routing event contains multiple BGP update messages for a prefix within a short period.  If the gap between each update messages is within a predefined value Tu, the two messages are grouped into the same routing event.  If the gap exceeds Tu, the two messages are grouped into different routing events.  The recommended value for Tu is 60-180 seconds considering MRAI (Minimum Route Advertisement Interval) that stands for the minimum interval between two outgoing BGP update messages. 

Generally, several routing events caused by the same incident or by different incidents are simultaneously observed.  Therefore, the BGP update messages should be clustered into separated groups of routing events by using some clustering method.


The routing events are categorized into following types with the message patterns as shown in Table 1.  This classification is derived from typical message patterns actually observed in Internet due to various factors such as the cause of the incident, network topology between providers including their routing policies and the protocol nature of BGP.  The initial state stands for the route before the series of BGP update messages is observed.  The message pattern stands for the regular expression of the series of messages.  


The causes of an incident are failures and recoveries of some network equipments such as link down and congestion or routing changes caused by network operations such as establishment of new equipments, change of routing policy and reset of router for scheduled maintenance.

Table 1 - List of Routing Events


		Type

		Initial State

		Message Pattern

		Comments



		DOWN

		ANY

		(A|W)*W

		A route is withdrawn.



		UP

		W

		(A|W)*A

		A route is newly announced.



		REROUTE

		A1

		(A|W)* A2

		A different route is announced. 



		FLAP

		ANY

		A1(A|W)*W(A|W)* A1 W(A|W)*W …. 

		Announces and withdrawals of a route are iterated.



		OSCILLATION

		ANY

		A1(A|W)*A2(A|W)* A1 W(A|W)* A2 ….

		Announces of number of different routes are iterated.





“A”, “A1” and “A2” stand for an announcement of a route.  “A1” and “A2” stand for specific routes, while “A” stands for a non-specific route.  “W” stands for a withdrawal of a route.  


The following parameters are collected for each routing event.  These parameters may be used for specifying routing performance parameters.

· Type

· Occurrence time:  The time when the routing event occurred.  In other words, the time at which the first message is received.

· Duration:  The duration time of the routing event


· Number of iteration:  The number that the BGP update messages with the same attributes are iterated


11 Routing Outcome


A routing outcome is a phenomenon relevant to routing changes for a single prefix in a service provider that are represented by routing events at ingress and egress points of the service provider.  The routing events that are observed at ingress measurement points (I-MP) are called ingress routing events (I-RE).  The routing events that are observed at egress measurement points (E-MP) are called egress routing events (E-RE).  The routing outcomes are classified into the following types.


11.1 Internal incident routing outcome

When the service provider produces a routing event due to its internal incident, the routing outcome is called the internal incident routing outcome.

11.2 Transferred routing outcome


When the service provider transfers the routing event due to the receipt of the routing event from some service providers, the routing outcome is called the transferred routing outcome.  In this case, the location of the incident may be outside of the provider.


11.3 Filtered routing outcome
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When the service provider filters the routing event received from some service providers and does not propagate it to other service providers, the routing outcome is called as the filtered routing outcome.  In this case, the location of the incident may be outside of the provider.


Figure 7-1 - Types of Routing Outcomes

The following parameters are collected for each routing outcome.  These parameters may be used for specifying routing performance parameters.


· Type


· Occurrence time:  The time when the routing outcome occurred.


· Duration:  The duration time of the routing outcome.  The parameter represents the routing convergence time within a service provider.

12 IP Packet Routing Performance Parameters


The IP packet routing performance parameters are defined to characterize the routing performance within a service provider.  The routing performance is applied and measured between I-MPs and E-MPs of the provider.  It may be applied to specific E-MP.  In this case, the routing performance represents the QoS of transit service for specific customer.  It may also be applied to all I-MPs and E-MPs.  In this case, the routing performance represents the overall QoS of the provider.  The following parameters are defined.

12.1 Frequency of Internal Flaps

Definition:  Frequency of internal incident routing outcome that contains an egress routing event with FLAP or OSCILLATION type and three or more iterations.

Measurement unit:  Number of routing outcomes in a constant time


Discussion:

The routing event with FLAP or OSCILLATION type may cause routing instability.  When three or more iterations are observed at EBGP session, route flap damping may be performed by the neighbour provider.  As a result, the end-to-end IP service may be unavailable.  The provider is responsible to reduce the routing instability due to internal incidents.

12.2 Frequency of Transferred Flaps

Definition:  Frequency of internal incident routing outcome that contains an ingress and egress routing events with FLAP or OSCILLATION type and three or more iterations.

Measurement unit: Number of routing outcomes in a constant time


Discussion:


The routing event with FLAP or OSCILLATION type may cause routing instability.  However, the router may propagate the messages to other providers until the provider notices that the ingress routing events are FLAP or OSCILLATION.  The provider is responsible to keep the routing stability by prioritising the route from more stable providers or by filtering the route from instable providers.

12.3 Mean Convergence Time

Definition:  The mean value for the durations of time per routing outcomes.

Measurement unit: Mean value in a constant time


Discussion:


All types of routing outcomes are used to calculate the mean convergence time.  The provider is responsible to propagate routing changes as fast as possible by designing simple network configuration and internal routing policy, deploying high-performance routers, and so on.


12.4 Internal Flap Duration

Definition:  The sum of duration for internal incident routing outcomes with FLAP or OSCILLATION routing events per prefix

Measurement unit: The sum of flap duration in a constant time


Discussion:


The parameter stands for the temporal ratio that the routes per prefix are in instable state due to internal incidents.  The provider is responsible to reduce the ratio.


12.5 Transferred Flap Duration


Definition:  The sum of duration for transferred routing outcomes with FLAP or OSCILLATION routing events per prefix


Measurement unit: The sum of flap duration in a constant time


Discussion:


The parameter stands for the temporal ratio that the routes per prefix are in instable state due to external incidents.  The provider is responsible to keep the routing stability by prioritising the route from more stable providers or by filtering the route from instable providers.

The more precise definitions of the routing performance parameters and the necessity of defining other parameters are for further study.

13 Service Classes based on IP Packet Routing Performance Parameters


In Y.1541, multiple QoS classes are defined based on the set of IP performance parameters.  Similarly, routing performance parameters may need to contribute to each class or to newly defined classes dedicated to routing performance.  These classes may be defined by using a range of values for a routing performance parameter or a combination of ranges of values for multiple routing performance parameters.

The necessity of the routing performance classification is for further study.
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