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net wor ks attached and synchroni zed by Backbone Routers. The TSCH schedul e can
be static or dynamc. 6Ti SCH defi nes nechani sns to establish and maintain the

routing and schedul i ng operations in a centralized, distributed, or nixed f
ashion. Backbone Routers perform proxy Nei ghbor D scovery operations over the
backbone on behal f of the wirel ess devices, so they can share a sane subnet a
nd appear to be connected to the sane backbone as cl assical devi cesRequirenent
s Language The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
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NAL" in this docunment are to be interpreted as described in RFC 2119 [RFC2119]
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t he provi sions of BCP 78 and BCP 79. Internet-Drafts are working docunents
of the Internet Engineering Task Force (IETF). Note that other groups may als
o distribute wor ki ng docunments as Internet-Drafts. The list of current Intern
et - Drafts is at http://datatracker.ietf.org/drafts/current/. I nternet-Draft
s are draft docunments valid for a maxi num of six nonths and may be updated, re
pl aced, or obsol eted by other docunents at any time. It is inappropriate to u
se Internet-Drafts as reference material or to cite themother than as "work i
n progress.” This Internet-Draft will expire on August 16, 2014. Copyright Noti
ceThubert, Watteyne & Assi Expires August 16, 2014 [ Page 1]
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I nternet-Draft 6Ti SCHarchitecture February 2014 The e
mer gence of radio technology enabled a | arge variety of new types of devices t
0 be interconnected, at a very |ow nargi nal cost conpared to wire, at any rang
e fromNear Field to interplanetary di stances, and in circunstances where wri
ng woul d be | ess than practical, for instance rotating devices. At the same
time, a new breed of Tinme Sensitive Networks is being devel oped to enable traf
fic that is highly sensitive to jitter and quite sensitive to latency. Such t
raffic is not linmted to voice and vi deo, but al so includes comrand and contro
| operations such as found in industrial automation or in-vehicle sensors and
actuators. At | EEE802. 1, the "Audio/Video Task G oup", was renaned TSN for Tim
e Sensitive Networking to address Deterministic Ethernet. The | EEE802. 15. 4
Medi um access Control (MAC) has evolved with | EEE802. 15. 4e that provides in pa
rticular the Tineslotted Channel Hoppi ng (TSCH) node for industrial-type appl
cations. Though at a different tine scale, both standards provide Determnis
tic capabilities to the point that a packet that pertains to a certain flow cr
osses the network fromnode to node following a very precise schedule, as a tr
ain that |eaves internedi ate stations at precise tinmes along its path. Wth T
SCH, time is formatted into timeslots, and an individual timeslot is allocated
to uni cast or br oadcast conmuni cation at the MAC level. The tine slotted ope
ration reduces collisions, saves energy, and enables to nore closely engi nee
r the network for deterministic properties. The channel hoppi ng aspect is a s
imple and efficient technique to conbat mul ti path fading and external interfer
ence (for exanple by WFi emtters). Thi s docunent presents an architecture
for an I Pv6 Milti-Link subnet that is conposed of a high speed powered backbon
e and a nunber of | EEE802. 15. 4e TSCH wi rel ess networks attached and synchroniz
ed by backbone routers. Route Conputation nmay be achieved in a centralized
fashi on by a Path Conputation Elenent (PCE), in a distributed fashion using th
e Routing Protocol for Low Power and Lossy Networks (RPL), orThubert, Watteyne &
Assi Expires August 16, 2014 [ Page 3]



I nternet-Draft 6Ti SCHarchitecture February 2014 in a
m xed node. The Backbone Routers perform proxy |Pv6 nei ghbor Di scovery (ND) o
perations over the backbone on behal f of the wreless devi ces, so they can sha
re a sane | Pv6 subnet and appear to be connected to the sane backbone as cl ass
i cal devices. Tineslots and ot her device resources are nmanaged by an abstract
Net wor k Managenent Entity (NME) that nmay cooperate with the PCE in order to m

inimze the interaction with and the | oad on the constrained device.2. Termn
ol ogy Readers are expected to be fanmiliar with all the terns and concepts th
at are discussed in "nei ghbor Discovery for |IP version 6" [ RFC4861], "I1Pv6 ov

er Low Power Wrel ess Personal Area Networks (6LOWPANs) : Overvi ew, Assunptions
, Problem Statenment, and CGoal s" [ RFC4919], nei ghbor Di scovery Optim zation for
Low power and Lossy Net wor ks [ RFC6775] and "Multi-link Subnet Support in |IPv6
" [I-Dietf- i pv6-mul tilink-subnets]. Readers may benefit fromreading the "
RPL: | Pv6 Routing Protocol for Low Power and Lossy Networks" [ RFC6550] specif
ication; "Muilti-Link Subnet |ssues" [RFC4903]; "Mobility Support in IPv6" [RF
C6275] ; "nei ghbor Discovery Proxies (ND Proxy)" [RFC4389]; "IPv6 Statel ess
Address Autoconfiguration" [RFC4862]; "FCFS SAVI: First-Cone, First- Served So
urce Address Validation |Inprovenent for Locally Assigned | Pv6 Addresses" [RFC6
620]; and "Optim stic Duplicate Address Det ecti on" [RFC4429] prior to this spe
cification for a clear under standi ng of the art in ND proxying and bindi ng.
The draft uses term nology defined or referenced in [I-D.ietf-6tisch- term no
ogy]., [I-D.chakrabarti-nordmark-6nan-efficient-nd], [I-D .roll-rpl-industrial-
applicability], [RFC5191] and [ RFC4080]. The draft also conforns to the terns
and nodel s described in [ RFC3444] and [ RFC5889] and uses the vocabulary and t
he concepts defined in [RFC4291] for the IPv6 Architecture.3. Applications an
d Goal s The architecture derives fromexisting industrial standards for Pr oc
ess Control by its focus on Deterministic Networking, in particular with the u
se of the | EEE802. 15.4e TSCH MAC [ | EEE802154¢] and the centralized PCE. This
approach | everages the TSCH MAC benefits for high reliability against interfer
ence, | ow power consunption on deternministic traffic, and its Traffic Engi neer
i ng capabilities. Determnistic Networking applies in particular to open an
d closed control |oops, as well as supervisory control flows and managenent .
An increnental set of industrial requirenents are addressed with the addi tion

of an autononic and distributed routing operation based on RPL. These use cas
es include plant setup and decomm ssioning, as well as nmonitoring of lots of |
esser inportance neasurenments such asThubert, Watteyne & Assi Expires August 16
2014 [ Page 4]



I nternet-Draft 6Ti SCHarchitecture February 2014 corro
sion and events. RPL also enables nobile use cases such as nmobi | e workers and
cranes. A Backbone Router is included in order to scale the factory plant S
ubnet to address |arge deploynments, with proxy ND and tinme synchroni zati on ove
r a high speed backbone. The architecture also applies to building automation
that | everage RPL's storing node to address multipath over a | arge nunber of h
ops, i n-vehicl e command and control that can be as demandi ng as industrial a
pplications, conmercial autonmation and asset Tracking with nobile scenarios, h
one autonation and donotics which becone nore reliable and thus provide a bett
er user experience, and resource managenent (energy, water, etc.).4. Overview
and Scope The scope of the present work is a subnet that, in its basic conf
iguration, is made of a | EEE802. 15. 4e Ti nesl otted Channel Hopping (TSCH) [I-D

ietf-6tisch-tsch] MAC Low Power Lossy Network (LLN). e C.
————————————————————— [ Ext ernal Net wor k [
| H--mnn + H--mnn + |
NVE | [ | LLN Border [ [ [ | route
r N + e o + o} 0 o] o] 0 0
o] o] o LLN o o] o] o] o] o] o] o]

The LLN devi ces comuni cate over |Pv6 [ RFC2460] using the 6LOWPAN  Header Conpr
ession (6LOWPAN HC) [ RFC6282]. Fromthe perspective of Layer 3, a single LLN
interface (typically an | EEE802. 15. 4- conpl i ant radi o) nmay be seen as a collect
ion of Links with different capabilities for unicast or multicast services. A
n | Pv6 subnet spans over multiple links, effectively formng a Milti-Link subn
et. Wthin that subnet, neighbor Devices are discovered with 6LoWPAN nei ghbor

Di scovery (6LOWPAN ND) [ RFC6775]. RPL [ RFC6550] enables routing within the

LLN, typically within the Miulti-Link subnet in the so call ed Route Over fash

on. RPL forns Destination Oriented Directed Acyclic Gaphs (DODAGs) within In
stances of the protocol, each I nstance being associated with an Objective Func
tion (OF) to form aThubert, WAtteyne & Assi Expires August 16, 2014

[ Page 5]



I nternet-Draft 6Ti SCHarchitecture February 2014 r out
ng topology. A particular LLN device, the LLN Border Router (LBR), acts as RP
L root, 6LOWPAN HC ternminator, and LLN Border Router (LBR) to the outside. Th
e LBR is usually powered. Mre on RPL I nstances can be found in RPL [ RFC6550]
, sections "3.1.2. RPL Identifiers" and "3.1.3. Instances, DODAGs, and DODAG V

ersions". An extended configuration of the subnet conprises nultiple LLNs. Th
e LLNs are interconnected and synchroni zed over a backbone, that can be wre
d or wireless. The backbone can be a classical |Pv6 network, wi th nei ghbor Di

scovery operating as defined in [ RFC4861] and [ RFC4862]. The backbone can als
0 support Efficiency-aware | Pv6 nei ghbor Di scovery Optim zations [I-D.chakrab
arti-nordmar k- 6man- efficient-nd] in mixed node as described in [I-D. thubert-6
| owpan- backbone-router]. Security is often handled at |layer 2 and Layer 4.
Aut henti cati on during the join process can be handled by the Protocol for Carr
yi ng Aut hentication for Network access (PANA) [ RFC5191]. The LLN devices are
ti me-synchronized at the MAC | evel. The LBR that serves as tine source is a
RPL parent in a particular RPL instance that serves for tinme synchronization
this way, the tine synchroni zation starts at the RPL root and foll ows the RPL
DODAGs with no timng |oop. In the extended configuration, the functionality
of the LBRis enhanced to that of Backbone Router (BBR). A BBR is an LBR, but
al so an Energy Aware Default Router (NEAR) as defined in [I-D.chakrabarti -
nordmar k- 6nan-efficient-nd]. The BBR perforns ND proxy operations bet ween the
regi stered devices and the classical ND devices that are | ocat ed over the bac
kbone. 6Ti SCH BBRs synchroni ze with one anot her over the backbone, so as to e
nsure that the nultiple LLNs that form the |IPv6 subnet stay tightly synchroniz
ed. |If the Backbone is Determ nistic (such as defined by the Time Sensitive N
etwor ki ng WG at | EEE), then the Backbone Router ensures that the end-to-end
determ ni stic behavior is maintained between the LLN and the backbone. Thubert,
Watt eyne & Assi Expires August 16, 2014 [ Page 6]
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e N [ External N

et wor k [ | oo +

| A + | NME | S - + | +----- +
| | | | Router | | PCE|  +-----+ |
| +--| | +----- + +----- +
[ [ | Subnet Backbone [ +- - -
----------------- B [ [
| H--mnn + H--mnn + H--mnn + |
| Backbone | | Backbone | | Backbone 0 | | router
| | router | | router e + e +
R + 0 0 0 0 0
0 0 0 0 0 o 0 0 o 0 0 0 0
o LLN o] o] o] o] o] o] o] o] 0o o]

0 0 0 0 0 The main architectural blocks are arranged as foll ows:
+e-m-- +e-m-- +e-m-- +e-m-- Hommmm - +e-m-- + | PCEP | CoAP | PANA | 6LOWPAN| RPL
| | PCE|DILS | | | ND | | +

..... P — | TCP | ubP | | CWP | RSVP | e

g [ SR +----- +----- + | | Pv6 | +

——————————————————————————————————————————— + [ 6LOWPAN HC

| e IS + |
6t op | R T T +
| EEE802. 15. 4e  TSCH | R R P

----------- + RPL is the routing protocol of choice for LLNs. (TBD RPL) whet he
r there is a need to define a 6Ti SCH OF. (tbd NVE) COVAN is working on netwo
rk Managenent for LLN. They are considering the Open Mbile Aliance (OVA) Li
ght wei ght M2M ( LWWRM) bj ect system This standard includes DTLS, CoAP (core
pl us Bl ock and Observe patterns), SenM. and CoAP Resource Directory. (tbd PC
E) need to work with PCE W5 to define flows to PCE, and define how t o acconmod
ate PCE routes and reservation. WII probably | ook a lot |ike GVWPLS. Thubert,
Watt eyne & Assi Expires August 16, 2014 [ Page 7]



I nternet-Draft 6Ti SCHarchitecture February 2014 (tbd
PANA) There is a debate whether PANA (layer 3) or |EEE802. 1x (layer 2) should
be used in the join process. There is also a debate whet her the node should b
e able to send any unprotected packet on the medi um Regardl ess, the security
nmodel rnust ensure that, prior to a join process, packets froma untrusted dev
ice nust be controlled in volume and in reachability. (tbd Backbone Router)
need to work with 6MAN to define ND proxy. Al so need BBR sync sync between det
ermnistic Ethernet and 6Ti SCH  LLNs. | EEE802. 1TSN: external, naintain consis
tency. See al so Avnu. | EEE802. 15. 4: external, (tbd need updates?). | SA100. 2
0 Conmmon Networ k Managenent: external, maintain consistency. The 6Ti SCH Oper at
i on subl ayer (6top) [I-D.wang-6tisch-6top-sublayer] is an Logical Link Contro
(LLC) or a portion thereof that provides the abstraction of an IP link over a
TSCH MAC. 5. Communi cation Paradi gns and | nteraction Mdels [I-D.ietf-6tisch-
term nol ogy] defines the terns of Conmmunication Par adi gns and | nteracti on Mde
I's, which can be placed in parallel to the Information Mdels and Data Model s

that are defined in [ RFC3444] . A Communi cati on Paradi gns woul d be an abstra
ct view of a protocol exchange, and would cone with an Information Mdel for t
he information that is being exchanged. |In contrast, an Interaction Model s

woul d be nore refined and could point on standard operation such as a Represen
tational state transfer (REST) "GET" operation and woul d nmatch a Data Mddel fo
r the data that is provided over the pr ot ocol exchange. [I-D.roll-rpl-indust
rial-applicability] section 2.1.3. and next di scusses appplication-1layer parad
i gns, such as Source-sink (SS) that is a Miultipeer to Multipeer (MP2MP) nodel
that is primarily used for alarns and alerts, Publish-subscribe (PS, or pub/su
b) that is typically used for sensor data, as well as Peer-to-peer (P2P) and

Peer-to-nulti peer (P2MP) conmunications. Additional considerations on Duocas
t and its N-cast generalization are also provided. Those par adi gns are freque
ntly used in industrial automation, which is a rmajor use case for | EEE802.15.4
e TSCH wirel ess networks with [1SA100. 11a] and [ HART]. Thubert, WAtteyne & Assi
Expi res August 16, 2014 [ Page 8]



I nternet-Draft 6Ti SCHarchitecture February 2014 Thi s
specification focuses on Communi cati on Paradi gns and I nteraction Model s for pa
cket forwarding and TSCH resources (cells) nanagenent. L i nk-1ayer and Network
-l ayer Packet forwarding interactions are di scussed in Section 6, whereas Link
-l ayer (one-hop), Network-Iayer (multithop along a track), and Application-|ay
er (renote control) managenent mechani sns for the TSCH schedul e are di scussed
in Section 8.6. Forwardi ng Mddel s 6Ti SCH supports three different forwardin
g nodel, G MPLS Track Forwardi ng (TF), 6LoWPAN Fragnent Forwarding (FF) and IP
v6 Forwardi ng (6F).6.1. Track Forwarding Track Forwarding is the sinplest a
nd fastest. A set of input cells are uniquely bound to a set of output cells,
representing a forwarding state that can be used regardl ess of the upper |aye

r protocol. This nodel can effectively be seen as a G MPLS operation in tha
t the information used to switch is not an explicit |abel, but rather rel ated
to other properties of the way the packet was received, a particular cell int

he case of 6TiSCH As a result, as |l ong as the TSCH MAC (and Layer 2 security
) accepts a frane, that frane can be switched regardl ess of the protocol, whet
her this is an | Pv6 packet, a 6LoWPAN fragnent, or a frame froman alternate
protocol such as Wrel essHART of | SA100. 11a. A Track is defined end-to-end as
a succession of timeslots. A tinmeslot belongs to at nost one Track. For a g
iven iteration of a slotfranme, the tineslot is associated uniquely with a cel
, Wwhich i ndi cates the channel at which the tineslot operates for that iterat
i on. A data franme that is forwarded along a Track has a destination MAC addr
ess set to broadcast or a multicast address depending on MAC support. This wa
y, the MAC | ayer in the internediate nodes accepts the incom ng frane and 6top

switches it without incurring a change in the MAC header. 1In the case of |EE
E802. 15. 4e, this neans effectively broadcast, so that along the Track the shor
t address for the destination is set to OxFFFF. Conversely, a frane that is

received along a Track with a destination MAC address set to this node is extr
acted fromthe Track stream and delivered to the upper layer. A frame with an
unrecogni zed MAC address is ignored at the MAC | ayer and thus is not received
at the 6t op subl ayer. There are 2 nodes for a Track, transport node and tun
nel node.6.1.1. Transport MddeThubert, Watteyne & Assi Expires August 16, 2014
[ Page 9]
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ansport node, the PDU is associated flow information that refers uniquely to t
he Track, so the 6top sublayer can place the frane in the appropriate tineslot

wi t hout ambiguity. |In the case of |Pv6 traffic, flowidentification is trans
ported in the Flow Label of the | Pv6 header. Associated with the source |Pv6
address, the flow | abel forns a globally unique identifier for that particul ar

Track that is val i dated at egress before restoring the destination MAC addres
S (dnac) and punting to the upper |ayer. [
AN

S S + |
| e | e
e [ | | 6LoWPAN HC | [
| T + ingress

egress | 6t op | sets +----+ +----+ restores

T + dnmac to [ [ [ [ dmac to [ TSCH MAC

| brdcst | | | | sel f R T + | |
| | | | | LLN PHY | o - + +-- - + +-
------ + t--------------46.1.2. Tunnel Mode In tunnel node, the franes origi

nate froman arbitrary protocol over a conpatible MAC that nay or may not be s
ynchroni zed with the 6Ti SCH network. An exanmple of this would be a router wt

h a dual radio that i s capabl e of receiving and sending Wrel essHART or | SA100
.11la franes with the second radio, by presenting itself as an access Point or
a Backbone Router, respectively. In that node, sone entity (e.g. PCE) can c

oordinate with a  Wrel essHART Network Manager or an | SA100. 11a System Manager
to specify the flows that are to be transported transparently over the Track
. Thubert, Watteyne & Assi Expires August 16, 2014 [ Page 10]



I nternet-Draft 6Ti SCHarchitecture February 2014 +----

—————————— + | Pv6 [ +--------------+ | 6LOWPAN HC | e
—————— + set restore | 6t op | +dmac+
+dmac+ H-------------- + [ [ [ [ [ TSCH

MAC | I I B RREREEEEE + o
| | | LLN PHY | Fom - + LI + Fom - + o+
————————————— + [ i ngress egress [ [

I S +
[ [ LLN PHY [ [
T + [ [ [ TSCH MAC |
| | e o
| | 1 SAL00/ W HART | |

% T T + In that case, the flow information that identifies the
Track is uni quely derived fromthe information at the receiving end, for i ns
tance the inconmng tineslots, or an | SA100. 11a Contractld. At the i ngress 6Ti

SCH router, the packet destination is recognized as self but the flow infornmat
ion indicates that the frame nust be tunnelled over a particular 6top Track so

the packet is not punted to upper layer. Instead, it is passed to the 6top s
ubl ayer for sw tching. The 6top sublayer in the ingress router overrides the d
estination MAC to broadcast and forwards. At the egress 6top router, the rev

erse operation occurs. Based on nmet adat a associated to the Track, the frane i
s passed to the appropriate link layer with the destination MAC restored.6.1.3

Tunnel Metadata Met adata coming with the Track configuration is expected to
provi de the destinati on MAC address of the egress endpoint as well as the t
unnel node and specific data depending on the node, for instance a service acc

ess point for frane delivery at egress. |If the tunnel egress point does not h
ave a MAC address that matches the configuration, the Track installation fails
In transport node, if the final l|ayer 3 destination is the tunnel t er m nat

ion, then it is possible that the IPv6 address of the destination is conpresse
d at the 6LOWPAN subl ayer based on the MAC address. It is thus nandatory at t
he ingress point to validate that the MAC address that was used at the 6LOWPAN
subl ayer for conpression mat ches that of the tunnel egress point. For that r
eason, the node that injects a packet on a Track checks that the destination i
s effectively that of the tunnel egress point before it overwites it to bro
adcast. The 6top sublayer at the tunnel egress point revertsThubert, Watteyne &
Assi Expires August 16, 2014 [ Page 11]



I nternet-Draft 6Ti SCHarchitecture February 2014 t hat
operation to the MAC address obtained fromthe tunnel netadata.6.2. Fragnent Fo
rwar di ng Consi deri ng that 6LOWPAN packets can be as |large as 1280 bytes (the

I Pv6 MIU), and that the non-storing node of RPL inplies Source Routing that r

equires space for routing headers, and that a | EEE802. 15.4 frame with security
may carry in the order of 80 bytes of effective payload, an |IPv6 packet m ght
be fragnented into nore than 16 fragments at the 6LoWPAN subl ayer. This lev

el of fragnmentation is much higher than that traditionally experienced over th
e Internet with | Pv4 fragnents, where fragmentation is already known as harnfu
l. In the case to a multihop route within a 6Ti SCH networ k, Hop-by- Hop recom
position occurs at each hop in order to reformthe packet and route it. This
creates additional |atency and forces internediate nodes to store a portion of

a packet for an undeterm ned tine, thus impacting critical resources such as
menory and battery. [I-D.thubert-roll-forwardi ng-frags] describes a nmechani sm
wher eby the datagramtag in the 6LOWPAN Fragnent is used as a |abel for switch
i ng at the 6LOWPAN subl ayer. The draft allows for a degree of flow contro

base on an Explicit Congestion Notification, as well as end- to-end indivi dua
fragment recovery. | A
R + | | | | Pv6 |

[ +----+ +----+ [ S + [ [ [

| | | | 6LOWPAN HC | | | earn | earn

| Ao + I I I I I (. 6t op

I I | | e o |

I I I | | TSCH MAC | I I I I I

| Ao + | | | | | | | LLN

PHY [ R + LI + R L e + In that

nmodel , the first fragment is routed based on the | Pv6 header that is present

n that fragnment. The 6LOWPAN subl ayer | earns the next hop sel ection, generate

s a new datagramtag for transm ssion to the next hop, and stores that informa

tion indexed by the incom ng MAC address and datagramtag. The next fragments
are then sw tched based on that stored state. Thubert, Watteyne & Assi Expires

August 16, 2014 [ Page 12]
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[ N S + [
I I I Pv6 I I

il + I I I

6LOWPAN HC | [ repl ay repl ay | e m +

I I I I I I I 6t op I I I I

. i + . I |
I TSCH MAC | I I | | | | e L +
| . | | ] LLNPHY | 4eeee- R
Teeemomes + oo R ettt + A bitmap and an ECN echo in the end

-to-end acknow edgenent enable the source to resend the nmissing fragnents sele
ctively. The first fragment may be resent to carve a new path in case of a pa
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is alogical link control sitting between the IP layer and the TSCH MAC | ayer
whi ch provides the |ink abstraction that is required for I P operations. The
6t op operations are specified in [|-D. wang- 6ti sch-6top-sublayer]. |In particu
| ar, 6top provides a managenent interface that enabl es an external nanagenent
entity to schedul e cells and Slotfranes, and allows the addition of conpl enent
ary functionality, for instance to support a dynanic schedul e managenent bas
ed on observed resource usage as discussed in section Section 8.2. The 6top da
ta nodel and nmanagenent interfaces are further discussed in Section 8.3. | f
the scheduling entity explicitly specifies the slotOfset/ channel O fset of th
e cells to be added/ del eted, those cells are mar ked as "hard". 6top cannot np
ve hard cells in the TSCH schedul e. Hard cells are for exanple used by a centr

al PCE. 6t op contains a nonitoring process which nonitors the performance of
cells, and can nove a cell in the TSCH schedul e when it perforns bad. This is
only applicable to cells which are narked as "soft". To reserve a soft cell,
t he higher layer does not indicate the exact sl ot O f set/ channel O f set of the
cell to add, but rather the resulting bandwi dth and QoS requirenents. Wen th
e monitoring process triggers a cell reallocation, the two nei ghbor notes comm
uni cating over this cell negotiate its new position in the TSCH schedule. 7. 2.
6t op and RPL Objective Function operations An inplenentation of a RPL [ RFC 65
50] Obj ective Function (OF), such as the RPL Objective Function Zero (OF0) [R
FC 6552] that is used in the M nimal 6Ti SCH Configuration [I-D.ietf-6tisch-m
nimal] to support RPL over a static schedule, may | everage, for its interna
comput ation, the information maintained by 6top. In particular, 6top creates
and mai ntai ns an abstract nei ghbor table. A nei ghbor table entry contains a se
t of statistics with respect to that specific neighbor including the ASN when
the | ast packet has been received fromthat neighbor, a set of cell quality ne
trics (RSSI, LQ), the nunber of packets sent to the neighbor or the nunber
of packets received fromit. This information can be obtained t hrough 6top ma
nagenent APls as detailed in the 6top subl ayer specification [I-D.wang-6tisch
- 6t op- subl ayer] and used to conpute a Rank Increnent that will determne the s
el ection of the preferred par ent . 6t op provides statistics about the underly
ing layer so the OF can be tuned to the nature of the TSCH MAC | ayer. 6top a
so enables the RPL  OF to influence the MAC behavi our, for instance by configur
ing the periodicity of EBs. By augnenting the EB periodicity, it is possible
to change the network dynamics so as to inprove the support of nobile devi ce
s. Thubert, Watteyne & Assi Expires August 16, 2014 [ Page 14]
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RPL control nessages, such as the DODAG I nformation Object (DO are broadcast

to all neighbor nodes. The broadcast channel requirenent is addressed by 6to
p by configuring TSCH to provi de such a channel, as opposed to, for instance,
carrying DI O nessages in Enhance Beacons. In the TSCH schedul e, each cell ha

s the LinkType attribute. Setting the LinkType to ADVERTI SI NG i ndi cates t hat
the cell MAY be used to send an Enhanced Beacon. Wen a node forms its Enhanc
ed Beacon, the cell, with Li nkType=ADVERTI SI NG, SHOULD be included in the Fr
anmeAndLi nkl E, and its LinkOption field SHOULD be set to the conbi nation of "Re
ceive" and "Ti nekeepi ng". The receiver of the Enhanced Beacon MAY be |istenin
g at the cell to get the Enhanced Beacon ([l EEE802154e]). 6top takes this way
to establish broadcast channel, which not only allows TSCH to broadcast Enhan
ced Beacons, but also allows an upper |ayer |ike RPL. To support DI O and DAO
broadcasts, 6top uses the payl oad of a Data Packet to carry the DIOor DAO T
he nessage is inserted into the queue associated with the cells which LinkType
is set to ADVERTI SI NG Then, taking advantage of the broadcast cell feature e
stablished with FrameAndLi nkl E (as descri bed above), the data packet with DIO
or DAO in the payload can be received by nei ghbors, which enforces the mai nt
enance of DODAG A Li nkOpti on conbi ning "Receive" and "Ti nekeeping” bits indic
ates to the receivers of the Enhanced Beacon that the cell MJST be used as a
broadcast cell. The frequency of sendi ng Enhanced Beacons or other br oadcast
messages by the upper layer is deternmined by the tiners associated with the m
essages. For exanple, the transm ssion of Enhance Beacons is triggered by at
imer in 6top; transm ssion of a DI O nmessage is triggered by the trickle tiner
of RPL.7.3. Network Synchronization Nodes in a TSCH network nust be tine sync
hroni zed. A node keeps synchronized to its tinme source nei ghbor through a com
bi nati on of frane- based and acknow edgenent - based synchroni zation. |In order t
0 maxi m ze battery life and network throughput, it is advisable that RPL | CM
P di scovery and mai ntenance traffic (governed by the trickle timer) be sonmehow
coordinated with the transm ssion of time synchroni zati on packets (especially
wi th enhanced beacons). This coul d be achieved through an interaction of the
6t op subl ayer and the RPL obj ective Function, or could be controlled by a man
agenent entity. Thubert, Watteyne & Assi Expires August 16, 2014
[ Page 15]
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distribution requires a |loop-less structure. Nodes taken in a synchroni zation
|l cop will rapidly desynchronize fromthe network and becone isolated. It is
expected that a RPL DAG with a dedicated gl obal Instance is deployed for the
pur pose of time synchronization. That Instance is referred to as the Time Sync
hroni zati on d obal Instance (TSA). The TSGE can be operated in either of the
3 nodes that are detailed in RPL [ RFC6550] section "3.1.3. Instances, DCODA
Gs, and DODAG Versions". Miltiple uncoordi nated DODAGs with i ndependent roots
may be used if all the roots share a common tine source such as the d obal Po
sitioning System (GPS). In the absence of a common time source, the TSA shou
d forma single DODAG with a virtual root. A backbone network is then used to
synchroni ze and coordi nate RPL operations between the backbone routers that a
ct as sinks for the LLN. A node that has not joined the TSG advertises a MA
C level Join Priority of OXFF to notify its neighbors that is is not capable o
f serving as tine parent. A node that has joined the TSG@ advertises a MAC
I evel Join Priority set to its DAGRank() in that |Instance, where DAGRank() is
the operation specified in [ RFC6550], section "3.5.1. Rank Conpari son". Aro
ot is configured or obtains by sonme external neans the know edge of the RPLIns
tancel D for the TSA. The root advertises its DagRank in the TSG@, that MJST b
e less than OxFF, as its Join Priority (JP) in its | EEE802. 15. 4e Ext ended Beac
ons (EB). W'll note that the JP is now speci fied between 0 and Ox3F | eaving 2
bit sin the octet unused in the | EEE802. 15. 4e specification. After consultat
ion with |EEE  authors, it was asserted that 6Ti SCH can nmake a full use of the
oct et to carry an integer value up to OxFF. A node that reads a Join Priorit
y of less than OxFF should join the nei ghbor with the I esser Join Priority and
use it as tine parent. If the node is configured to serve as tine parent, th
en the node should join the TSA, obtain a Rank in that Instance and start adv
ertising its own DagRank in the TSA@ as its Join Priority inits EBs.7.4. Slo
tframes and Priorities 6top uses priority queues to manage concurrent data flo

ws of different priorities. Wen a packet is received froman higher |ayer

for transm ssion, the I-MJX nodul e of 6top inserts that packet in the out goi ng
queue whi ch matches the packet best (DSCP can therefore be used). At each sch
eduled transnit slot, the MJX nodul e | ooks for the frane in all the outgoing q
ueues that best matches the cells. If a frame is found, it is given to TSCH f
or transmission.7.5. Packet Marking and Handl i ngThubert, WAatteyne & Assi Expires
August 16, 2014 [ Page 16]
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vation Determnistic flow allocation (hard reservation of tinmeslots) eg centra
lized RSVP? netrics? Hop-by-hop interaction with 6t op. Lazy reservation (use
shared slots to transport extra burst and then dynanmically (de)allocate) C as
sical QS (dynami c based on observation)7.6. Distributing the reservation of
timeslots 6Ti SCH expects a high degree of scalability together with a distri
buted routing functionality based on the RPL routing protocol. To achieve this
goal, the spectrumnust be allocated in a way that all ows for spatial reuse b
etween zones that will not interfere with one another. In a large and spatia
ly distributed network, a 6Ti SCH node is often in a good position to determ ne
usage of spectrumin its vicinity. Use cases for distributed routing are of
ten associated with a statistical distribution of best-effort traffic with var
i abl e needs for bandwi dth on each individual link. Wth 6Ti SCH, the |ink ab

straction is inplenented as a bundle of cells; the size of a bundle is optima

when both the energy wasted idle listening and the packet drops due to conges
tion loss are nininized. This can be nmaintained if the nunmber of cells inab
undl e is adapted dynamically, and with enough reactivity, to match the variati
ons of best-effort traffic. In turn, the agility to fulfill the needs for add

tional cells i nproves when the nunber of interactions with other devices and t
he protocol |atencies are mnim zed. 6TiSCH limits that interaction to RPL p

arents that will only negotiate with other RPL parents, and perforns that nego
tiation by groups of cells as opposed to individual cells. The 6Ti SCH arch
tecture allows RPL parents to adjust dynamically, and i ndependently fromthe P
CE, the anpunt of bandwidth that is used to comruni cat e between thensel ves and
their children, in both directions; to that effect, an allocation nmechanisme
nabl es a RPL parent to obtain the exclusive use of a portion of an abstract
channel usage/distribution (CUD) matrix of tineslots within its interference d
omai n. The 6Ti SCH architecture introduces the concept of chunks [I-D.ietf- 6
tisch-term nol ogy]) to operate such spectrumdistribution for a  whole group of
cells at atime. The CUD matrix is formatted into a set of chunks, each of t
hemidentified uniquely by a chunk-1D. The know edge of this formatting is sha
red between all the nodes in a 6Ti SCH network. 6Ti SCH al so defines the proces
s of chunk ownership appropriati on whereby a RPL parent discovers a chunk that

is not used inits interference domain (e.g lack of energy detected in refere
nce cells in that chunk); then clains the chunk, and then defends it in case
anot her RPL parent would attenpt to appropriate it while it is in use. The c

hunks is the basic unit of ownership that is used in that process. Thubert, Wat
teyne & Assi Expires August 16, 2014 [ Page 17]
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+-- - - - +-- - - - +-- - - - +-- - - - +-- - - - +-- - - - +-- - - - + +-- - - - + chan.Off. 0
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M As a result of the process of chunk ownership appropriation, th

e RPL parent has exclusive authority to decide which cell in the appropriate
d chunk can be used by which node in its interference domain. In other words,

it isinplicitly delegated the right to manage the portion of the slotfrane t
hat is represented by the chunk. The RPL parent nmay thus orchestrate which tra
nsnissions occur in any of the cells in the chunk, by allocating cells fromth
e chunk to any form of comunication (unicast, nulticast) in any direction bet
ween itself and its children. Initially, those cells are added to the heap
of free cells, then dynamically placed into existing bundles, in new bundl es,
or allocated opportunistically for one transm ssion. The appropriation of a ch
unk can al so be requested explicitly by the PCE to any node. In that case, th
e node still may need to perform the appropriation process to validate that no

ot her node has clainmed that chunk already. After a successful appropriation

t he PCE owns the cells in that chunk, and nay use themas hard cells to set u
p tracks.8. Schedul e Managenent Mechani sns 6Ti SCH uses 4 paradi gns to manag
e the TSCH schedul e of the LLN nodes: Static Schedul i ng, nei ghbor-to-nei ghbor
Schedul ing, renote nonitoring and schedul i ng managenent, and Hop- by-hop schedu
ling. Miltiple mechani snms are defined that inplenent the associated Interacti
on Model s, and can be conbined and used in the same LLN. Which mechani sn( s)

to use depends on application requirenents.8.1. Mninal Static Scheduling In

the sinplest instantiation of a 6Ti SCH network, a comon fixed schedule may b
e shared by all nodes in the network. Cells are shared, and nodes contend for

sl ot access in a slotted al oha manner. Thubert, Watteyne & Assi Expires August 16
, 2014 [ Page 18]



I nternet-Draft 6Ti SCHarchitecture February 2014 A sta

tic TSCH schedul e can be used to bootstrap a network, as an initial phase duri
ng i nplenmentation, or as a fall-back nmechanismin case of network mal function
Thi s schedul ed can be preconfigured or | earnt by a node when joining the net

wor k. Regardl ess, the schedul e remai ns unchanged after the node has joined a
networ k. The Routing Protocol for LLNs (RPL) is used on the resulting network
. This "m nimal" scheduling nmechanismthat inplements this paradigmis det a
iled in[I-Dietf-6tisch-minimal].8.2. Neighbor-to-neighbor Scheduling In the
sinmplest instantiation of a 6Ti SCH network described in Section 8.1, nodes nm

y expect a packet at any cell in the schedule and will waste energy idle liste
ning. In a nore conplex instantiation of a 6Ti SCH network, a matching portion
of the schedul e is established between peers to reflect the observed anount o
f transm ssi ons between those nodes. The aggregation of the cells bet ween a
node and a peer forns a bundle that the 6top |ayer uses to i npl ement the abst
raction of a link for IP. The bandw dth on that link is proportional to the nu
nber of cells in the bundle. If the size of a bundle is configured to fit an a
verage anount of bandwi dth, peak em ssions will be destroyed. |If the size is
configured to allow for peak enissions, energy is be wasted idle I'i stening.

In the nost efficient instantiation of a 6Ti SCH network, the size of t he bun
dles that inplenment the links nmay be changed dynamically in order to adapt to
the need of end-to-end flows routed by RPL. An optional On-The-Fly (OTF) conp
onent may be used to nonitor bandw dth usage and performrequests for dynamc
al l ocation by the 6top subl ayer. The OIF conponent is not part of the 6top su

bl ayer. It may be collocated on the sanme device or nmay be partially or fully
of fl oaded to an external system The 6top sublayer [I-D. wang-6tisch-6top-su
bl ayer] defines a protocol for neighbor nodes to reserve soft cells to one ano

ther. Because this reservation is done w thout global know edge of the schedu
| e of nodes in the LLN, scheduling collisions are possible. 6top defines a
nmoni toring process whi ch continuously tracks the packet delivery rati o of soft
cells. It uses these statistics to trigger the rel ocation of a soft cell in
the schedul e, using a negotiation prot ocol between the nei ghbors nodes communi
cating over that cell. Monitoring and relocation is done in the 6top layer. F
or the upper | ayer, the connection between two nei ghbor nodes appears as an nu
nmber of cells. Depending on traffic requirenments, the upper |ayer can reque
st 6top to add or delete a nunber of cells scheduled to a particul ar nei ghbor
wi t hout being responsi ble for choosing the exact sl ot O f set/ channel O f set of
those cells.8.3. Renote Mnitoring and Schedul e Managenent Thubert, Watteyne & A
ssi Expires August 16, 2014 [ Page 19]
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top interface docunment [I-D.wang-6tisch-6top-interface] specifies the generic

data nodel that can be used to nonitor and manage resources at the 6top sublay
er. Abstract nethods are suggested for use by a managenent entity in the devi
ce. The data nmodel al so enabl es renmpte control operations on the 6top subl aye

r. Being able to interact with the 6top sublayer of a node multiple hops awa
y can be used for nonitoring, scheduling, or a comnbination of both. The arch
tecture supports variations on the depl oynent nodel, and focuses on the flows

rat her than whether there is a proxy or a translational operation on the way.
[I-D. sudhaakar - 6ti sch-coap] defines an nmappi ng of 6top’s set of commands des
cribed in [I-D. wang-6ti sch-6top-interface] to CoAP resources. This allows an
entity to interact with the 6top | ayer of a node that is multiple hops away in
a RESTful fashion. [1-D. sudhaakar - 6ti sch-coap] defines a basic set CoAP resou
rces and associ at ed RESTful access nethods (GET/ PUT/ POST/ DELETE). The payl oad
(body) of the CoAP nessages is encoded using the CBOR fornat. The draft als
o defines the concept of "profiles" to allow for future or speci fic extensions
, as well as a mechanismfor a CoAP client to discover the profiles installed
on a node. The entity issuing the CoAP requests can be a central scheduling
entity (e.g. a PCE), a node multiple hops awmay with the authority to modi fy t
he TSCH schedule (e.g. the head of a local cluster), or a external device non
itoring the overall state of the network (e.qg. NMVE). The architecture allows f
or different types of interactions between this CoAP client and a node in the
network: 8. 4. Hop-by-hop Scheduling A node can reserve a track to a destinatio
n node nultiple hops away by installing soft cells at each internedi ate node.

This forns a track of soft cells. It is the responsibility of the 6top subla
yer of each node on the track to nonitor these soft cells and trigger rel oca
ti on when needed. Thi s hop-by-hop reservation nechanismis simlar to [ RFC2119

] and [ RFC5974]. The protocol for a node to trigger hop-by-hop scheduling i
s not yet defined.9. Centralized vs. Distributed Routing 6Ti SCH supports a m
i xed nodel of centralized routes and distributed routes. Centralized routes ¢
an for exanple conputed by a entity such as a PCE. Distributed routes are conp
uted by the RPL routing protocol . Thubert, Watteyne & Assi Expires August 16, 20
14 [ Page 20]
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may inject routes in the Routing Tables of the 6Ti SCH routers. In either case,
each route is associated with a topology that is i ndexed by an RPLI nst ancel D,
as defined in RPL [ RFC6550]. RPL and PCE rely on shared sources to define d
obal and Local RPLI nstancel Ds. It is possible for centralized and distributed
routing to share a sane topology. |In this case, centralized routes have prece
dence over distributed routes in case of conflict. I nside the 6Ti SCH domai n,
the flow |l abel is used to indicate the topol ogy that nust be used for routing
. The associated Routing Tabl es are discussed in [I-D.thubert-roll-flowl abel
].10. | ANA Consi derations This specification does not require | ANA action. 11.

Security Considerations This specification is not found to introduce new sec
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