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Abstract

This docunent defines a Differentiated Services Per-Hop-Behavi or
(PHB) Group called Deterninistic Forwarding (DF). The docunent
descri bes the purpose and semantics of this PHB. It al so describes
creation and forwarding treatment of the service class. The docunent
al so descri bes how the code-point can be mapped into one of the
aggregated Diffserv service classes [ RFC5127].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 12, 2014.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
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described in the Sinplified BSD License.

This docunment may contain material from|ETF Docunents or |ETF
Contri butions published or nmade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in sone of this
materi al may not have granted the I ETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into |anguages other
t han Engli sh.
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1.

1.

I nt roducti on

I P Networks typically inplement Diffserv to provide differentiated
forwardi ng behavior to different class of traffic. Networks that

i mpl ement Diffserv relies on DSCP code-point in the |IP header of a
packet to select PHB as a specific forwarding treatnment for that
packet [ RFC2474, RFC2475]. This docunent describes a particular PHB
called Deterninistic Forwarding (DF). The proposed new code- poi nt
defines a service class for the purpose of forwarding treatnent of a
packet at determ ned/fixed scheduled tinme providing no jitter service
to the class of traffic (updates RFC4594 with the addition of a new
Service C ass).

DF PHB can be used for the network services that require the
capability to ensure a predictable interaction between networked
systens and guarantee a very strict time schedul ed services.
Applications of such networks may be able to absorb a |l oss but are
very sensitive to end to end latency and jitter. Exanples of such
net wor ks include Machine to Machine (MM control and nonitoring
depl oynent with I P over varieties of Layer 2 networks.

The definition of Expedited Forwarding (EF) [RFC2598] PHB is | ow

| at ency and thus one can envision use of EF code-point for such
service. However, even though EF defines low latency and low jitter
it does not guarantee deterministic/fixed scheduled tine service.
Dependi ng on co-exi stence of the other traffic in the network, EF
traffic may have nore or | ess variance on jitter and thus not
suitable for the deterministic service. DF PHB thus is nore suitable
for deterministic time sensitive traffic.

Typically for an application where end to end determ nistic service
is inportant, relevant traffic should be provisioned through DF PHB
at every hop in that end to end path. However, in cases where

i ntermedi ate hops (or DS donmins) either do not support DF PHB or
supports only aggregated service classes described in RFC5127, DF
traffic in those DS domai ns MJST be mapped to Real Tine Treatnent
class (EF PHB) defined in RFC5127. Traffic in such scenario MJST be
conditioned at the Edge before entering and after exiting such DS
domains. This is described further in later section

1. Use- cases

Wth an introduction of machine to machi ne networks over IP, a new
set of applications are energing. Traffic types from such

appl i cations/ networks are some-what different fromthe traditiona
traffic types. Though nost traffic types have characteristics
simlar to that of traditional ones [LLN-DIFF], certain contro
signals for sone of the applications are extrenely sensitive to
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| atency and jitter. Such control signals demand nuch stricter
latency and jitter, at pretty nuch decisive tine schedul ed delivery,

end to end. Industrial automation, Smart cities and aut onpbil es/
pl anes/trains built around such networks are exanpl es of such use-
cases.

Machi ne to machi ne networks may be inplemented on varieties of Layer
2 protocols. 802.3 and 802.15e [Ti SCH are exanples of layer 2 that
are enhancing their capabilities to allow time schedul ed delivery of
packets.

In a wirel ess sensor networks, that are inplemented over IP, multiple
LLN (Low power and Lossy Networks) may be connected through Backbone.

e
[ Conver ged Canpus Network
I
+--- - - +
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As shown in the diagram nultiple LL Networks are connected to each
ot her via Backbone through LLN Border routers. Each LL Network
consi st of many nodes. There are different types of traffic
forwarded through each LL node and fromone LL Network to another
Most LLN traffic types have characteristics simlar to that of

tradi tional ones and thus can be supported through existing Diffserv
cl asses except time sensitive control signals. Wthout segregating
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such control signals to a specific Diffserv class would require
Intserv support for LLN traffic in such networks. Al traffic would
be subject to flow classification to differentiate tinme sensitive
control signals which can be a big scale concern. Supporting tine
sensitive control signals via newly proposed DF Diffserv class allows
i mpl ementation of Diffserv in LLN Networks.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119.

3. DF code-poi nt Behavi or

The DF PHB is to inplenment tine schedul ed forwarding treatment.
Provi si oni ng of such a service has two parts

1) Provisioning of the fixed/relative tinme for scheduling of such
service

2) Provisioning of the nax size of the data to be transnmitted at
each schedul ed tine

Provi si oned schedul ed time may be absolute or relative. For exanple,
a DF class may be provisioned to schedul e packets (or bytes) at every
fixed tine. Fixed tine can be tinme of a day or any other absolute
definition. In a nulti hop forwarding of DF traffic, absolute tine
service provisioning at each hop may require to be dependent on the
cl ock synchronization (clock synchronization is not in the scope of
this specification). In relative time scheduling, packets to be
schedul ed at every specific interval or it could be relative to any
other specific event/trigger. The definition of the tinme interval or
any other event is relevant to that specific provisioned node only.

The size of the data, to be transmtted at each scheduled tine
service, provisioned can be in the unit of bytes or time. Once DF
PHB i s provisioned and enabl ed, forwarding treatnment MJST service
packets (bytes) fromthis class at the scheduled tine for max

al | owabl e data. Scheduling MJST pre-enpt any ot her service,

i ncluding EF, during the schedule tine service for the DF class. In
order to avoid incurred latency to EF class of traffic, it is
expected to carefully provision DF class to limt scheduled tine
service to as mninmal data transm ssion that would prevent |arger
than expected del ays to EF class of traffic.
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Provi si oning can be done via any of nultiple possible methods. It
could be via command interface, or could be via external provisioning
agents, or could be via sonme sort of signaling that may dynamically
pre-negotiate tinme wi ndow of transm ssion at each node in a network
pat h.

3.1. Potential inplenmentation of DF scheduling

Fol I owi ng are exanpl es of potential inplenentations. They are not
any form of guidelines or reconmendati ons.

There are at least two ways to inplenent scheduling for DF traffic
cl ass.

1) One queue to buffer and schedule all DF traffic (fromall flows),

2) Multiple sub-queues for DF traffic class, one queue for each DF
provi sioned fl ow

Fl ow here represents macro definition, it does not have to be only
5-tuple.

Any chosen DF scheduling inplementation MJUST run traffic conditioning
at enqueue to decide if packets to be enqueued or discarded.
Di scussed nore in later section

1) One data-plane queue to buffer all DF traffic

Thi s one queue nmintains, possibly a circular, indexed buffer list.
Every tine scheduled slot is an index in the buffer list. |[If enqueue
condi ti oning decides not to discard a packet, packet gets en-queued
at the relevant index in the buffer list in such a way that rel evant
i ndex pointer, and thus buffered rel evant packets for that index, at
the head of the list is ready to be de-queued at next schedul ed tine.
Subsequent buffer index is scheduled for the subsequent schedul ed
time slot and so forth. |If a specific flow has not received any
packet for a scheduled tine then buffer index for that flow remains
enpty. A packet fromother flows do not get buffered at that enpty

i ndex. That neans during dequeue, at a schedule tinme service, an
enpty index results in no packets to dequeue and thus nothing to be
transmtted fromthe DF queue at that point in tine.
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2) multiple sub-queues for each DF flows

I f enqueue conditioning decides not to discard a packet, packet gets
enqueued in the relevant DF sub-queue designated for that flow At a
schedul ed tine slot, schedul er dequeues a packet fromthe respective
sub- queue. Every scheduled tine service interrupt is mapped to a
speci fic DF sub-queue to dequeue a packet from
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3.2. Conditioning DF traffic at Enqueue

DF traffic MJUST be conditioned at the enqueue. As per PHB
definition, packets are required to be schedul ed and delivered at a
preci se absolute or relative tinme interval. Any packet that has

ni ssed the wi ndow of its service tine MJST be discarded. That woul d
al so nmean any packet coming fromthe previous hop MIST be conditioned
at the enqueue for validity of its schedul ed service. For example if
a DF queue is provisioned to serve a packet with I ess than x nms of
jitter and for an arrived packet, if next scheduled tine for a packet
results in nore than x ns of jitter then such packet MJST be

di scarded. The enqueued packet MUST al so be checked agai nst the size
of the data. |If size of the data to be enqueued in a DF queue is

bi gger than what scheduled time slot is provisioned for then such
packet MJST be di scarded.

4. Diffserv behavior through non-DF DS donai ns

In cases where DF traffic is forwarded through nultiple DS domains,
DS donmins close to the source and recei ver understand application’s
determnistic service requirenent well and so MUST be provisioned for
the precise tinme scheduled forwarding treatnment. Internediate DS
domai ns MAY support DF PHB. |Internedi ate donmai ns that can not
support DF PHB, DF traffic from such dormai ns SHOULD get EF treatnent,
as defined in RFC5127 for Real Time Service aggregation. Sender and
Recei ver DS domains, in such cases, MJST condition DF traffic at the
respective Edge. |If EF service through internedi ate DS donmi ns can
have a predictabl e upper bound, receiver DS donain Edge can add a
correction to an incurred latency/jitter with its own defined tine
interval for DF service

5. Updates to RFC4594 and RFC5127
Thi s specification updates RFC4594 with an addition of a new Diffserv

Class. It also updates RFC5127 to aggregate DF class of traffic to
Real Time Aggregation C ass.

6. | ANA Consi derations

Thi s docunent defines a new DSCP code-point DF. |ANA naintains the
list of existing DSCPs. Proposal is to allocate a new one for the DF
code- poi nt .
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7. Security Considerations

There is no security considerations required besides ones already
understood in the context of Differentiated services architecture
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