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Abstract

Thi s docunent describes the environnment, problem statenent, and goals
of the On-The-Fly (OTF) scheduling approach for the | EEE802. 15. 4e
TSCH MAC protocol in the context of LLNs. The purpose of OIF is to
dynani cal | y adapt the aggregate bandwi dth, i.e., the nunber of
reserved soft cells between nei ghbor nodes, based on the specific
application constraints to be satisfied. The soft cell and Bundl e
reservation with OTF is distributed: through the 6top interface

nei ghbor nodes negotiate the cell(s) to be (re)all ocated/del eted,

wi thout intervention of a centralized entity. This docunment ains at
defining a nodul e which uses the functionalities provided by the 6top
subl ayer to (i) extract statistics and (ii) determ ne when to reserve
/del ete soft cells in the schedule. The exact reservation and
deletion algorithm and the nunber and type of statistics to be used
in the algorithmare out of scope. OIF deals only with the nunber of
soft cells to be reserved/deleted; it is up to 6top to select the
specific soft cells within the TSCH schedul e.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

The | EEE802. 15. 4e standard [| EEE802154e] was published in 2012 as an
anmendnment to the Medi um Access Control (MAC) protocol defined by the
| EEE802. 15. 4- 2011 [ | EEE802154] standard. The Timeslotted Channe

Hoppi ng (TSCH) node of | EEE802.15.4e is the object of this docunent.

On-The-Fly (OTF) scheduling is a distributed protocol in which a node
negoti ates the nunber of soft cells scheduled with its neighbors,

wi thout the intervention of a centralized entity (e.g., a PCE). In
particul ar, this document describes the OTF allocation policies and
met hods used for allocating single soft cell or group of them(i.e.
bundl e) between two neighbors. |t also proposes sone potentia
algorithms for estimating the required bandwidth. 1In this document,
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internal interface used between OTF and the 6top subl ayer
([!1-D.wang-6tisch-6top]) is defined, with a particular focus on the
functionalities. Exanple functionalities are collecting and
providing statistic information, or allocating/deleting cells and
bundl es. To be extensible and applicable to different scenari os,
this draft is a generic framework. The exact algorithm and set of
statistics used for estimating the requested bandwi dth is out of
scope. This draft follows the termi nol ogy defined in
[I-D.ietf-6tisch-term nol ogy] and addresses the open issue related to
the scheduling nechanisns raised in [I-D.ietf-6tisch-tsch].

2. Allocation policy

OTF is a distributed scheduling protocol which sends scheduling
requests to the 6top sublayer. OIF thereby dynam cally increases/
decreases the bandw dth all ocated between nei ghbor nodes. 6top takes
care of negociating the soft cells between nei ghbors. Because OTF
del egates the selection of the specific cells to 6top, OIF only
supports soft cell reservation. Therefore, the term"cell" is
synonynous to "soft cell” in this docunent.

OTF is prone to schedule collision. Nodes m ght not be aware of the
cells allocated by other pairs of neighbors nodes. A collision
occurs when the sane cell is allocated by different pairs in the same
interference space. The 6top sublayer cannot differentiate
collisions fromother sources of packet loss. The probability of
having allocation collision may be kept |ow by grouping cells into
chunks (see [I-D.ietf-6tisch-term nol ogy] and
[I-D.ietf-6tisch-architecture] for nore details). The use of chunks
is outside the scope of this current version of the OIF draft.

We call "allocation policy" the approach used by OTF for increasing
or decreasing the bandwi dth all ocated between two nodes in order to
satisfy the traffic requirenents. These requirenents can be
expressed in terms of throughput, |latency or other constraints.

OTF supports 3 different types of allocation policies: Post-
al | ocation, Pre-allocation and Hybrid allocation

Post-al location policy is based on a "recovery" approach follow ng
the increased/ decreased need of bandwi dth. Upon reception of a
bandwi dt h request, OTF sends soft cell allocation requests to the

6t op sublayer. OIF has to estimate the nunber of cells to be

al | ocat ed per each neighbor. OIF keeps track of such information

If afterwards, it is possible to free some cells (due for instance to
the reduction of traffic exchanged between two nei ghbors), OTF asks
6top to de-allocate a given nunber of cells. Once the cells have
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been del eted and 6top has notified the event to OTF, the latter can
update its internal cell allocation tables.

Pre-all ocation policy is based on a "provision" approach. This
inmplies that the reservation of groups of equivalents cells (i.e.
bundl es), to a given couple of nodes, is done in advance. Wen OTF
sends a bundle allocation requests to 6top, it has to indicate the
desired size of the bundle and the TracklD. These are the only
features that can be settled by OIF. 6top selects the soft cells

bel onging to the bundle. Based on the network traffic condition
(e.g. queue utilization), a nunber of cells within the bundle is used
for communication. |In any case, allocated cells within a bundle are
consecutive, starting fromthe first cell in the block. The cells
whi ch are not currently used, are still reserved for that pair of
nodes, for possible future use.

OTF keeps track of the schedul ed bundl es, the bundl e size, and the
estimated nunber of allocated cells within a bundle. Based on this
i nformati on, upon reception of a bandw dth request, OIF may ask 6top
to increase or decrease the bundle size.

The post-allocation policy conpared to the pre-allocation reduces the
energy consunption, by allocating the exact nunber of soft cells when
they are needed, but at the expense of increased cell allocation
latency. In fact, for each requested soft cell, the 6top |ayer has
to negotiate the request with the 6top |layer of the nei ghbor node.
Such negoti ation takes sone tine and i nduces communi cati on over head.

The pre-allocation policy conpared to the post-allocation reduces the
cell allocation latency. The soft cells within the bundle are over-
provi sioned, and a priori schedul ed. When needed, the 6top subl ayer
of the node can allocate them w thout going through any negotiation
phase with the 6top | ayer of the nei ghbor node. Thus, the pre-

al | ocati on approach provides a | owdel ay response after a surge in
bandwi dth usage. 1In fact, soft cells within a bundle are already
schedul ed and becone i nmedi ately avail abl e, upon bandwi dt h request,
wi t hout the need of a negotiation phase. The use of bundl es does
force the receiver nodule of the node to be active during the whole
I ength of the Bundle, thus inplying increased power consunption

The hybrid allocation policy is a mx of the pre- and post-
allocation policy. It tries to take advantage of both the
"provision" and "recovery" approaches. Sone bundl es can be reserved
in advance for a pair of nodes. After receiving a bandw dth request,
OTF can decide if asking to 6top for (new) soft cell allocation (as
per post-allocation approach, inplying a negotiation phase anong the
nei ghbor nodes), or for bundle allocation/resizing (as per pre-

al | ocation approach). In fact, tt is possible that nore bandwidth is
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needed, but there are still some cells within the bundle that have
not been allocated yet, and that they can be used for fulfilling the
request. If all the cells within the bundl e have al ready been

al | ocated, OTF has to send a bundle size increase request to 6top
(that still translates in soft cells allocation request).

3. Allocation nethods

Beyond the allocation policies that describe the approach used by OTF

for fulfilling the node bandw dth requests, the OIF framework al so
i ncludes Allocation Methods that specify how OTF actually asks the
6t op subl ayer to satisfy the aforenmentioned requests. |n other

words, the allocation nethods represent the mechani sns that are used
by the allocation policies to pre- or post- allocate extra bandw dth.

In detail, OTF includes two distinct allocation nethods: soft cel

and bundl e allocation nethods. Each Allocation Policy can use either
one or both allocation methods. As specified in

[1-D.wang-6ti sch-6top], 6top provides a set of conmands that allows
to schedul e/all ocate/delete soft cells. The sanme set of comands can
be used for reserving bundl es.

Wth the soft cell allocation nmethod, OIF asks 6top to reserve a
single soft cell, for comrunicating with a specific nei ghbour node,
on a given track. The 6top |ayer allocates and nai ntains such cell
It has to be noticed that if a bundle (i.e., a group of cells) was
al ready reserved between the sanme couple of nodes, on the sane track
then, such soft cell allocation request translates into a bundle
resize request. In fact, the new allocated cell will increase the
size of the already exsisting bundle. 1In a sinmlar way, when OTF
realizes that there is a reduction of traffic exchanged between the
two neighbors, it may asks 6top to delete a soft cell, in other
words, to decrease the bundle size. Instead, if no bundle with the
same Trackl D al ready existed, then the 6top soft cell create command
will generate a new bundl e of size 1, having the specified TracklD.

Wth the bundle allocation nethod, OTF sends bundle allocation
requests to 6top subl ayer, specifying the bundle size (i.e., nunber
of soft cells fornming the bundle itself) and the Trackl D of the track
to which the cells belong. By using the soft cells comuands 6top
generates the bundle. 1In fact, the request of scheduling N soft cel
is equivalent to asking for a bundle of size N. The cells within the
bundle will be allocated by 6top afterwards, according to the nodes
bandwi t h need.
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4. I nput parameters: statistics and instant val ues
Short summary of a potential set of statistics and instant val ues
that could be used as input paraneters. Direct interaction with
6t op.

Li st of paraneters available from6top: mainly statistics related to
queues

Met hod to configure 6top to provide historical values for each
request ed paraneter

Method to ask 6top for instant values for each requested paraneter

Met hod for asking for a list of parameters from6top and thus, for
checking if a paraneter is available or not

5. bundl e usage nanagenent in OTF. TODO

Met hods that trigger the request of increasing/decreasing the bundle,
and thus, adding/deleting cells

5.1. Cell Reservation/Deletion

The conmands to reserve/delete soft cells. Direct interaction with
6t op

5.2. bundle Size |Increase/ Decrease

The conmands to increase/ decrease the bundl e size. Direct
interaction with 6top

6. Schedul e storage on OTF: TODO
The description and access to the schedul e storage on OTF

The conmands to retrieve bundl e usage val ues and statistics from OTF
(based on previous val ues obtained by 6top?)

7. Bandwidth Estinmation Al gorithns

OTF supports different bandwi dth estimation algorithnms that can be
used by a node in a 6Ti SCH network for checking the current traffic
condition and thus the actual bandw dth usage. By doing so, it is
possi bl e to adapt (increase or increase) the nunber of schedul ed
cells/bundles for a given pair of neighbors (e.g., parent node and
its child), according to their needs. OIF supports several bandwi dth
estimation algorithns nunbered fromO to 255 in the OTF
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i mpl ementation. The first algorithm (0) is reserved to the default
algorithmthat is described below By using SET and GET conmands, it
is possible, to set the specific algorithmto be used, and get

i nformati on about which algorithmis actualy inplenented.

The default bandw dth estimation algorithm running over a parent
node, is articulated in the foll ow ng steps:

Step 1: Collect the bandw dth requests fromchild nodes (inconing
traffic).

Step 2: Collect the node bandwi dth requirenent fromthe application
(self/local traffic).

Step 3: Collect the current outgoing schedul ed bandw dth (outgoi ng
traffic).

Step 4: |If (outgoing < incomng + self) then SCHEDULE soft cell s/
bundl es to satisfy bandwi dth requiremnents.

Step 5: If (outgoing > incom ng + self) then DELETE the soft cells
that are not used.

Step 6: Loop to Step 1.

Based on the allocation policy that is used, at Step 4 new soft cells

wi Il be schedul ed, using the cell allocation nethod. |If there are
free cells in the bundle that can satisfied the current bandw dth
request, such cells will be allocated. |In the case of pre-allocation

policy, it may happen that the nunber of allocated cells within the
bundle is equal to the bundle size. That is, all the cells within
the bundle are currently used. In this case, the node asks 6top for
i ncreasing the bundl e size by using the bundl e allocation method.
When the hybrid allocation policy has been selected two options are
available: (i) the bundle size is increased, and a nunber of cells

| arger than those currently needed, can be scheduled - according to
post -al | ocati on approach, or (ii) a nunber of soft cells equa
exactly to those currently needed are schedul ed, as per post-

al | ocati on approach.
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