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Abst ract

BGP is widely deployed and used by several service providers as the
default Inter AS routing protocol. It is of utnost inportance to
ensure that when a BGP peer or a downstreamlink of a BGP peer fails,
the alternate paths are rapidly used and routes via these alternate
paths are installed. This docunent provides the basic BGP
Benchmar ki ng Met hodol ogy usi ng exi sting BGP Convergence Termi nol ogy,
RFC 4098.
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1. Introduction

Thi s docunent defines the methodol ogy for benchmarking data plane FIB
convergence performance of BGP in routers and sw tches using
topol ogi es of 3 or 4 nodes. The nethodol ogy proposed in this
docunent applies to both IPv4 and IPv6 and if a particular test is

uni que to one version, it is marked accordingly. For |Pv6
benchmar ki ng the device under test will require the support of Milti-
Protocol BGP (MP-BGP) [RFC4760, RFC2545]. Simlarly both i BGP & eBGP
are covered in the tests as applicable.

The scope of this docunent is to provide nethodol ogy for BGP protoco
FI B convergence neasurenments with BGP functionality linmted to | Pv4d &
I Pv6 as defined in RFC 4271 and Multi-Protocol BGP (MP-BGP) [ RFC4760,
RFC2545]. O her BGP extensions to support layer-2, layer-3 virtua
private networks (VPN) are outside the scope of this docunent.
Interaction with IGPs (IGP interworking) is outside the scope of this
docunent .

1.1. Benchmarking Definitions

The terminology used in this docunent is defined in [ RFC4098]. One
additional termis defined in this draft: FIB (Data plane) BGP
Conver gence

FI B (Data pl ane) convergence is defined as the conpletion of all FIB
changes so that all forwarded traffic now takes the new proposed
route. RFC 4098 defines the terns BGP device, FIB and the forwarded
traffic. Data plane convergence is different than control plane
convergence w thin a node.

Thi s document defines met hodol ogy to test

- Data plane convergence on a single BGP device that supports the BGP
functionality with scope as outlined above

- using test topology of 3 or 4 nodes which are sufficient to
recreate the Convergence events used in the various tests of this
draft

1.2. Purpose of BGP FIB (Data Pl ane) Convergence

In the current Internet architecture the |Inter-Autononous System
(inter-AS) transit is primarily available through BGP. To naintain
reliable connectivity within intra-domains or across inter-domains,
fast recovery fromfailures remains nost critical. To ensure mnina
traffic | osses, many service providers are requiring BGP

i mpl ementations to converge the entire Internet routing table within
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sub-seconds at FIB | evel

Furt hernore, to conpare these nunbers anongst various devices,
service providers are also | ooking at ways to standardi ze the

conver gence neasurenent nethods. This docunent offers test nethods
for sinple topologies. These sinple tests will provide a quick high-
I evel check of the BGP data plane convergence across multiple

i npl ementations fromdifferent vendors

1.3. Control Plane Convergence

The convergence of BGP occurs at two |evels: RIB and FI B convergence.
RFC 4098 defines terns for BGP control plane convergence.

Met hodol ogi es which test control plane convergence are out of scope
for this draft.

1.4. Benchmarking Testing

In order to ensure that the results obtained in tests are repeatable,
careful setup of initial conditions and exact steps are required.

Thi s docunent proposes these initial conditions, test steps, and
result checking. To ensure uniformty of the results all optiona
paraneters SHOULD be di sabl ed and all settings SHOULD be changed to
default, these may include BGP tiners as well.

2. Existing Definitions and Requirenents

RFC 1242, "Benchmarking Term nol ogy for Network Interconnect Devices"
[ RFC1242] and RFC 2285, "Benchmarki ng Termi nol ogy for LAN Switching
Devi ces" [RFC2285] SHOULD be reviewed in conjunction with this
docunent. W.AN-specific ternms and definitions are also provided in
Clauses 3 and 4 of the |EEE 802.11 standard [802.11]. Commonly used
terns may al so be found in RFC 1983 [ RFC1983].

For the sake of clarity and continuity, this document adopts the
general tenplate for benchmarking term nol ogy set out in Section 2 of
RFC 1242. Definitions are organi zed in al phabetical order, and
grouped into sections for ease of reference. The following terns are
assuned to be taken as defined in RFC 1242 [ RFC1242]: Throughput,
Latency, Constant Load, Frame Loss Rate, and Overhead Behavior. In
addition, the following terms are taken as defined in [ RFC2285]:
Forwar di ng Rates, Maxi mum Forwardi ng Rate, Loads, Device Under Test
(DUT), and System Under Test (SUT).

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
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docunment are to be interpreted as described in RFC 2119 [ RFC2119].

3. Test Topol ogi es
This section describes the test setups for use in BGP benchmar ki ng
tests neasuring convergence of the FIB (data plane) after the BGP
updat es has been received.
These test setups have 3 or 4 nodes with the follow ng configuration
1. Basic Test Setup
2. Three node setup for i BGP or eBGP convergence
3. Setup for eBGP nultihop test scenario
4. Four node setup for i BGP or eBGP convergence
I ndividual tests refer to these topol ogies.
Fi gures 1-4 use the follow ng conventions
0 AS-X: Autononmous System X

0 Loopback Int: Loopback interface on the BGP enabl ed device

0 HLP, HLP1, HLP2: Hel per routers running the sane version of BGP as
DUT

0 Enable NTP or use any external clock source to synchronize to the
nodes

3.1. Ceneral Reference Topol ogi es

Enmul ator acts as 1 or nore BGP peers for different testcases.
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Figure 2 Three Node Setup for eBGP and i BG® Convergence
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Figure 4 Four Node Setup for EBGP and | BGP Convergence

4. Test Considerations

The test cases for neasuring convergence for i BGP and eBGP are
different. Both iBGP and eBGP use different nmechanisns to advertise
install and learn the routes. Typically, an iBGP route on the DUT is
installed and exported when the next-hop is valid. For eBGP the
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route is installed on the DUT with the renote interface address as
the next-hop, with the exception of the nmultihop test case (as
specified in the test).

4.1. Nunber of Peers

Nunmber of Peers is defined as the nunber of BGP nei ghbors or sessions
the DUT has at the beginning of the test. The peers are established
before the tests begin. The relationship could be either, iBGP or
eBGP peering dependi ng upon the test case requirenent.

The DUT establishes one or nore BGP sessions with one nore enul ated
routers or hel per nodes. Additional peers can be added based on the
testing requirements. The nunber of peers enabled during the testing
shoul d be well docunented in the report matrix.

4.2. Nunber of Routes per Peer

Nunber of Routes per Peer is defined as the nunmber of routes
advertised or learnt by the DUT per session or through a nei ghbor
relationship with an ermul ator or hel per node. The tester, emulating
as nei ghbor MJST advertise at |east one route per peer

Each test run nust identify the route streamin terns of route

packi ng, route m xture, and nunber of routes. This route stream nust
be well docunented in the reporting stream RFC 4098 defines these
terns.

It is RECOWENDED that the user consider advertising the entire
current Internet routing table per peering session using an |nternet
route mxture with unique or non-unique routes. |f multiple peers
are used, it is inportant to precisely docunent the tining sequence
bet ween the peer sending routes (as defined in RFC 4098).

4.3. Policy Processing/ Reconfiguration
The DUT MUST run one baseline test where policy is Mninmal policy as
defined in RFC 4098. Additional runs nay be done with policy set-up
before the tests begin. Exact policy settings MIST be docunented as
part of the test.

4.4. Configured Paraneters (Tinmers, etc..)

There are configured parameters and tinmers that may inpact the
measur ed BGP convergence tinmes

The benchmark netrics MAY be neasured at any fixed values for these
configured paraneters
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It is RECOWENDED t hese configure paraneters have the follow ng
settings: a) default values specified by the respective RFC b)

pl atform specific default paraneters and c) values as expected in the
operational network. All optional BGP settings MJUST be kept

consi stent across iterations of any specific tests

Exanpl es of the configured paraneters that may inpact neasured BGP
convergence tine include, but are not Iimted to:

1. Interface failure detection tinmer
2. BGP Keepalive tiner

3. BCGP Holdtine

4. BGP update delay tinmer

5. ConnectRetry timer

6. TCP Segnent Size

7. Mnimm Route Advertisenment Interval (MRAl)
8. MnASOriginationlnterval (MAQ)
9. Route Flap Danpeni ng paraneters
10. TCP M5

11. Maxi mum TCP W ndow Si ze

12. MU

The basic-test settings for the paraneters shoul d be:

1. Interface failure detection tiner (0 ns)
2. BGP Keepalive tinmer (1 mn)
3. BCP Holdtine (3 nmin)

4., BGP update delay tinmer (0 s)
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5. ConnectRetry timer (1 s)
6. TCP Segnent Size (4096)
7. Mninmm Route Advertisenment Interval (MRAI) (0 s)
8. MnASOriginationlinterval (MAO) (0 s)
9. Route Flap Danpening paraneters (off)
10. TCP MD5 (off)
4.5. Interface Types

The type of media dictate which test cases may be executed, each
interface type has uni que nmechani smfor detecting link failures and

the speed at which that nechani smoperates will influence the
measurenent results. Al interfaces MJST be of the sane nedia and
throughput for all iterations of each test case.

4.6. Measurenment Accuracy

Si nce observed packet loss is used to neasure the route convergence
time, the tinme between two successive packets offered to each

i ndividual route is the highest possible accuracy of any packet-1oss
based nmeasurenment. \When packet jitter is much I ess than the
convergence tine, it is a negligible source of error and hence it
will be treated as within tol erance.

O her options to measure convergence are the Time-Based Loss Method
(TBLM and Ti mestanp Based Method(TBM [ MPLSProt].

An exterior measurenent on the input nedia (such as Ethernet) is
defined by this specification

4.7. Measurenent Statistics

The benchmark neasurenents may vary for each trial, due to the
statistical nature of timer expirations, CPU scheduling, etc. It is
recommended to repeat the test nultiple times. Evaluation of the
test data nust be done with an understandi ng of generally accepted
testing practices regarding repeatability, variance and statistica
significance of a small nunber of trials.

For any repeated tests that are averaged to renove variance, al
paraneters MJST renmain the sane.
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4.8. Authentication

Aut hentication in BGP is done using the TCP MD5 Signature Option

[ RFC5925]. The processing of the MD5 hash, particularly in devices
with a |large nunber of BGP peers and a | arge anount of update
traffic, can have an inpact on the control plane of the device. |If
aut hentication is enabled, it MJST be docunented correctly in the
reporting format.

Also it is recommended that trials MJUST be with the sane S| DR
features (RFC7115 & BGPSec). The best convergence tests woul d be
with No SIDR features, and then with the sane SIDR features.

4.9. Convergence Events

Convergence events or triggers are defined as abnormal occurrences in
the network, which initiate route flapping in the network, and hence
forces the re-convergence of a steady state network. |In a rea
network, a series of convergence events may cause convergence | atency
operators desire to test.

These convergence events nust be defined in terns of the sequences
defined in RFC 4098. This basic docunent begins all tests with a
router initial set-up. Additional docunents wll define BGP data
pl ane convergence based on peer initialization

The convergence events nmay or may not be tied to the actual failure A
Soft Reset (RFC 4098) does not clear the RIB or FIB tables. A Hard
reset clears the BGP peer sessions, the RIB tables, and FIB tables.

4.10. High Availability
Due to the different Non-Stop-Routing (sonetimes referred to Hi gh-
Avail ability) solutions available fromdifferent vendors, it is
RECOMVENDED t hat any redundancy available in the routing processors
shoul d be di sabl ed during the convergence neasurenents. For cases
wher e the redundancy cannot be disabled, the results are no | onger

conmparabl e and the | evel of inpacts on the neasurenents is out of
scope of this document.

5. Test Cases
Al'l tests defined under this section assune the foll ow ng:

a. BGP peers are in established state
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b. BGP state should be cleared fromestablished state to idle prior
to each test. This is reconmended to ensure that all tests start
with the BGP peers being forced back to idle state and dat abases
fl ushed.

c. Furthernore the traffic generation and routing should be verified
in the topology to ensure there is no packet |oss observed on any
advertised routes

d. The arrival tinestanp of advertised routes can be neasured by
installing an inline nonitoring device between the enul ator and
DUT, or by the span port of DUT connected with an externa
analyzer. The time base of such inline nonitor or externa
anal yzer needs to be synchronized with the protocol and traffic
enul ator. Some nodern enul ator may have the capability to
capture and tinestanp every NLRI packets |eaving and arriving at
the emul ator ports. The tinmestanps of these NLRI packets will be
al nost identical to the arrival tine at DUT if the cable distance
between the enulator and DUT is relatively short.

5.1. Basic Convergence Tests

These test cases neasure characteristics of a BGP inplenentation in
non-failure scenarios like:

1. RIB-IN Convergence
2. RIB-QUT Convergence
3. eBGP Convergence

4. i BGP Convergence

5.1.1. RIB-IN Convergence
bj ecti ve:

This test nmeasures the convergence tine taken to receive and
install a route in R B using BGP

Ref erence Test Setup
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This test uses the setup as shown in figure 1

Pr ocedur e:

A. Al variables affecting Convergence should be set to a basic
test state (as defined in section 4-4).

B. Establish BGP adjacency between DUT and one peer of Enul ator,
Enpl.

C. To ensure adjacency establishnent, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

D. Start the traffic fromthe Emulator tx towards the DUT
targeted at a routes specified in route mxture (ex. routeA)
Initially no traffic SHOULD be observed on the egress
interface as the routeA is not installed in the forwarding
dat abase of the DUT.

E. Advertise routeA fromthe peer(Enpl) to the DUT and record the
tinme.

This is Tup(EMp1l, Rt-A) also named ' XMI-Rt-tinme(Rt-A) .

F. Record the tinme when the routeA fromEnpl is received at the
DUT.

This Tup(DUT,Rt-A) also naned 'RCV-Rt-time(R-A)’.

G Record the time when the traffic targeted towards routeA is
recei ved by Emul ator on appropriate traffic egress interface.

This is TR(TDr,Rt-A). This is al so named DUT- XMrI- Dat a-
Tine(Rt-A).

H. The difference between the Tup(DUT, RT-A) and traffic received
time (TR (TDr, Rt-A) is the FIB Convergence Tine for routeAin
the route mixture. A full convergence for the route update is
t he nmeasurenent between the 1st route (Rt-A) and the | ast
route (Rt-Iast)

Rout e updat e convergence is

TR(TDr, Rt-last)- Tup(DUT, Rt-A) or

Papnej a, et al. Expires July 20, 2015 [ Page 14]



Internet-Draft BGP Conver gence Met hodol ogy January 2015

(DUT- XMT-Data-Tine - RCV-Rt-Tinme) (Rt -A)
Note: It is recommended that a single test with the sanme route
m xture be repeated several tines. A report should provide the
Standard Deviation of all tests and the Average.

Running tests with a varying nunber of routes and route mixtures is
inmportant to get a full characterization of a single peer.

5.1.2. RIB-QUT Convergence
bj ective:

This test nmeasures the convergence tine taken by an inpl enentation
to receive, install and advertise a route using BGP

Ref erence Test Setup
This test uses the setup as shown in figure 2

Pr ocedur e:

A.  The Hel per node (HLP) MJUST run sane version of BGP as DUT.

B. Al devices MIST be synchroni zed using NTP or sone |oca
reference cl ock.

C. Al configuration variables for HLP, DUT and Emul at or SHOULD
be set to the same values. These val ues MAY be basic-test or
a unique set conpletely described in the test set-up.

D. Establish BGP adjacency between DUT and Enul at or

E. Establish BGP adjacency between DUT and Hel per Node.

F. To ensure adjacency establishment, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

G Start the traffic fromthe Emul ator towards the Hel per Node
targeted at a specific route (e.g. routeA). Initially no
traffic SHOULD be observed on the egress interface as the
routeA is not installed in the forwardi ng database of the DUT

H Advertise routeA fromthe Enulator to the DUT and note the
tinme.
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This is Tup(EMk, R-A), also named EM XMT- Dat a- Ti me( Rt - A)
I. Record when routeA is received by DUT
This is Tup(DUTr, Rt-A), also naned DUT-RCV-Rt-Ti ne(Rt-A)

J. Record the time when the routeA is forwarded by DUT towards
t he Hel per node.

This is Tup(DUTX, Rt-A), also naned DUT- XMI- Rt - Ti me( Rt - A)
K. Record the tinme when the traffic targeted towards routeA is
received on the Route Egress Interface. This is TR(EM,
Rt-A), also named DUT- XMTI-Data Ti me(Rt-A).

FI B convergence = (DUT- XMI- Dat a- Ti ne
-DUT-RCV-R-Tine) (R - A)

RI B convergence = (DUT-XMI-Rt-Time - DUT-RCV-Rt-Tinme) (Rt -A)

Convergence for a route streamis characterized by
a) Individual route convergence for FIB, RIB
b) Al route convergence of

FI B- conver gence = DUT- XMT- Dat a- Ti me(l ast) - DUT- RCV-Rt -
Time(first)

Rl B- conver gence
Time(first)

DUT- XMT- Rt - Ti me( | ast) - DUT- RCV- Rt -

5.1.3. eBGP Convergence
bj ecti ve:

This test nmeasures the convergence tine taken by an inplenentation
to receive, install and advertise a route in an eBGP Scenari o.

Ref erence Test Setup

This test uses the setup as shown in figure 2 and the scenari os
described in RIB-IN and RIB-QUT are applicable to this test case.
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5.1.4. iBGP Convergence
hj ecti ve:

This test neasures the convergence tine taken by an inplenentation
to receive, install and advertise a route in an i BGP Scenari o.

Ref erence Test Setup

This test uses the setup as shown in figure 2 and the scenarios
described in RIB-IN and RIB-QUT are applicable to this test case.

5.1.5. eBGP Miltihop Convergence
hj ecti ve:
This test neasures the convergence tine taken by an inplenentation
to receive, install and advertise a route in an eBGP Ml tihop
Scenari o.

Ref erence Test Setup

This test uses the setup as shown in figure 3. DUT is used al ong
with a hel per node.

Pr ocedur e

A.  The Hel per Node (HLP) MJUST run the sane version of BGP as DUT.

B. Al devices MIST be synchroni zed using NTP or sone |oca
reference clock.

C. Al variables affecting Convergence |ike authentication
policies, timers SHOULD be set to basic-settings

D. Al 3 devices, DUT, Emul ator and Hel per Node are configured
with different Autononous Systens.

E. Loopback Interfaces are configured on DUT and Hel per Node and
connectivity is established between them using any config
options available on the DUT.

F. Establish BGP adj acency between DUT and Enul at or

G Establish BGP adjacency between DUT and Hel per Node.
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5.

5.

2.

2.

H. To ensure adjacency establishment, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test

I. Start the traffic fromthe Enulator towards the DUT targeted
at a specific route (e.g. routeA).

J. Initially no traffic SHOULD be observed on the egress
interface as the routeA is not installed in the forwarding
dat abase of the DUT.

K. Advertise routeA fromthe Enulator to the DUT and note the
time (Tup(EM, Rout eA) al so naned Route-Tx-tinme(Rt-A).

L. Record the tinme when the route is received by the DUT. This
is Tup(EM, DUT) nanmed Route-Rcv-tinme(Rt-A).

M Record the tinme when the traffic targeted towards routeA is
received fromEgress Interface of DUT on ermulator. This is
Tup( EMd, DUT) named Dat a- Rcv-ti me(Rt-A)

N. Record the tinme when the routeA is forwarded by DUT towards
the Hel per node. This is Tup(EM, DUT) al so naned Route- Fwd-
time(Rt-A)

FI B Convergence = (Data-Rcv-tinme - Route-Rcv-tine)(R-A)

RI B Convergence = (Route-Fwd-tine - Route-Rcv-tine)(Rt-A)
Note: It is reconmended that the test be repeated with varying numnber
of routes and route nmixtures. Wth each set route mixture, the test
shoul d be repeated nultiple tines. The results should record
average, nean, Standard Devi ation

BGP Fai |l ure/ Convergence Events

1. Physical Link Failure on DUT End
hj ecti ve:

This test nmeasures the route convergence tinme due to local link
failure event at DUT's Local Interface.

Ref erence Test Set up:

This test uses the setup as shown in figure 1. Shutdown event is
defined as an adm nistrative shutdown event on the DUT.
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Pr ocedur e:

A. Al variables affecting Convergence |ike authentication,
policies, tiners should be set to basic-test policy.

B. Establish 2 BGP adjacencies from DUT to Emul ator, one over the
peer interface and the other using a second peer interface.

C. Advertise the sane route, routeA over both the adjacencies and
(Empl) Interface to be the preferred next hop.

D. To ensure adjacency establishment, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

E. Start the traffic fromthe Enulator towards the DUT targeted
at a specific route (e.g. routeA). Initially traffic would be
observed on the best egress route (Enmpl) instead of Enp2.

F. Trigger the shutdown event of Best Egress Interface on DUT
(Dpl). This tine is called Shutdown tine

G Measure the Convergence Tinme for the event to be detected and
traffic to be forwarded to Next-Best Egress Interface (Dp2)

Ti me = Dat a-detect (Enp2) - Shutdown tine

H Stop the offered load and wait for the queues to drain.
Restart the data flow

I. Bring up the link on DUT Best Egress Interface.

J. Measure the convergence tinme taken for the traffic to be
rerouted from (Dp2) to Best Interface (Dpl)

Time = Data-detect(Enpl) - Bring Up time
K. It is recoomended that the test be repeated with varying
nunber of routes and route mixtures or with nunber of routes &

route mxtures closer to what is deployed in operational
net wor ks.
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5.2.2. Physical Link Failure on Renote/Enul ator End
hj ecti ve:

This test nmeasures the route convergence tinme due to local link
failure event at Tester’s Local Interface.

Ref erence Test Setup

This test uses the setup as shown in figure 1. Shutdown event is
defined as shutdown of the local interface of Tester via |logica
shut down event. The procedure used in 5.2.1 is used for the
terni nation.

5.2.3. ECWMP Link Failure on DUT End

bj ecti ve:

This test measures the route convergence time due to local link
failure event at ECVP Menber. The FIB configuration and BGP is
set to allow tw ECMP routes to be installed. However, policy
directs the routes to be sent only over one of the paths

Ref erence Test Setup

This test uses the setup as shown in figure 1 and the procedure
uses 5.2.1.

5.3. BGP Adjacency Failure (Non-Physical Link Failure) on Emul ator
bj ecti ve:

This test nmeasures the route convergence tinme due to BGP Adj acency
Fail ure on Emul ator.

Ref erence Test Setup
This test uses the setup as shown in figure 1.

Pr ocedur e:

A. Al variables affecting Convergence |ike authentication
policies, tinmers should be basic-policy set.

B. Establish 2 BGP adjacencies from DUT to Enul ator, one over the
Best Egress Interface and the other using the Next-Best Egress

Papnej a, et al. Expires July 20, 2015 [ Page 20]



Internet-Draft BGP Conver gence Met hodol ogy January 2015

5.4.

5. 4.

I nterface.

Advertise the sane route, routeA over both the adjacencies and
make Best Egress Interface to be the preferred next hop

To ensure adj acency establishnent, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

Start the traffic fromthe Enulator towards the DUT targeted
at a specific route (e.g. routeA). Initially traffic would be
observed on the Best Egress interface.

Renove BGP adj acency via a software adj acency down on the
Emul ator on the Best Egress Interface. This tine is called
BGPadj - down-tine al so terned BGPpeer-down

Measure the Convergence Tine for the event to be detected and
traffic to be forwarded to Next-Best Egress Interface. This
time is Tr-rr2 also called TR2-traffic-on

Convergence = TR2-traffic-on - BGPpeer-down

Stop the offered load and wait for the queues to drain and
Restart the data flow.

Bri ng up BGP adj acency on the Enul ator over the Best Egress
Interface. This time is BGP-adj-up also called BGPpeer-up

Measure the convergence tine taken for the traffic to be
rerouted to Best Interface. This tine is Tr-rrl also called
TR1-traffic-on

Convergence = TRl-traffic-on - BGPpeer-up

BGP Hard Reset Test Cases
1. BGP Non-Recovering Hard Reset Event on DUT
bj ecti ve:

This test nmeasures the route convergence tinme due to Hard Reset on
t he DUT.

Ref erence Test Set up:
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This test uses the setup as shown in figure 1.

Pr ocedur e:

A. The requirement for this test case is that the Hard Reset
Event shoul d be non-recovering and should affect only the
adj acency between DUT and Enul ator on the Best Egress
Interface.

B. Al variables affecting SHOULD be set to basic-test val ues.

C. Establish 2 BGP adjacencies fromDUT to Emul ator, one over the
Best Egress Interface and the other using the Next-Best Egress
Interface.

D. Advertise the sanme route, routeA over both the adjacencies and
make Best Egress Interface to be the preferred next hop

E. To ensure adjacency establishnment, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

F. Start the traffic fromthe Emul ator towards the DUT targeted
at a specific route (e.g routeA). Initially traffic would be
observed on the Best Egress interface.

G Trigger the Hard Reset event of Best Egress Interface on DUT
This tinme is called tinme-reset

H This event is detected and traffic is forwarded to the Next-
Best Egress Interface. This time called tine-traffic flow

I. Measure the Convergence Tine for the event to be detected and
traffic to be forwarded to Next-Best Egress Interface.

Ti me of convergence =tine-traffic flow - time-reset

J. Stop the offered |load and wait for the queues to drain and
Restart.

K. It is recoomended that the test be repeated with varying
nunber of routes and route mixtures or with nunber of routes &
route mxtures closer to what is deployed in operationa
net wor ks.
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L. When varying nunber of routes are used, convergence Tinme is
measured using the Loss Derived nethod [| GPDat a] .

M Convergence Tine in this scenario is influenced by Failure
detection tine on Tester, BGP Keep Alive Tine and routing,
forwardi ng tabl e update tine.

5.5. BGP Soft Reset
bj ecti ve:

This test measures the route convergence tinme taken by an

i mpl erentation to service a BGP Route Refresh nessage and

advertise a route.

Ref erence Test Setup

This test uses the setup as shown in figure 2

Pr ocedur e

A.  The BGP inplementation on DUT & Hel per Node needs to support
BGP Route Refresh Capability [RFC2918].

B. Al devices MIST be synchroni zed using NTP or sone |oca
reference cl ock.

C. Al variables affecting Convergence |ike authentication
policies, timers should be set to basic-test defaults.

D. DUT and Hel per Node are configured in the same Aut ononous
Syst em whereas Enul ator is configured under a different
Aut ononpus System

E. Establish BGP adjacency between DUT and Enul at or

F. Establish BGP adj acency between DUT and Hel per Node.

G To ensure adjacency establishnent, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

H Configure a policy under BGP on Hel per Node to deny routes
recei ved from DUT.
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5.

6

)

I. Advertise routeA fromthe Enulator to the DUT

J. The DUT will try to advertise the route to Hel per Node will be
deni ed.

K. Wit for 3 KeepAlives.

L. Start the traffic fromthe Emul ator towards the Hel per Node

targeted at a specific route say routeA. Initially no traffic
woul d be observed on the Egress interface, as routeA is not
present.

M  Renove the policy on Hel per Node and i ssue a Route Refresh
request towards DUT. Note the tinestanp of this event. This
is the RefreshTine.

N. Record the tinme when the traffic targeted towards routeA is
received on the Egress Interface. This is RecTine.

O The follow ng equation represents the Route Refresh
Convergence Time per route.

Rout e Refresh Convergence Tinme = (RecTine - RefreshTi ne)
BGP Route Wthdrawal Convergence Tine
ective:
This test nmeasures the route convergence tinme taken by an

i mpl ementation to service a BGP Wthdraw nessage and advertise the
wi t hdr aw.

Ref erence Test Setup

This test uses the setup as shown in figure 2

Pr ocedur e:

A. This test consists of 2 steps to determ ne the Total Wthdraw
Processi ng Tine.

B. Step 1:
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(2)
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(5)

(6)

(7
(8)

(9)

(10)

(11)

C. Step

(1

(2)
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Al'l devices MIUST be synchroni zed using NTP or sone | ocal
ref erence cl ock.
Al'l variables should be set to basic-test paraneters.
DUT and Hel per Node are configured in the sane
Aut ononous System whereas Enul ator is configured under a
di fferent Autononmous System
Establ i sh BGP adj acency between DUT and Emul at or.
To ensure adj acency establishnent, wait for 3 KeepAlives
fromthe DUT or a configurable delay before proceeding
with the rest of the test.
Start the traffic fromthe Enul ator towards the DUT
targeted at a specific route (e.g. routeA). Initially
no traffic would be observed on the Egress interface as
the routeA is not present on DUT.
Advertise routeA fromthe Enulator to the DUT.

The traffic targeted towards routeA is received on the
Egress Interface.

Now t he Tester sends request to w thdraw routeA to DUT,
TRx(Awi th) al so call ed WirawTi mrel(Rt-A).

Record the tinme when no traffic is observed as
determined by the Enulator. This is the
Rout eRermoveTi nel( Rt - A).

The di fference between the RouteRenoveTi nel and
Wir awTi nel i s the Wir awConvTi nel

Wir awConvTi nel( Rt - A) = Rout eRenmoveTi nel(Rt-A) -
Wir awTi mel( Rt - A)

2:

Continuing from Step 1, re-advertise routeA back to DUT

from Tester.

The DUT will try to advertise the routeA to Hel per Node

(This assunes there exists a session between DUT and
hel per node).
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(3) Start the traffic fromthe Enul ator towards the Hel per
Node targeted at a specific route (e.g. routeA). Traffic
woul d be observed on the Egress interface after routeAis
recei ved by the Hel per Node

WATi me=tine traffic first flows

(4) Now the Tester sends a request to w thdraw routeA to DUT.
This is the WirawTi me2( Rt - A)

WAW i me- TRX(Rt-A) = Wdr awTi me2( Rt - A)
(5) DUT processes the withdraw and sends it to Hel per Node.

(6) Record the time when no traffic is observed as deterni ned
by the Enulator. This is

TR- WAW DUT, Rout eA) = Rout eRenoveTi ne2( Rt - A)
(7) Total w thdraw processing tine is

Tot al Wir awTi me(Rt-A) = ((Rout eRenoveTi mne2(Rt-A) -
Wir awTi ne2(Rt-A)) - WirawConvTi nel( Rt -A))

5.7. BGP Path Attribute Change Convergence Tine
hj ecti ve:

This test neasures the convergence tine taken by an inplenentation
to service a BGP Path Attri bute Change.

Ref erence Test Set up:
This test uses the setup as shown in figure 1.

Pr ocedur e:

A. This test only applies to Well-Known Mandatory Attributes like
Origin, AS Path, Next Hop.

B. In each iteration of test only one of these mandatory
attri butes need to be varied whereas the others remain the
sane.

C. Al devices MJIST be synchroni zed using NTP or sone | ocal
ref erence cl ock.
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K.

Al'l variables should be set to basic-test paraneters.

Advertise the route, routeA over the Best Egress Interface
only, making it the preferred naned Thest.

To ensure adj acency establishnent, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

Start the traffic fromthe Enulator towards the DUT targeted
at the specific route (e.g. routeA). Initially traffic would
be observed on the Best Egress interface.

Now adverti se the same route routeA on the Next-Best Egress
Interface but by varying one of the well-known nandatory
attributes to have a preferred value over that interface. W
call this Thetter. The other values need to be sane as what
was advertised on the Best-Egress adjacency

TRx( Pat h- Change(Rt-A)) = Path Change Event Tine(Rt-A)

Measure t he Convergence Tine for the event to be detected and
traffic to be forwarded to Next-Best Egress Interface

DUT( Pat h- Change, Rt-A) = Path-switch tine(Rt-A)

Convergence = Path-switch tine(Rt-A) - Path Change Event
Tinme(Rt-A)

Stop the offered load and wait for the queues to drain and
Restart.

Repeat the test for various attributes.

5.8. BGP Graceful Restart Convergence Tine

bj ecti ve:

This test measures the route convergence time taken by an
i npl ementation during a Graceful Restart Event as detailed in the
Term nol ogy docunent [ RFC4098].

Ref erence Test Setup:

This test uses the setup as shown in figure 4.

Pr ocedur e:
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A. It measures the tinme taken by an inplenentation to service a
BGP Graceful Restart Event and advertise a route.

B. The Hel per Nodes are the same nodel as DUT and run the sane
BGP i npl ement ati on as DUT.

C. The BGP inplenentation on DUT & Hel per Node needs to support
BGP Graceful Restart Mechani sm [ RFC4724].

D. Al devices MIST be synchronized using NTP or sone | ocal
reference cl ock.

E. Al variables are set to basic-test val ues.

F. DUT and Hel per Node-1(HLPl) are configured in the sane
Aut ononous Syst em whereas Enul ator and Hel per Node-2(HLP2) are
configured under different Autononous Systens.

G Establish BGP adj acency between DUT and Hel per Nodes.
Establ i sh BGP adj acency between Hel per Node-2 and Emul at or.

I. To ensure adjacency establishment, wait for 3 KeepAlives from
the DUT or a configurable delay before proceeding with the
rest of the test.

J. Configure a policy under BGP on Hel per Node-1 to deny routes
recei ved from DUT.

K. Advertise routeA fromthe Enul ator to Hel per Node- 2.

L. Hel per Node-2 advertises the route to DUT and DUT will try to
advertise the route to Hel per Node-1 which will be deni ed.

M Wit for 3 KeepAlives.
Start the traffic fromthe Enul ator towards the Hel per Node-1
targeted at the specific route (e.g. routeA). Initially no
traffic woul d be observed on the Egress interface as the
routeA is not present.

O Performa Gaceful Restart Trigger Event on DUT and note the
time. This is the GREventTi ne.

P. Renpbve the policy on Hel per Node- 1.
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Q

Record the tine when the traffic targeted towards routeAis
received on the Egress Interface

TRr (DUT, routeA). This is also called RecTine(Rt-A)

The followi ng equation represents the G aceful Restart
Conver gence Time

G aceful Restart Convergence Tine(Rt-A) = ((RecTine(Rt-A) -
GREventTine) - RIB-IN)

It is assumed in this test case that after a Switchover is
triggered on the DUT, it will not have any cycles to process
BGP Refresh nessages. The reason for this assunption is that
there is a narrow wi ndow of tinme where after sw tchover when
we renove the policy from Hel per Node-1, inplenentations m ght
generate Route-Refresh automatically and this request might be
serviced before the DUT actually swi tches over and

reestabl i shes BGP adjacencies with the peers.

6. Reporting Format

For each test case, it is recommended that the reporting tables bel ow
are conpleted and all tinme values SHOULD be reported with resolution
as specified in [ RFC4098].

Par amet er Units

Test case Test case number

Test topol ogy 1,2,3 or 4

Paral l el Iinks Nunber of parallel links
Interface type G gE, PCs, ATM ot her

Conver gence Event Hard reset, Soft reset, link

failure, or other defined

eBGP sessi ons Nunmber of eBGP sessions
i BGP sessi ons Nunber of i BGP sessions
eBGP nei ghbor Nunber of eBGP nei ghbors
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i BGP nei ghbor Nurber of i BGP nei ghbors
Rout es per peer Nunber of routes
Total unique routes Nunber of routes
Total non-uni que routes Nunber of routes

| GP configured ISI'S, OSPF, static, or other
Route M xture Description of Route nixture
Rout e Packi ng Nunber of routes in an update
Pol i cy configured Yes, No

SIDR Origin Authentication Yes, No

[ RFC7115]

bgp- sec [ BGPSec] Yes, No

Packet size offered to the DUT Byt es

O fered | oad Packet s per second
Packet sanpling interval on Seconds

tester

Forwar di ng del ay threshol d Seconds

Ti mer Val ues configured on DUT
Interface failure indication Seconds

del ay
Hold tine Seconds
M nRout eAdverti sement | nterval Seconds
(MRAI)
M nASOri gi nati onl nt erval Seconds
(MAQ)
Keepal i ve Ti e Seconds
Connect Retry Seconds

TCP Paraneters for DUT and tester

MSS Byt es
Sl ow start threshold Byt es
Maxi mum wi ndow si ze Byt es

Test Details:
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a. |If the Ofered Load matches a subset of

BGP Conver gence Met hodol ogy

subset is sel ected.

b. Describe how the Convergence Event

i nstantaneous traffic | oss or not.

rout es,

January 2015

descri be how this

is applied, does it cause

c. |If there is any policy configured, describe the configured

policy.

Conpl ete the table below for the initial

reversi on Convergence Event

Par aret er Uni t
Conver gence Event Initial
Traffic Forwarding Metrics
Total nunber of packets Nunber
offered to DUT
Total nunber of packets Nunber
forwarded by DUT
Connectivity Packet Loss Nunber
Conver gence Packet Loss Nurnber
Qut - of - order packets Nunber
Dupl i cate packets Nunber
Conver gence Benchmarks
Rat e- deri ved Met hod[ RFC
6412] :
First route convergence Seconds
time
Ful | convergence tine Seconds
Loss-derived Met hod [ RFC
6412] :
Loss-derived convergence Seconds
time
Rout e- Speci fic Loss-Derived
Met hod:
M ni mum R-S conver gence Seconds
time
Maxi mum R- S conver gence Seconds
time
Medi an R-S conver gence Seconds

tine

Papnej a, et al.
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Average R-S convergence Seconds
tinme
Loss of Connectivity Benchnarks
Loss-derived Met hod:
Loss-derived | oss of Seconds

connectivity period

Rout e- Speci fic | oss-derived

Met hod:

M ni num LoC period [n] Array of seconds
M ni mum Rout e LoC peri od Seconds
Maxi mum Rout e LoC peri od Seconds

Medi an Route LoC period Seconds

Aver age Route LoC period Seconds

7. | ANA Consi der ati ons

This draft does not require any new all ocati ons by | ANA

8. Security Considerations

Benchmarking activities as described in this meno are limted to
technol ogy characterization using controlled stinuli in a |aboratory
environnment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
management networ k.

Further, benchmarking is performed on a "bl ack-box" basis, relying
sol ely on measurenents observabl e external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.
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