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1. Introduction

Current tel epresence systens, though based on open standards such
as RTP [ RFC3550] and SIP [ RFC3261], cannot easily interoperate with
each other. A mpjor factor linmting the interoperability of

tel epresence systens is the lack of a standardi zed way to describe
and negotiate the use of the multiple streans of audi o and video
conprising the media flows. This docunent provides a framework for
protocols to enable interoperability by handling nultiple streans
in a standardi zed way. The framework is intended to support the
use cases described in draft-ietf-clue-tel epresence-use-cases and
to neet the requirenents in draft-ietf-clue-tel epresence-
requirenents.

The basic session setup for the use cases is based on SIP [ RFC3261]
and SDP of fer/answer [RFC3264]. 1In addition to basic SIP & SDP

of fer/answer, CLUE specific signaling is required to exchange the

i nformati on describing the multiple nedia streans. The notivation
for this framework, an overview of the signaling, and information
required to be exchanged is described in subsequent sections of
this docunment. The signaling details and data nodel are provided

i n subsequent docunents.
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2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in
this docunent are to be interpreted as described in RFC 2119

[ RFC2119] .

3. Definitions

The terns defined bel ow are used throughout this docunent and
conpani on docunents and they are normative. In order to easily
identify the use of a defined term those terns are capitalized.

Advertisement: a CLUE nessage a Media Provider sends to a Media
Consuner describing specific aspects of the content of the nedia,
the formatting of the nedia streans it can send, and any
restrictions it has in terns of being able to provide certain
Streans simultaneously.

Audi o Capture: Media Capture for audio. Denoted as ACn in the
exanpl e cases in this docunent.

Canera-Left and Right: For Media Captures, canera-left and canera-
right are fromthe point of view of a person observing the rendered
medi a. They are the opposite of Stage-Left and Stage-Ri ght.

Capture: Same as Media Capture.

Capture Device: A device that converts audio and video input into
an electrical signal, in nost cases to be fed into a nmedi a encoder.

Capture Encoding: A specific encoding of a Media Capture, to be
sent by a Media Provider to a Media Consuner via RTP.

Capture Scene: a structure representing a spatial region containing
one or nore Capture Devices, each capturing nmedia representing a
portion of the region. The spatial region represented by a Capture
Scene MAY or may not correspond to a real region in physical space,
such as a room A Capture Scene includes attributes and one or
nore Capture Scene Entries, with each entry including one or nore
Medi a Capt ures.

Capture Scene Entry: a list of Media Captures of the same nedia

type that together formone way to represent the entire Capture
Scene.
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Conf erence: used as defined in [ RFC4353], A Franework for
Conferencing within the Session Initiation Protocol (SIP)

Configure Message: A CLUE nessage a Media Consuner sends to a Media
Provi der specifying which content and nedia streans it wants to
receive, based on the information in a correspondi ng Adverti senent
nessage

Consuner: short for Media Consuner.

Encodi ng or Individual Encoding: a set of paraneters representing a
way to encode a Media Capture to becone a Capture Encoding.

Encodi ng Group: A set of encoding paraneters representing a tota
medi a encodi ng capability to be sub-divided across potentially
mul ti pl e I ndividual Encodings.

Endpoi nt: The | ogical point of final term nation through receiving,
decodi ng and rendering, and/or initiation through capturing,
encodi ng, and sendi ng of nedia streams. An endpoint consists of
one or nore physical devices which source and sink nedia streans,
and exactly one [RFC4353] Participant (which, in turn, includes
exactly one SIP User Agent). Endpoints can be anything from

mul ti screen/multicanera roons to handhel d devi ces.

Front: the portion of the roomclosest to the cameras. |n going
towar ds back you nmove away fromthe cameras.

MCU. Multipoint Control Unit (MCU) - a device that connects two or
nore endpoi nts together into one single nultimedia conference

[ RFC5117]. An MCU includes an [ RFC4353] like Mxer, wthout the

[ RFCA353] requirenent to send nmedia to each participant.

Medi a: Any data that, after suitable encoding, can be conveyed over
RTP, including audio, video or tined text.

Medi a Capture: a source of Media, such as fromone or nore Capture
Devi ces or constructed from ot her Media streans.

Medi a Consuner: an Endpoint or middle box that receives Media
streans

Medi a Provider: an Endpoint or middle box that sends Media streans
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Model : a set of assunptions a tel epresence systemof a given vendor
adheres to and expects the renote tel epresence systen(s) also to
adhere to.

Multiple Content Capture: A Capture for audio or video that

i ndi cates that the Capture contains nultiple audio or video
Captures. Single Media Captures may or may not be present in the
resul tant Capture Encodi ng depending on time or space. Denoted as
MCCn in the exanple cases in this docunent.

Pl ane of Interest: The spatial plane containing the nost rel evant
subj ect matter.

Provi der: Sane as Medi a Provi der.

Render: the process of generating a representation froma nedia,
such as displayed notion video or sound enitted froml oudspeakers.

Si nmul t aneous Transni ssion Set: a set of Media Captures that can be
transmtted sinultaneously froma Media Provider.

Singl e Media Capture: A capture which contains nedia froma single
source capture device, i.e. audio capture, video capture.

Spatial Relation: The arrangenment in space of two objects, in
contrast to relation in time or other relationships. See also
Canera-Left and Ri ght

St age-Left and Right: For Media Captures, Stage-left and Stage-
right are the opposite of Camera-left and Camera-right. For the
case of a person facing (and captured by) a canera, Stage-left and
Stage-right are fromthe point of view of that person

Stream a Capture Encoding sent froma Media Provider to a Media
Consuner via RTP [ RFC3550].

Stream Characteristics: the nedia streamattributes comonly used
in non-CLUE SI P/ SDP environments (such as: media codec, bit rate,
resolution, profile/level etc.) as well as CLUE specific
attributes, such as the Capture ID or a spatial |ocation.

Vi deo Capture: Media Capture for video. Denoted as VCn in the
exanpl e cases in this docunent.
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Vi deo Conposite: A single inmage that is formed, normally by an RTP
m xer inside an MCU, by conbining visual elenents from separate
sour ces.

4, Overview & Motivation

Thi s section provides an overview of the functional elenents
defined in this docunent to represent a tel epresence system The
notivations for the franmework described in this docunent are also
provi ded.

Two key concepts introduced in this docunent are the terns "Media
Provider" and "Medi a Consuner". A Media Provider represents the
entity that is sending the nedia and a Medi a Consumer represents
the entity that is receiving the media. A Media Provider provides
Media in the formof RTP packets, a Media Consuner consunes those
RTP packets. Media Providers and Media Consuners can reside in
Endpoi nts or in mddl eboxes such as Multipoint Control Units
(MCUs). A Media Provider in an Endpoint is usually associated
with the generation of media for Media Captures; these Media
Captures are typically sourced from caneras, mcrophones, and the
like. Simlarly, the Media Consuner in an Endpoint is usually
associated with renderers, such as screens and | oudspeakers. In
ni ddl eboxes, Media Providers and Consumers can have the form of
outputs and inputs, respectively, of RTP nixers, RTP translators,
and simlar devices. Typically, telepresence devices such as
Endpoi nts and mi ddl eboxes woul d perform as both Media Providers
and Medi a Consuners, the former being concerned with those
devices’ transmitted nmedia and the latter with those devices’
received nedia. In a few circunstances, a CLUE Endpoi nt ni ddl ebox
i ncludes only Consuner or Provider functionality, such as
recorder-type Consumers or webcamtype Providers.

The notivations for the franework outlined in this docunment
i nclude the foll ow ng:

(1) Endpoints in tel epresence systems typically have multiple Mdia
Capture and Media Render devices, e.g., multiple caneras and
screens. VWile previous systemdesigns were able to set up calls
that woul d capture nedia using all caneras and display nedia on all
screens, for exanple, there is no nmechanismthat can associate
these Media Captures with each other in space and tine.

(2) The mere fact that there are nultiple capture and rendering
devi ces, each of which may be configurable in aspects such as zoom
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leads to the difficulty that a variable nunber of such devices can
be used to capture different aspects of a region. The Capture
Scene concept allows for the description of nmultiple setups for
those nultiple capture devices that could represent sensible
operation points of the physical capture devices in a room chosen
by the operator. A Consuner can pick and choose fromthose
configurations based on its rendering abilities and informthe
Provi der about its choices. Details are provided in section 7.

(3) In sone cases, physical limtations or other reasons disall ow
the concurrent use of a device in nore than one setup. For
exanpl e, the center canera in a typical three-canera conference
roomcan set its zoom objective either to capture only the mddle
few seats, or all seats of a room but not both concurrently. The
Si mul t aneous Transmi ssion Set concept allows a Provider to signa
such limtations. Sinmultaneous Transm ssion Sets are part of the
Capture Scene description, and di scussed in section 8.

(4) Oten, the devices in a roomdo not have the conputationa
complexity or connectivity to deal with nmultiple encoding options
simul t aneously, even if each of these options is sensible in
certain scenarios, and even if the sinmultaneous transmission is

al so sensible (i.e. in case of nmulticast nmedia distribution to
nmul ti pl e endpoints). Such constraints can be expressed by the
Provi der using the Encodi ng G oup concept, described in section 9.

(5) Due to the potentially |large nunmber of RTP flows required for a
Mul ti medi a Conference involving potentially many Endpoints, each of
whi ch can have nmany Medi a Captures and nedia renderers, it has
becone comon to nultiplex multiple RTP nedia flows onto the same
transport address, so to avoid using the port nunber as a

mul ti pl exi ng point and the associ ated shortcom ngs such as
NAT/firewal | traversal. While the actual mapping of those RTP
flows to the header fields of the RTP packets is not subject of
this specification, the | arge nunber of possible pernutations of
sensible options a Media Provider can nake available to a Media
Consuner makes a nmechani smdesirable that allows to narrow down the
nunber of possible options that a SIP offer-answer exchange has to
consider. Such information is made avail abl e using protoco
mechani sns specified in this docunent and conpani on docunents,

al though it should be stressed that its use in an inplenentation is
OPTIONAL. Al'so, there are aspects of the control of both Endpoints
and ni ddl eboxes/ MCUs that dynanically change during the progress of
a call, such as audio-level based screen switching, |ayout changes,
and so on, which need to be conveyed. Note that these contro
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aspects are conplenmentary to those specified in traditional SIP
based conference managenent such as BFCP. An exenplary call flow
can be found in section 5.

Finally, all this informati on needs to be conveyed, and the notion
of support for it needs to be established. This is done by the
negotiation of a "CLUE channel”, a data channel negotiated early
during the initiation of a call. An Endpoint or MCU that rejects
the establishment of this data channel, by definition, is not
supporting CLUE based nechani sns, whereas an Endpoint or MCU t hat
accepts it is REQURED to use it to the extent specified in this
docunent and its conpani on docunents.

5. Overview of the Franmework/ Mbdel

The CLUE franmework specifies how nultiple nedia streans are to be
handl ed in a tel epresence conference.

A Media Provider (transmitting Endpoint or MCU) describes specific
aspects of the content of the nedia and the formatting of the media
streans it can send in an Advertisenent; and the Medi a Consumer
responds to the Media Provider by specifying which content and
media streans it wants to receive in a Configure nessage. The
Provider then transmts the asked-for content in the specified

streans.
This Advertisenent and Configure MJST occur during call initiation
but MAY al so happen at any tine throughout the call, whenever there

is a change in what the Consuner wants to receive or (perhaps |ess
common) the Provider can send

An Endpoint or MCU typically act as both Provider and Consumer at
the sane tine, sending Advertisenents and sending Configurations in
response to receiving Advertisenents. (It is possible to be just
one or the other.)

The data nodel is based around two nmain concepts: a Capture and an
Encodi ng. A Media Capture (M), such as audio or video, describes
the content a Provider can send. Media Captures are described in
terns of CLUE-defined attributes, such as spatial relationships and
purpose of the capture. Providers tell Consuners which Media
Captures they can provide, described in terms of the Media Capture
attributes
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A Provider organizes its Media Captures into one or nore Capture
Scenes, each representing a spatial region, such as a room A
Consuner chooses which Media Captures it wants to receive from each
Capture Scene.

In addition, the Provider can send the Consuner a description of
the Individual Encodings it can send in ternms of the nedia
attributes of the Encodings, in particular, audio and video
paraneters such as bandwi dth, frane rate, macrobl ocks per second
Note that this is OPTIONAL, and intended to m nim ze the nunber of
options a |later SDP offer-answer would have to include in the SDP
in case of conplex setups, as should becone clearer shortly when
di scussing an outline of the call flow

The Provider can also specify constraints on its ability to provide
Medi a, and a sensibl e design choice for a Consuner is to take these
i nto account when choosing the content and Capture Encodings it
requests in the later offer-answer exchange. Sone constraints are
due to the physical linmtations of devices--for exanple, a canera
may not be able to provide zoom and non-zoom vi ews simultaneously.
O her constraints are system based, such as maxi num bandw dt h and
maxi mum vi deo codi ng perfornmance neasured i n nmacrobl ocks/ second.

The following diagramillustrates the information contained in an
Adverti senent.
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An initial offer/answer exchange establishes a basic nedia session,
for exanpl e audi o-only, and a CLUE channel between two Endpoints.
Wth the establishnment of that channel, the endpoints have
consented to use the CLUE protocol nechanisns and, therefore, MJST
adhere to the CLUE protocol suite as outlined herein.

Over this CLUE channel, the Provider in each Endpoint conveys its
characteristics and capabilities by sending an Adverti senent as
specified herein. The Advertisenent is typically not sufficient to
set up all nmedia. The Consumer in the Endpoint receives the
information provided by the Provider, and can use it for two
purposes. First, it MJST construct and send a CLUE Configure
message to tell the Provider what the Consumer wi shes to receive
Second, it MAY, but is not necessarily REQUI RED to, use the
informati on provided to tailor the SDP it is going to send during
the followi ng SIP offer/answer exchange, and its reaction to SDP it
receives in that step. It is often a sensible inplenmentation
choice to do so, as the representation of the nmedia information
conveyed over the CLUE channel can dramatically cut down on the
size of SDP nessages used in the O A exchange that foll ows.

Spatial relationships associated with the Media can be included in
the Advertisenent, and it is often sensible for the Media Consumner
to take those spatial relationships into account when tailoring the
SDP.

This CLUE exchange MUST be foll owed by an SDP of fer answer exchange
that not only establishes those aspects of the nedia that have not
been "negotiated" over CLUE, but has al so the side effect of
setting up the media transm ssion itself, involving potentially
security exchanges, ICE, and whatnot. This step is plain vanilla
SIP, with the exception that the SDP used herein, in nost (but not
necessarily all) cases can be considerably smaller than the SDP a
systemwoul d typically need to exchange if there were no pre-

est abl i shed know edge about the Provider and Consumer
characteristics. (The need for cutting down SDP size is not quite
obvi ous for a point-to-point call involving sinple endpoints;
however, when considering a |large nultipoint conference involving
many nulti-screen/nulti-camera endpoints, each of which can operate
using multiple codecs for each canera and ni crophone, it becones
per haps sonewhat nore intuitive.)

During the lifetime of a call, further exchanges MAY occur over the
CLUE channel. In sone cases, those further exchanges lead to a
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nmodi fi ed system behavi or of Provider or Consumer (or both) without
any other protocol activity such as further offer/answer exchanges.
For exanpl e, voice-activated screen sw tching, signaled over the
CLUE channel, ought not to lead to heavy-handed nechanisns |ike SIP
re-invites. However, in other cases, after the CLUE negotiation an
addi tional offer/answer exchange becones necessary. For exanple,

if both sides decide to upgrade the call froma single screen to a
multi-screen call and nmore bandwidth is required for the additiona
vi deo channel s compared to what was previously negotiated using

of fer/answer, a new O A exchange i s REQUI RED.

One aspect of the protocol outlined herein and specified in nore
detail in conpanion docunents is that it makes avail abl e

i nformati on regarding the Provider’s capabilities to deliver Media,
and attributes related to that Media such as their spatial
relationship, to the Consuner. The operation of the renderer

i nside the Consuner is unspecified in that it can choose to ignore
some information provided by the Provider, and/or not render nedia
streans available fromthe Provider (although it MJST follow the
CLUE protocol and, therefore, MJIST gracefully receive and respond
(through a Configure) to the Provider’s information). Al CLUE
protocol nechanisns are OPTIONAL in the Consuner in the sense that,
whil e the Consuner MUST be able to receive (and, potentially,
graceful ly acknow edge) CLUE nessages, it is free to ignore the

i nformation provided therein. Cbviously, this is not a

particul arly sensi bl e design choice in alnost all conceivable
cases.

A CLUE-i npl enenting device interoperates with a device that does
not support CLUE, because the non-CLUE devi ce does, by definition
not understand the offer of a CLUE channel in the initia

of fer/ answer exchange and, therefore, will reject it. This
rejection MIST be used as the indication to the CLUE-inpl ementing
device that the other side of the communication is not conpliant
with CLUE, and to fall back to behavior that does not require CLUE.

As for the nedia, Provider and Consunmer have an end-to-end

communi cation relationship with respect to (RTP transported) nedia;
and t he nmechani snms descri bed herein and in conpani on docunments do
not change the aspects of setting up those RTP fl ows and sessions.
In other words, the RTP nmedi a sessions conformto the negotiated
SDP whet her or not CLUE is used.
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6. Spatial Relationships

In order for a Consunmer to performa proper rendering, it is often
necessary or at |east hel pful for the Consuner to have received
spatial infornmation about the streans it is receiving. CLUE
defines a coordinate systemthat allows Media Providers to describe
the spatial relationships of their Media Captures to enabl e proper
scaling and spatially sensible rendering of their streams. The
coordi nate systemis based on a few principles:

0 Sinple systens which do not have nultiple Media Captures to
associ ate spatially need not use the coordi nate nodel.

0 Coordinates can be either in real, physical units (mllimeters),
have an unknown scal e or have no physical scale. Systenms which
know t heir physical dinmensions (for exanple professionally
installed Tel epresence room systens) MJST al ways provide those
real -worl d neasurenents. Systens which don’t know specific
physi cal dinensions but still know relative distances MJST use
"unknown scale’. 'No scale’ is intended to be used where Media
Captures fromdifferent devices (with potentially different
scales) will be forwarded al ongsi de one another (e.g. in the
case of a niddle box).

* "MIlinmeters" neans the scale is in mllineters.

*  "Unknown" neans the scale is not necessarily mllineters, but
the scale is the sane for every Capture in the Capture Scene.

* "No Scal e" nmeans the scale could be different for each
capture- an MCU provider that advertises two adjacent
captures and picks sources (which can change quickly) from
di fferent endpoints mght use this value; the scale could be
different and changing for each capture. But the areas of
capture still represent a spatial relation between captures.

0 The coordinate systemis Cartesian X, Y, Zwith the origin at a
spatial location of the provider’s choosing. The Provider MJST
use the sane coordinate systemw th the same scale and origin
for all coordinates within the same Capture Scene

The direction of increasing coordinate val ues is:

X increases from Canera-Left to Canera- R ght

Y increases fromfront to back

Z increases fromlow to high (i.e. floor to ceiling)
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7. Media Captures and Capture Scenes

Thi s section describes how Providers can descri be the content of
medi a to Consuners.

7.1. Media Captures

Medi a Captures are the fundanental representations of streans that
a device can transmt. \What a Media Capture actually represents is
fl exi bl e:

o It can represent the i medi ate output of a physical source (e.g.
camera, mcrophone) or 'synthetic’ source (e.g. |aptop computer,
DVD pl ayer).

o0 It can represent the output of an audio m xer or video conposer
o It can represent a concept such as 'the |oudest speaker’

o It can represent a conceptual position such as 'the |eftnost
stream

To identify and distinguish between multiple Capture instances
Captures have a unique identity. For instance: VCl, VC2 and ACL,
AC2, where VCl1 and VC2 refer to two different video captures and
ACl1 and AC2 refer to two different audi o captures.

Sone key points about Media Captures:

A Media Capture is of a single nedia type (e.g. audio or
Vi deo)

A Media Capture is defined in a Capture Scene and is given an
advertisenent unique identity. The identity may be referenced
outside the Capture Scene that defines it through a Miultiple
Content Capture (MCO)

A Media Capture is associated with one or nore Capture Scene
Entries

A Medi a Capture has exactly one set of spatial information

A Media Capture can be the source of one or nore Capture
Encodi ngs

Each Media Capture can be associated with attributes to describe
what it represents.
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7.1.1. Media Capture Attributes

Media Capture Attributes describe information about the Captures.
A Provider can use the Media Capture Attributes to describe the
Captures for the benefit of the Consuner in the Advertisenent
message. Media Capture Attributes include:

Spatial information, such as point of capture, point on line
of capture, and area of capture, all of which, in conbination
define the capture field of, for exanple, a canera;

Capture multiplexing informati on (conposed/swi tched video,
nono/ st ereo audi o, maxi num nunber of sinultaneous encodi ngs
per Capture and so on); and

O her descriptive information to hel p the Consunmer choose
bet ween captures (description, presentation, view, priority,
| anguage, participant information and type).

Control information for use inside the CLUE protocol suite.

The sub-sections bel ow define the Capture attributes.
7.1.1.1. Point of Capture

The Point of Capture attribute is a field with a single Cartesian
(X, Y, Z) point value which describes the spatial |ocation of the
capturing device (such as camnera).

7.1.1.2. Point on Line of Capture

The Point on Line of Capture attribute is a field with a single
Cartesian (X, Y, Z) point value which describes a position in space
of a second point on the axis of the capturing device; the first

poi nt being the Point of Capture (see above).

Toget her, the Point of Capture and Point on Line of Capture define
an axis of the capturing device, for exanple the optical axis of a
canera. The Media Consuner can use this information to adjust how
it renders the received nedia if it so chooses.

7.1.1.3. Area of Capture

The Area of Capture is a field with a set of four (X, Y, Z) points
as a val ue which describes the spatial |ocation of what is being
"captured". By conparing the Area of Capture for different Media
Captures within the sanme Capture Scene a consuner can determi ne the
spatial relationships between them and render themcorrectly.
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The four points MJST be co-planar, fornming a quadrilateral, which
defines the Plane of Interest for the particular media capture.

If the Area of Capture is not specified, it neans the Media Capture
is not spatially related to any other Media Capture.

For a switched capture that sw tches between different sections
within a larger area, the area of capture MJST use coordi nates for
the | arger potential area.

7.1.1.4. Mobility of Capture

The Mobility of Capture attribute indicates whether or not the
poi nt of capture, Iine on point of capture, and area of capture

val ues stay the sanme over tinme, or are expected to change
(potentially frequently). Possible values are static, dynam c, and
hi ghly dynanic

An exanple for "dynamic" is a canera nounted on a stand which is
occasionally hand-carried and placed at different positions in
order to provide the best angle to capture a work task. A canera
worn by a participant who noves around the roomis an exanple for
"highly dynanmic". In either case, the effect is that the capture
poi nt, capture axis and area of capture change with tine.

The capture point of a static capture MJUST NOT nove for the life of
the conference. The capture point of dynam c captures is
categori zed by a change in position followed by a reasonabl e period
of stability--in the order of nagnitude of mnutes. H gh dynamc
captures are categorized by a capture point that is constantly
moving. |f the "area of capture", "capture point" and "line of
capture" attributes are included with dynam c or highly dynanc
captures they indicate spatial information at the time of the
Adverti senent.

7.1.1.5. Audi o Channel For nat

The Audi o Channel Format attribute is a field with enumerated

val ues whi ch descri bes the nethod of encoding used for audio. A
val ue of 'nmono’ neans the Audi o Capture has one channel. ’'stereo
means the Audi o Capture has two audi o channels, left and right.

This attribute applies only to Audio Captures. A single stereo

capture is different fromtwo nono captures that have a left-right
spatial relationship. A stereo capture maps to a single Capture
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Encodi ng, while each nono audi o capture maps to a separate Capture
Encodi ng.

7.1.1.6. Max Capture Encodings

The Max Capture Encodings attribute is an optional attribute

i ndi cating the maxi mum nunber of Capture Encodings that can be

si mul t aneously active for the Media Capture. The numnber of

si mul t aneous Capture Encodings is also limted by the restrictions
of the Encoding Group for the Media Capture.

7.1.1.7. Description

The Description attribute is a human-readabl e description of the
Capture, which could be in multiple | anguages.

7.1.1.8. Presentation

The Presentation attribute indicates that the capture originates
froma presentation device, that is one that provides suppl ementary
information to a conference through slides, video, still images,
data etc. \Where nore information is known about the capture it MAY
be expanded hierarchically to indicate the different types of
presentation nmedia, e.g. presentation.slides, presentation.inmage
etc.

Note: It is expected that a nunber of keywords will be defined that
provide nore detail on the type of presentation

7.1.1.9. View
The View attribute is a field with enumerated val ues, indicating
what type of view the Capture relates to. The Consumer can use
this information to hel p choose which Media Captures it w shes to
receive. The value MJST be one of:
Room - Captures the entire scene
Table - Captures the conference table with seated partici pants

I ndi vi dual - Captures an individual participant

Lectern - Captures the region of the lectern including the
presenter, for exanple in a classroomstyle conference room
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Audi ence - Captures a region showi ng the audience in a classroom
styl e conference room

7.1.1.10. Language

The | anguage attribute indicates one or nore |anguages used in the
content of the Media Capture. Captures MAY be offered in different
| anguages in case of multilingual and/or accessible conferences. A
Consuner can use this attribute to differentiate between them and
pi ck the appropriate one.

Note that the Language attribute is defined and neani ngful both for
audi o and video captures. In case of audio captures, the neaning
is obvious. For a video capture, "Language" could, for exanple, be
sign interpretation or text.

7.1.1.11. Participant Information

The participant information attribute allows a Provider to provide
specific information regarding the conference participants in a
Capture. The Provider may gather the information automatically or
manual |y froma variety of sources however the xCard [ RFC6351]
format is used to convey the information. This allows various

i nformati on such as Identification information (section

6. 2/ [ RFC6350] ), Conmmuni cation Information (section 6.4/[RFC6350])
and Organi zational information (section 6.6/[RFC6350]) to be
communi cated. A Consuner may then automatically (i.e. via a
policy) or manually sel ect Captures based on information about who
isin a Capture. It also allows a Consuner to render infornmation
regarding the participants or to use it for further processing.

The Provider may supply a minimal set of information or a |arger
set of information. However it MJST be conpliant to [ RFC6350] and
supply a "VERSION' and "FN' property. A Provider may supply

mul tiple xCards per Capture of any KIND (section 6.1.4/[RFC6350]).

In order to keep CLUE nessages conpact the Provider SHOULD use a
URI to point to any LOGO, PHOTO or SOUND contained in the xCARD
rather than transmtting the LOGO, PHOTO or SOUND data in a CLUE
nessage.

7.1.1.12. Participant Type
The participant type attribute indicates the type of participant/s
contained in the capture in the conference with respect to the
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nmeeting agenda. As a capture may include nultiple participants the
attribute may contain nultiple value. However values shall not be
repeated within the attribute.

An Advertiser associates the participant type with an individua
capture when it knows that a particular type is in the capture. If
an Advertiser cannot link a particular type with sone certainty to
a capture then it is not included. A Consumer on reception of a
capture with a participant type attribute knows with sone certainly
that the capture contains that participant type. The capture may
contain other participant types but the Advertiser has not been
able to determine that this is the case

The types of Captured participants include:

Chairman - the participant responsible for running the
conference according to the agenda.

Vice-Chairman - the participant responsible for assisting the
chairman in running the neeting.

M nute Taker - the participant responsible for recording the
m nutes of the conference 4. Menber - the participant has no
particul ar responsibilities with respect to running the
meet i ng.

Presenter - the participant is scheduled on the agenda to nake
a presentation in the neeting. Note: This is not related to
any "active speaker" functionality.

Translator - the participant is providing some form of
translation or commentary in the neeting.

Ti rekeeper - the participant is responsible for naintaining
the nmeeting schedul e.

Furthermore the participant type attribute may contain one or nore
strings allowing the Provider to indicate custom neeting specific
rol es.

7.1.1.13. Priority

The priority attribute indicates a relative priority between
different Media Captures. The Provider sets this priority, and the
Consuner NMAY use the priority to help decide which captures it

wi shes to receive

The "priority" attribute is an integer which indicates a relative

priority between Captures. For example it is possible to assign a
priority between two presentation Captures that would allow a
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renote endpoint to deternine which presentation is nore inportant.
Priority is assigned at the individual capture level. It represents
the Provider’'s view of the relative priority between Captures wth
a priority. The sane priority nunber MAY be used across nultiple
Captures. It indicates they are equally inportant. If no priority

i s assigned no assunptions regarding relative inportant of the
Capture can be assuned.

7.1.1.14. Enbedded Text

The Enbedded Text attribute indicates that a Capture provides
enbedded textual information. For exanple the video Capture MAY
contain speech to text information conposed with the video inmage.
This attribute is only applicable to video Captures and
presentation streans with visual information

7.1.1.15. Related To

The Related To attribute indicates the Capture contains additiona
compl enentary information related to another Capture. The val ue
indicates the identity of the other Capture to which this Capture
is providing additional information

For exanple, a conference can utilize translators or facilitators
that provide an additional audio stream(i.e. a translation or
description or conmentary of the conference). Were multiple
captures are available, it may be advantageous for a Consuner to
sel ect a conplenmentary Capture instead of or in addition to a
Capture it relates to.

7.2. Multiple Content Capture

The MCC indicates that one or nore Single Media Captures are
contained in one Media Capture. Only one Capture type (i.e. audio,
video, etc.) is allowed in each MCC i nstance. The MCC may contain
a reference to the Single Media Captures (which may have their own
attributes) as well as attributes associated with the MCC itself.

A MCC may al so contain other MCCs. The MCC MAY reference Captures
fromwithin the Capture Scene that defines it or fromother Capture
Scenes. No ordering is inplied by the order that Captures appear
within a MCC. A MCC MAY contain no references to other Captures to
i ndicate that the MCC contains content frommultiple sources but no
i nformation regarding those sources is given
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One or nmore MCCs nay al so be specified in a CSE.  This all ows an
Advertiser to indicate that several MCC captures are used to
represent a capture scene. Table 14 provides an exanmple of this
case.

As outlined in section 7.1. each instance of the MCC has its own
Capture identity i.e. MCCL. It allows all the individual captures
contained in the MCC to be referenced by a single MCC identity.

The exanpl e bel ow shows the use of a Multiple Content Capture:

o e e e e e aa oo o m e e e e e e e e eeee o oo +
| Capture Scene #1 | [
e +
| vC1 | {attributes} |
| ve2 | {attributes} [
| VCn | {attributes} |
| MCC1(VCL, VC2,...VCn) | {attributes} |
| CSE(MCCL) I I
e +

Table 1: Multiple Content Capture concept

This indicates that MCC1 is a single capture that contains the
Captures VC1, VC2 and VC3 according to any MCCL attri butes.

7.2.1. MCC Attri butes

Attributes nay be associated with the MCC i nstance and the Single
Medi a Captures that the MCC references. A provider should avoid
providing conflicting attribute val ues between the MCC and Single
Medi a Captures. Where there is conflict the attributes of the MCC
override any that may be present in the individual captures.

A Provider MAY include as nuch or as little of the original source
Capture information as it requires.

There are MCC specific attributes that MIST only be used with
Multiple Content Captures. These are described in the sections

bel ow. The attributes described in section 7.1.1. MAY al so be used
wi th MCCs.

The spatial related attributes of an MCC indicate its area of
capture and point of capture within the scene, just |ike any other
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nmedi a capture. The spatial information does not inply anything
about how ot her captures are composed within an MCC.

For exanple: A virtual scene could be constructed for the MCC
capture with two Video Captures with a "MaxCaptures" attribute set
to 2 and an "Area of Capture" attribute provided with an overall
area. Each of the individual Captures could then also include an
"Area of Capture" attribute with a sub-set of the overall area.
The Consunmer woul d then know how each capture is related to others
within the scene, but not the relative position of the individual
captures within the conposed capture.

Ar eaof Capture=(0,0,0)(9,0,0)
(0,0,9)(9,0,9)

| | |
| ve2 | Areaof Capture=(10,0,0)(19,0,0) |
[ [ (10,0,9)(19,0,9) |
| MCCL(VC1, VC2) | MaxCapt ures=2 |
| | Areaof Capture=(0,0,0)(19, 0, 0) |
| | (0,0,9)(19,0,9) |
| CSE(MCCL) I I
TS +

Tabl e 2: Example of MCC and Single Media Capture attributes
The sections bel ow describe the MCC only attri butes.
7.2.1.1. Maxi mum Nunber of Captures within a MCC

The Maxi mum Nunber of Captures MCC attribute indicates the maxi num
nunber of individual captures that may appear in a Capture Encoding
at a tinme. The actual nunber at any given tine can be |less than
this maximum |t may be used to derive how the Single Mdia
Captures within the MCC are conposed / switched with regards to
space and tine.

Max Captures MAY be set to one so that only content related to one
of the sources are shown in the MCC Capture Encoding at a tine or

it may be set to any value up to the total nunber of Source Media

Captures in the MCC

Duckworth et. al. Expires April 19, 2014 [ Page 24]



Internet-Draft CLUE Tel epresence Franmework February 2014

If this attribute is not set then as default it is assuned that all
source content can appear concurrently in the Capture Encoding
associ ated with the MCC

For exanple: The use of MaxCaptures equal to 1 on a MCC with three
Vi deo Captures VCl, VC2 and VC3 woul d indicate that the Advertiser
in the capture encoding would switch between VCl, VC2 or VC3 as
there may be only a maxi num of one capture at a tine.

7.2.1.2. Policy

The Policy MCC Attribute indicates the criteria that the Provider
uses to deternine when and/or where media content appears in the
Capture Encoding related to the MCC

The attribute is in the formof a token that indicates the policy
and i ndex representing an instance of the policy.

The tokens are:

SoundLevel - This indicates that the content of the MCCis
determ ned by a sound | evel detection algorithm For exanple: the
| oudest (active) speaker is contained in the MCC

RoundRobin - This indicates that the content of the MCCis
determned by a tinme based al gorithm For exanple: the Provider
provi des content froma particular source for a period of time and
then provides content from another source and so on

An index is used to represent an instance in the policy setting. A
i ndex of O represents the nost current instance of the policy, i.e.
the active speaker, 1 represents the previous instance, i.e. the
previ ous active speaker and so on

The followi ng exanpl e shows a case where the Provider provides two
medi a streans, one show ng the active speaker and a second stream
showi ng the previous speaker.

o e e e e e e e e e e e oo n o e e e e e e e e e e e e e e e e aa o - +
| Capture Scene #1 [ [
e e e ee e aaaaas I e +
| vCi1 [ [
| VC2 I I
| MCCL(VC1, VC2) | Policy=SoundLevel : 0 |
| | |

MaxCapt ur es=1
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Tabl e 3: Exanple Policy MCC attribute usage

7.2.1.3. Synchronisation Identity

The Synchronisation ldentity MCC attribute indicates how the

i ndi vi dual

captures in nultiple MCC captures are synchroni sed.

To

i ndi cate that the Capture Encodi ngs associated with MCCs contain
captures fromthe source at the sanme tinme a Provider should set the

same Synchroni sation ldentity on each of the concerned MCCs.

It is

the provider that determ nes what the source for the Captures is,
so a provider can choose how to group together Single Media
Captures for the purpose of keeping them synchronized according to

the Synchronisationl D attri bute.
inan MCU it may determ ne that each separate CLUE endpoi nt

For exanpl e when the provider is

is a

renote source of nedia. The Synchronisation Identity nmay be used

across nedia types, i
MCCs.

. e.

Wthout this attribute it

to synchroni ze audi o and vi deo rel at ed

is assuned that nmultiple MCCs may provide

content fromdifferent sources at any particular point in tinme.
For exanpl e:
+ + +
| Capture Scene #1 [ [
R I T +
| vC1 | Description=Left |
| vC2 | Description=Centre |
| VC3 | Description=Ri ght [
| AC1L | Description=room [
| CSE(VCL, VC2, VC3) | |
| CSE(AC1) [ [
+ + +
| Capture Scene #2 | |
o e e e e e e e e ao oo I e +
| vc4 | Description=Left |
| VC5 | Description=Centre |
| VCo6 | Description=Ri ght |
| AC2 | Description=room |
| CSE(VC4, VC5, VCB) | |
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| CSE(AC2) I I
+ + +
| Capture Scene #3 | |
B T I e +
| vCr [ [
| AC3 I I
+ + +
| Capture Scene #4 | |
o e o I T +
| VC8 I I
| ACA I I
+ + +
| Capture Scene #3 | |
B | --------------------------------- +
| MCCl(VvCi, VA4, VCT) | Synchronisationl D=1 |
[ | MaxCaptures=1 [
| Mccz(vez, VCs, VCs) | Synchronisationl D=1 |
| | MaxCapt ures=1 |
| MCC3(VC3, VCB) | MaxCaptures=1 [
| MCCA(ACL, AC2, AC3, AC4) | Synchronisationl D=1 |
| | MaxCaptures=1 |
| CSE(MCCL, MCC2, MCC3) [ [
| CSE(MOC4) I I
+ + +

Tabl e 4: Exanpl e Synchroni sation ldentity MCC attri bute usage

The above Advertisenment would indicate that MCCl, MCC2, MCC3 and
MCC4 nake up a Capture Scene. There would be four capture

encodi ngs (one for each MCC). Because MCCL and MCC2 have the sane
Synchroni sationl D, each encoding from MCCL and MCC2 respectively
woul d t oget her have content fromonly Capture Scene 1 or only
Capture Scene 2 or the conbination of VC7 and VC8 at a particul ar
point intinme. 1In this case the provider has decided the sources
to be synchroni zed are Scene #1, Scene #2, and Scene #3 and #4
together. The encoding from MCC3 woul d not be synchroni sed with
MCCL or MCC2. As MCCA al so has the same Synchronisation ldentity
as MCC1 and MCC2 the content of the audio encoding will be
synchroni sed with the video content.

7.3. Capture Scene
In order for a Provider’s individual Captures to be used

effectively by a Consuner, the provider organizes the Captures into
one or nore Capture Scenes, with the structure and contents of
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these Capture Scenes being sent fromthe Provider to the Consumer
in the Advertisenent.

A Capture Scene is a structure representing a spatial region

contai ning one or nore Capture Devices, each capturing nedia
representing a portion of the region. A Capture Scene includes one
or nore Capture Scene entries, with each entry including one or
more Media Captures. A Capture Scene represents, for exanple, the
vi deo i mage of a group of people seated next to each other, along
with the sound of their voices, which could be represented by sone
nunber of VCs and ACs in the Capture Scene Entries. A niddle box
can al so describe in Capture Scenes what it constructs from nedi a
Streans it receives

A Provider MAY advertise one or nore Capture Scenes. What
constitutes an entire Capture Scene is up to the Provider. A
sinmple Provider might typically use one Capture Scene for
participant media (live video fromthe room caneras) and anot her
Capture Scene for a conputer generated presentation. In nore
compl ex systens, the use of additional Capture Scenes is al so
sensi ble. For exanple, a classroom may advertise two Capture
Scenes involving live video, one including only the canera
capturing the instructor (and associ ated audi 0), the other

i ncluding canera(s) capturing students (and associ ated audi 0).

A Capture Scene MAY (and typically will) include nore than one type
of media. For exanple, a Capture Scene can include several Capture
Scene Entries for Video Captures, and several Capture Scene Entries
for Audio Captures. A particular Capture MAY be included in nore

t han one Capture Scene Entry.

A provider MAY express spatial relationships between Captures that
are included in the sane Capture Scene. However, there is not
necessarily the same spatial relationship between Medi a Captures
that are in different Capture Scenes. |In other words, Capture
Scenes can use their own spatial measurenent system as outlined
above in section 6.

A Provider arranges Captures in a Capture Scene to help the
Consuner choose which captures it wants to render. The Capture
Scene Entries in a Capture Scene are different alternatives the
Provi der is suggesting for representing the Capture Scene. The
order of Capture Scene Entries within a Capture Scene has no
significance. The Media Consuner can choose to receive all Media
Captures fromone Capture Scene Entry for each nedia type (e.g.
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audi o and video), or it can pick and choose Medi a Captures

regardl ess of how the Provider arranges themin Capture Scene
Entries. Different Capture Scene Entries of the sanme nedia type
are not necessarily nmutually exclusive alternatives. Al so note
that the presence of nultiple Capture Scene Entries (with
potentially nultiple encoding options in each entry) in a given
Capture Scene does not necessarily inply that a Provider is able to
serve all the associated nedi a sinultaneously (although the
construction of such an over-rich Capture Scene is probably not
sensible in nmany cases). Wat a Provider can send sinultaneously
is determ ned through the Sinultaneous Transnission Set mechani sm
described in section 8.

Captures within the same Capture Scene entry MJST be of the sane
media type - it is not possible to mix audio and video captures in
the sane Capture Scene Entry, for instance. The Provider MJST be
capabl e of encoding and sending all Captures in a single Capture
Scene Entry simultaneously. The order of Captures within a Capture
Scene Entry has no significance. A Consuner can decide to receive
all the Captures in a single Capture Scene Entry, but a Consuner
could al so decide to receive just a subset of those captures. A
Consuner can al so decide to receive Captures fromdifferent Capture
Scene Entries, all subject to the constraints set by Sinultaneous
Transm ssion Sets, as discussed in section 8.

When a Provider advertises a Capture Scene with nultiple entries,
it is essentially signaling that there are nultiple representations

of the sane Capture Scene available. In sone cases, these nultiple
representations would typically be used sinultaneously (for
instance a "video entry" and an "audio entry"). In sone cases the

entries would conceptually be alternatives (for instance an entry
consi sting of three Video Captures covering the whol e room versus
an entry consisting of just a single Video Capture covering only
the center of aroon). In this latter exanple, one sensible choice
for a Consuner would be to indicate (through its Configure and
possi bly through an additional offer/answer exchange) the Captures
of that Capture Scene Entry that nost closely matched the
Consuner’s nunber of display devices or screen | ayout.

The following is an exanple of 4 potential Capture Scene Entries
for an endpoint-style Provider

1. (VvCo, VC1, VC2) - left, center and right canera Video Captures

2. (VC3) - Video Capture associated with | oudest room segnent
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3. (VC4) - Video Capture zooned out view of all people in the room
4. (ACO0) - main audio

The first entry in this Capture Scene exanple is a list of Video
Captures which have a spatial relationship to each other
Deternination of the order of these captures (VCO, VCl and VC2) for
rendering purposes is acconplished through use of their Area of
Capture attributes. The second entry (VC3) and the third entry
(VC4) are alternative representations of the sanme room s video

whi ch night be better suited to sone Consuners’ rendering
capabilities. The inclusion of the Audio Capture in the sane
Capture Scene indicates that ACO is associated with all of those

Vi deo Captures, neaning it cones fromthe sane spatial region.

Therefore, if audio were to be rendered at all, this audi o woul d be
the correct choice irrespective of which Video Captures were
chosen.

7.3.1. Capture Scene attributes

Capture Scene Attributes can be applied to Capture Scenes as wel |
as to individual nedia captures. Attributes specified at this

| evel apply to all constituent Captures. Capture Scene attributes
i ncl ude

Human-r eadabl e description of the Capture Scene, which could
be in multiple I anguages;

xCard scene information

Scale information (millineters, unknown, no scale), as
described in Section 6.

7.3.1.1. Scene |Infornmation

The Scene information attribute provides information regarding the
Capture Scene rather than individual participants. The Provider
may gather the information automatically or manually froma
variety of sources. The scene information attribute allows a
Provider to indicate information such as: organizational or
geographic information allowi ng a Consunmer to deternine which
Capture Scenes are of interest in order to then perform Capture
selection. It also allows a Consunmer to render information
regarding the Scene or to use it for further processing.
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As per 7.1.1.11. the xCard format is used to convey this
i nformati on and the Provider may supply a mninml set of
information or a larger set of information.

In order to keep CLUE nessages conpact the Provider SHOULD use a
URI to point to any LOGO, PHOTO or SOUND contained in the xCARD
rather than transmitting the LOGO, PHOTO or SOUND data in a CLUE
nessage

7.3.2. Capture Scene Entry attributes

A Capture Scene can include one or nore Capture Scene Entries in
addition to the Capture Scene wide attributes described above.
Capture Scene Entry attributes apply to the Capture Scene Entry as
a whole, i.e. to all Captures that are part of the Capture Scene
Entry.

Capture Scene Entry attributes include:

Human-r eadabl e description of the Capture Scene Entry, which
could be in nultiple |anguages;

8. Sinultaneous Transm ssion Set Constraints

In many practical cases, a Provider has constraints or limtations
onits ability to send Captures simultaneously. One type of
limtation is caused by the physical linmtations of capture
mechani sns; these constraints are represented by a sinultaneous
transm ssion set. The second type of lintation reflects the
encodi ng resources avail able, such as bandwi dth or video encoding
t hroughput (macrobl ocks/ second). This type of constraint is
captured by encodi ng groups, discussed bel ow.

Sone Endpoints or MCUs can send nultiple Captures sinultaneously;
however sonetimes there are constraints that linmt which Captures
can be sent sinultaneously with other Captures. A device may not
be able to be used in different ways at the sane tine. Provider
Advertisenments are nmade so that the Consumer can choose one of
several possible nutually exclusive usages of the device. This
type of constraint is expressed in a Sinmultaneous Transm ssion Set,
which lists all the Captures of a particular nedia type (e.qg.
audi o, video, text) that can be sent at the sanme tine. There are
di fferent Sinultaneous Transni ssion Sets for each nmedia type in the
Advertisement. This is easier to show in an exanpl e.
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Consi der the exanple of a room system where there are three caneras
each of which can send a separate capture covering two persons
each- VCO, VC1, VC2. The middle canera can al so zoom out (using an
optical zoomlens) and show all six persons, VC3. But the niddle
canera cannot be used in both nodes at the same tine - it has to

ei ther show t he space where two participants sit or the whole six
seats, but not both at the sane tine. As a result, VCl and VC3
cannot be sent sinultaneously.

Si nul t aneous Transni ssion Sets are expressed as sets of the Media
Captures that the Provider could transmt at the sane tine (though
in sone cases, it is not intuitive to do so). If a Miltiple
Content Capture is included in a Sinultaneous Transm ssion Set it

i ndi cates that the Capture Encoding associated with it could be
transmitted as the sane tinme as the other Captures within the

Si nul t aneous Transnission Set. It does not inply that the Single
Medi a Captures contained in the Miultiple Content Capture could al
be transnitted at the same tine.

In this exanple the two sinultaneous sets are shown in Table 1. |If
a Provider advertises one or nore nutually exclusive Sinmultaneous
Transm ssion Sets, then for each nedia type the Consuner MJST
ensure that it chooses Media Captures that lie wholly within one of
t hose Simultaneous Transmi ssion Sets.

| {VC0, VCl, vC2} |
| {vCo, vC3, vCz2} |

Table 5: Two Sinul taneous Transm ssion Sets

A Provider OPTIONALLY can include the sinultaneous sets inits
provi der Advertisement. These sinultaneous set constraints apply
across all the Capture Scenes in the Advertisenent. It is a syntax
conformance requirenent that the sinultaneous transm ssion sets
MUST allow all the media captures in any particul ar Capture Scene
Entry to be used sinultaneously.

For shorthand conveni ence, a Provider MAY describe a Simultaneous
Transmi ssion Set in ternms of Capture Scene Entries and Capture
Scenes. |If a Capture Scene Entry is included in a Sinultaneous
Transm ssion Set, then all Media Captures in the Capture Scene
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Entry are included in the Sinultaneous Transmi ssion Set. |If a
Capture Scene is included in a Sinultaneous Transni ssion Set, then
all its Capture Scene Entries (of the corresponding nmedia type) are

included in the Sinultaneous Transni ssion Set. The end result
reduces to a set of Media Captures in either case

If an Advertisenment does not include Sinultaneous Transni ssion
Sets, then the Provider MIST be able to provide all Capture Scenes
simul taneously. If multiple capture Scene Entries are in a Capture
Scene then the Consuner chooses at npbst one Capture Scene Entry per
Capture Scene for each nedia type.

If an Advertisenent includes nultiple Capture Scene Entries in a
Capture Scene then the Consuner MAY choose one Capture Scene Entry
for each nmedia type, or MAY choose individual Captures based on the
Si mul t aneous Transm ssion Sets.

9. Encodi ngs

I ndi vi dual encodi ngs and encodi ng groups are CLUE s nechani sns
allowing a Provider to signal its limtations for sending Captures,
or conbi nations of Captures, to a Consuner. Consunmers can nap the
Captures they want to receive onto the Encodings, wth encoding
paraneters they want. As for the relationship between the CLUE-
speci fi ed mechani snms based on Encodings and the SIP O f er - Answer
exchange, please refer to section 4.

9. 1. Individual Encodings

An | ndividual Encoding represents a way to encode a Media Capture
to beconme a Capture Encoding, to be sent as an encoded nedia stream
fromthe Provider to the Consunmer. An Individual Encoding has a
set of paranmeters characterizing how the nedia is encoded.

Different nedia types have different paraneters, and different
encodi ng al gorithns nmay have different paraneters. An |ndividua
Encodi ng can be assigned to at nost one Capture Encoding at any
given time.

The paraneters of an Individual Encoding represent the maxi num

val ues for certain aspects of the encoding. A particular
instantiation into a Capture Encodi ng MAY use | ower val ues than
these maximuns if that is applicable for the nedia in question

For exanple, nost video codec specifications require a conformant
decoder to decode resolutions and franme rates smaller than what has
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been negotiated as a maxi num so downgradi ng the CLUE naxi mum
val ues for nacrobl ocks/second is appropriate. On the other hand,
downgradi ng the sanple rate of G 711 audi o bel ow 8kHz is not
specified in G 711 and therefore not applicable in the sense
descri bed here.

I ndi vi dual Encodi ng paranmeters are represented in SDP [ RFC4566],
not in CLUE nessages. For exanple, for a video encodi ng using
H. 26x conpression technol ogies, this can include paraneters such
as:

Maxi mum bandwi dt h;
Maxi mum pi cture size in pixels;
Maxmi mum nunber of pixels to be processed per second;

The bandwi dth paraneter is the only one that specifically relates
to a CLUE Advertisenent, as it can be further constrained by the
maxi mum group bandwi dth in an Encodi ng G oup.

9. 2. Encodi ng G oup

An Encodi ng Group includes a set of one or nore Individual

Encodi ngs, and paraneters that apply to the group as a whole. By
grouping mul tiple individual Encodings together, an Encodi ng G oup
descri bes additional constraints on bandw dth for the group.

The Encodi ng Group data structure contains:

Maxi mum bitrate for all encodings in the group conbi ned;
Alist of identifiers for audio and video encodi ngs,
respectively, belonging to the group.

When the Individual Encodings in a group are instantiated into
Capture Encodi ngs, each Capture Encoding has a bitrate that MJST be
| ess than or equal to the max bitrate for the particul ar individua
encoding. The "maxinmumbitrate for all encodings in the group"
paraneter gives the additional restriction that the sumof all the
i ndi vi dual capture encoding bitrates MJST be | ess than or equal to
the this group val ue.

The following diagramillustrates one exanple of the structure of a
medi a provider’s Encodi ng Groups and their contents.
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Fi gure 3: Encoding Group Structure

A Provider advertises one or nore Encodi ng Goups. Each Encoding
G oup includes one or nore |ndividual Encodings. Each |ndividual
Encodi ng can represent a different way of encoding nedia. For
exanpl e one Individual Encoding may be 1080p60 vi deo, another could
be 720p30, with a third being CIF, all in, for exanple, H 264
format.

Wil e a typical three codec/display system ni ght have one Encodi ng
G oup per "codec box" (physical codec, connected to one canera and
one screen), there are many possibilities for the nunmber of

Encodi ng Groups a Provider nmay be able to offer and for the

encodi ng val ues in each Encodi ng G oup.

There is no requirenent for all Encodings within an Encodi ng G oup
to be instantiated at the sanme tine.

9.3. Associating Captures with Encodi ng G oups

Each Media Capture MAY be associated with at | east one Encoding

G oup, which is used to instantiate that Capture into one or nore
Capture Encodings. Typically MCCs are assigned an Encodi ng G oup
and t hus becone a Capture Encoding. The Captures (including other
MCCs) referenced by the MCC do not need to be assigned to an

Encodi ng Group. This neans that all the Media Captures referenced
by the MCC will appear in the Capture Encodi ng according to any MCC
attributes. This allows an Advertiser to specify Capture attributes
associated with the Media Captures without the need to provide an

i ndi vi dual Capture Encoding for each of the inputs.
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If an Encoding Goup is assigned to a Media Capture referenced by
the MCC it indicates that this Capture may al so have an i ndi vi dual
Capt ure Encodi ng.

For exanpl e:

T T T +
| Capture Scene #1 | |
e m e e e e e e oo - o e m e e e e e e e e e e e e e e e e e e aa oo +
| vCi1 | EncodeG oupl D=1 [
| vez | I
| MCCL(VC1, VC2) | EncodeG oupl D=2 |
| CSE(VC1) [ [
| CSE(MCC1) [ [
e m e e e e e e oo - o e m e e e e e e e e e e e e e e e e e e aa oo +

Tabl e 6: Exanpl e usage of Encoding with MCC and source Captures

This would indicate that VC1 nay be sent as its own Capture
Encodi ng from EncodeG oupl D=1 or that it may be sent as part of a
Capt ure Encodi ng from EncodeG oupl D=2 al ong with VC2.

More than one Capture MAY use the sane Encodi ng G oup.

The maxi mum nunber of streans that can result froma particul ar
Encodi ng Group constraint is equal to the nunber of individual
Encodings in the group. The actual nunmber of Capture Encodi ngs
used at any tinme MAY be less than this nmaximum Any of the
Captures that use a particular Encoding Goup can be encoded
according to any of the Individual Encodings in the group. |If
there are nmultiple Individual Encodings in the group, then the
Consuner can configure the Provider, via a Configure nessage, to
encode a single Media Capture into nultiple different Capture
Encodi ngs at the same tine, subject to the Max Capture Encodi ngs
constraint, with each capture encoding follow ng the constraints of
a different |ndividual Encoding.

It is a protocol conformance requirenent that the Encodi ng G oups
MUST allow all the Captures in a particular Capture Scene Entry to
be used sinultaneously.

10. Consuner’s Choice of Streans to Receive fromthe Provider
After receiving the Provider’s Advertisenment nessage (that includes

medi a captures and associ ated constraints), the Consumer conposes
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its reply to the Provider in the formof a Configure nmessage. The
Consuner is free to use the information in the Advertisenent as it
chooses, but there are a few obviously sensible design choices,

whi ch are outlined bel ow.

If multiple Providers connect to the same Consumer (i.e. in an
MCU-less multiparty call), it is the responsibility of the Consumer
to conpose Configures for each Provider that both fulfill each
Provider’s constraints as expressed in the Advertisenent, as well
as its own capabilities.

In an MCU-based nultiparty call, the MCU can logically terninate
the Advertisenent/ Configure negotiation in that it can hide the
characteristics of the receiving endpoint and rely on its own
capabilities (transcoding/transrating/...) to create Media Streans
that can be decoded at the Endpoint Consuners. The tinmng of an
MCU s sending of Advertisenents (for its outgoing ports) and
Configures (for its inconming ports, in response to Advertisements
received there) is up to the MCU and inpl ementati on dependent.

As a general outline, A Consuner can choose, based on the
Advertisenent it has received, which Captures it w shes to receive
and which | ndividual Encodings it wants the Provider to use to
encode the Captures.

On receipt of an Advertisement with an MCC the Consumer treats the
MCC as per other non-MCC Captures with the follow ng differences:

- The Consuner woul d understand that the MCC is a Capture that
i ncludes the referenced individual Captures and that these

i ndi vidual Captures are delivered as part of the MCC s Capture
Encodi ng.

- The Consunmer may utilise any of the attributes associated with
the referenced individual Captures and any Capture Scene attributes
fromwhere the individual Captures were defined to choose Captures
and for rendering decisions.

- The Consunmer may or may not choose to receive all the indicated
captures. Therefore it can choose to receive a sub-set of Captures
i ndi cated by the MCC

For exanple if the Consumer receives:

MCC1( VC1, VC2, VC3) {at tri but es}
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A Consuner could choose all the Captures within a MCCs however if
the Consuner determines that it doesn’'t want VC3 it can return
MCCL(VC1,VC2). If it wants all the individual Captures then it
returns only the MCC identity (i.e. MCCl). |If the MCCin the
adverti senent does not reference any individual captures, then the
Consuner cannot choose what is included in the MCC, it is up to the
Provi der to decide

A Configure Message includes a list of Capture Encodings. These
are the Capture Encodi ngs the Consuner w shes to receive fromthe
Provider. Each Capture Encoding refers to one Media Capture, one

I ndi vi dual Encodi ng, and includes the encodi ng paraneter values. A
Configure Message does not include references to Capture Scenes or
Capture Scene Entries.

For each Capture the Consuner wants to receive, it configures one
or nore of the encodings in that capture’'s encoding group. The
Consuner does this by telling the Provider, in its Configure
Message, paraneters such as the resolution, frane rate, bandw dth,
etc. for each Capture Encodings for its chosen Captures. Upon
receipt of this Configure fromthe Consunmer, common know edge is
est abl i shed between Provider and Consuner regarding sensible
choices for the nedia streans and their parameters. The setup of
the actual media channels, at least in the sinplest case, is |eft
to a follow ng of fer-answer exchange. Optinized inplementations
MAY speed up the reaction to the offer-answer exchange by reserving
the resources at the tinme of finalization of the CLUE handshake.

CLUE advertisenents and configure nessages don’t necessarily
require a new SDP of fer-answer for every CLUE nessage

exchange. But the resulting encodings sent via RTP nmust conformto
the nost recent SDP of fer-answer result.

In order to nmeaningfully create and send an initial Configure, the
Consuner needs to have received at | east one Advertisenment fromthe
Pr ovi der.

In addition, the Consunmer can send a Configure at any tinme during
the call. The Configure MJST be valid according to the nost
recently received Advertisenent. The Consuner can send a Configure
either in response to a new Advertisenment fromthe Provider or on
its owmn, for exanple because of a |local change in conditions
(peopl e 1 eaving the room connectivity changes, nultipoint related
consi der ati ons).

Duckworth et. al. Expires April 19, 2014 [ Page 38]



Internet-Draft CLUE Tel epresence Franmework February 2014

10.

10.

10.

When choosi ng which Media Streans to receive fromthe Provider, and
the encodi ng characteristics of those Media Streanms, the Consumer
advant ageously takes several things into account: its loca
preference, sinmultaneity restrictions, and encoding linits.

1. Local preference

A variety of local factors influence the Consumer’s choice of
Media Streanms to be received fromthe Provider

o if the Consunmer is an Endpoint, it is likely that it would
choose, where possible, to receive video and audi o Captures that
mat ch the nunber of display devices and audio systemit has

o if the Consunmer is a middle box such as an MCU, it MAY choose to
recei ve | oudest speaker streans (in order to performits own
medi a conposition) and avoi d pre-conposed video Captures

o user choice (for instance, selection of a new |layout) MAY result
in a different set of Captures, or different encoding
characteristics, being required by the Consumer

2. Physical sinmultaneity restrictions

Often there are physical sinultaneity constraints of the Provider
that affect the Provider's ability to sinultaneously send all of
the captures the Consunmer would wi sh to receive. For instance, a
m ddl e box such as an MCU, when connected to a nulti-canera room
system mght prefer to receive both individual video streans of
the people present in the roomand an overall view of the room
froma single canera. Some Endpoint systens mght be able to
provi de both of these sets of streams sinmultaneously, whereas
others might not (if the overall roomview were produced by
changing the optical zoomlevel on the center canera, for

i nstance).

3. Encoding and encoding group linits

Each of the Provider’s encoding groups has limts on bandw dth and
conput ati onal conplexity, and the constituent potential encodi ngs
have Iimts on the bandw dth, conputational conplexity, video
frame rate, and resolution that can be provided. Wen choosing
the Captures to be received froma Provider, a Consuner device
MUST ensure that the encoding characteristics requested for each

i ndi vidual Capture fits within the capability of the encoding it
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11.

12.

12.

is being configured to use, as well as ensuring that the conbi ned
encodi ng characteristics for Captures fit within the capabilities
of their associ ated encoding groups. 1In sone cases, this could
cause an otherwi se "preferred" choice of capture encodings to be
passed over in favor of different Capture Encodi ngs--for instance,
if a set of three Captures could only be provided at a | ow
resolution then a three screen device could switch to favoring a
singl e, higher quality, Capture Encoding.

Extensibility

One inportant characteristics of the Framework is its
extensibility. Telepresence is a relatively new industry and
while we can foresee certain directions, we also do not know
everything about how it will develop. The standard for
interoperability and handling nultiple streans nust be future-
proof. The framework itself is inherently extensible through
expandi ng the data nodel types. For exanple:

0 Adding nore types of nedia, such as telenetry, can done by
defining additional types of Captures in addition to audio and
vi deo.

0 Adding new functionalities, such as 3-D, say, may require
additional attributes describing the Captures.

0 Adding a new codecs, such as H. 265, can be acconplished by
defini ng new encodi ng vari abl es.

The infrastructure is designed to be extended rather than
requi ring new infrastructure elenments. Extension cones through
addi ng to defined types.

Exanpl es - Using the Framework (I nformative)

This section gives sone exanples, first fromthe point of view of
the Provider, then the Consuner.

1. Provider Behavi or

This section shows sone exanples in nore detail of how a Provider
can use the framework to represent a typical case for tel epresence
roons. First an endpoint is illustrated, then an MCU case is
shown.

Duckworth et. al. Expires April 19, 2014 [ Page 40]



Internet-Draft CLUE Tel epresence Franmework February 2014

12.1.1. Three screen Endpoint Provider

Consi der an Endpoint with the foll owi ng description:

3

(0]

canmeras, 3 displays, a 6 person table

Each canmera can provide one Capture for each 1/3 section of the
tabl e

A single Capture representing the active speaker can be provided
(voice activity based canera selection to a given encoder input
port inplenented locally in the Endpoint)

A single Capture representing the active speaker with the other
2 Captures shown picture in picture within the stream can be
provi ded (again, inplenented inside the endpoint)

A Capture showing a zoonmed out view of all 6 seats in the room
can be provided

The audi o and video Captures for this Endpoint can be described as
fol | ows.

Vi deo Capt ures:

0

VCO- (the camera-left canera strean), encodi ng group=EQ®,
swi t ched=f al se, view=table

VC1- (the center canera strean), encodi ng group=EGL,
swi t ched=f al se, view=table

VC2- (the camera-right camera strean), encodi ng group=EQ,
swi t ched=f al se, view=table

VC3- (the | oudest panel strean), encoding group=EGL,
swi tched=true, view=table

VC4- (the | oudest panel streamw th PiPs), encoding group=EGL,
composed=true, swi tched=true, view=room

VC5- (the zooned out view of all people in the roon), encoding
group=EGl, conposed=fal se, swi tched=fal se, view=room

VC6- (presentation strean), encoding group=EGL, presentation,
swi t ched=f al se
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The following diagramis a top view of the roomwi th 3 caneras, 3
di splays, and 6 seats. Each canera is capturing 2 people. The

six seats are not all in a straight line.
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Fi gure 4: Room Layout
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The two points labeled b and ¢ are intended to be at the m dpoint

bet ween the seating positions,

caneras intersect.

and where the fields of view of the

The plane of interest for VCO is a vertical plane that intersects
points "a’ and 'b’.

The plane of interest for VCl1 intersects points 'b’ and 'c¢’. The
pl ane of interest for VC2 intersects points 'c¢c’ and 'd’

Thi s exanpl e uses an area scale of nillineters.

Areas of capture:

Va0
VC1
VC2
VC3
VCA
VC5
VC6

bottom | eft
(-2011, 2850, 0)
( -673,3000,0)
( 673,3000,0)
(-2011, 2850, 0)
(-2011, 2850, 0)
(-2011, 2850, 0)
none

Poi nts of capture:

VCO
VC1
VC2
VC3
VCA
VC5
VC6

In this exanpl e,
|l eft edge of the VCl1 area.
could be a gap or an overlap

(- 1678, 0, 800)
(0, 0, 800)
(1678, 0, 800)
none

none
(0, 0, 800)
none

bottom ri ght
(-673, 3000, 0)
( 673,3000, 0)
(2011, 2850, 0)
(2011, 2850, 0)
(2011, 2850, 0)
(2011, 2850, 0)

top left

(-
(

(

(_
(_
(_

2011, 2850, 757)
-673, 3000, 757)
673, 3000, 757)
2011, 2850, 757)
2011, 2850, 757)
2011, 2850, 757)

this exanple is the distance froma to b is equa

fromb to ¢ and the distance fromc¢ to d.

All

top right

(-673, 3000, 757)
( 673, 3000, 757)
(2011, 3000, 757)
(2011, 3000, 757)
(2011, 3000, 757)
(2011, 3000, 757)

the right edge of the VCO area lines up with the
It doesn’t have to be this way.
One addi ti onal

Ther e

thing to note for

to the distance

t hese di stances are

1346 mm This is the planar width of each area of capture for VCO,
VCl, and VC2.
Note the text

in parentheses (e.g. "the canera-left canmera

stream’) is not explicitly part of the nodel, it is just
expl anatory text for this exanple, and is not included in the
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nmodel with the nedia captures and attributes. Also, the
"conmposed" bool ean attribute doesn’t say anything about how a
capture is conposed, so the media consunmer can’'t tell based on
this attribute that VC4 is conposed of a "loudest panel with
Pi Ps".

Audi o Captures:

0 AQ0 (camera-left), encoding group=EG3, content=main, channe
f or mat =nono

0 ACl (canmera-right), encoding group=EG3, content=nain, channe
f or mat =nono

0 AC2 (center) encodi ng group=EG3, content=nain, channe
f or mat =nono

0 AC3 being a sinple pre-nixed audio streamfromthe room (nono),
encodi ng group=EG3, content=main, channel formt=nono

0 AC4 audi o stream associated with the presentation video (nono)
encodi ng group=EG3, content=slides, channel fornat=nono

Areas of capture:
bottom | ef t bottomright top left top right

ACO (-2011, 2850,0) (-673,3000,0)
ACl1 ( 673,3000,0) (2011, 2850, 0)
AC2 ( -673,3000,0) ( 673,3000,0)
AC3 (-2011, 2850, 0) (2011, 2850, 0)
AC4 none

-2011, 2850, 757) (- 673, 3000, 757)

673, 3000, 757) (2011, 3000, 757)
-673, 3000, 757) ( 673, 3000, 757)
-2011, 2850, 757) (2011, 3000, 757)

NSNS AN

The physical sinmultaneity information is:
Si mul t aneous transm ssion set #1 {VvC0, VCl, VC2, VC3, VC4, VC6}
Si mul t aneous transm ssion set #2 {VC0, VC2, VC5, VC6}

This constraint indicates it is not possible to use all the VCs at
the same tinme. VC5 cannot be used at the sane tine as VCL or VC3
or VC4. Also, using every nenber in the set sinmultaneously nay
not nmake sense - for exanple VC3(loudest) and VC4 (loudest with
PIP). (In addition, there are encoding constraints that nake
choosing all of the VCs in a set inpossible. VCl1, VC3, VC4, VC5,
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VC6 all use EGL and EGL has only 3 ENCs. This constraint shows up
in the encoding groups, not in the simultaneous transm ssion
sets.)

In this exanple there are no restrictions on which audi o captures
can be sent sinultaneously.

Encodi ng G oups:

This exanpl e has three encodi ng groups associated with the video
captures. [Each group can have 3 encodings, but with each
potential encoding having a progressively |lower specification. In
this exanple, 1080p60 transnission is possible (as ENCO has a
maxPps val ue conpatible with that). Significantly, as up to 3
encodi ngs are avail able per group, it is possible to transmt sone
vi deo captures sinultaneously that are not in the sane entry in
the capture scene. For exanple VC1 and VC3 at the sane tine.

It is also possible to transmit multiple capture encodi ngs of a
single video capture. For exanple VCO can be encoded using ENCO
and ENC1 at the same time, as long as the encodi ng paraneters
satisfy the constraints of ENCO, ENCl, and EQ), such as one at
4000000 bps and one at 2000000 bps.

encodeG oupl D=EGD, maxG oupBandwi dt h=6000000
encodel D=ENCO, maxW dt h=1920, naxHei ght =1088, maxFraneRat e=60,
maxPps=124416000, maxBandw dt h=4000000
encodel D=ENC1, maxW dt h=1280, naxHei ght =720, maxFr aneRat e=30,
maxPps=27648000, nmaxBandw dt h=4000000
encodel D=ENC2, maxW dt h=960, maxHei ght =544, maxFr aneRat e=30,
maxPps=15552000, maxBandw dt h=4000000
encodeG oupl D=EGL nmaxG oupBandw dt h=6000000
encodel D=ENC3, maxW dt h=1920, naxHei ght =1088, naxFraneRat e=60,
maxPps=124416000, maxBandw dt h=4000000
encodel D=ENC4, maxW dt h=1280, naxHei ght =720, nmaxFraneRat e=30,
maxPps=27648000, maxBandwi dt h=4000000
encodel D=ENC5, maxW dt h=960, maxHei ght =544, maxFr aneRat e=30,
maxPps=15552000, maxBandw dt h=4000000
encodeG oupl D=E& nmaxG oupBandw dt h=6000000
encodel D=ENC6, maxW dt h=1920, naxHei ght =1088, naxFraneRat e=60,
maxPps=124416000, naxBandwi dt h=4000000
encodel D=ENC7, maxW dt h=1280, naxHei ght =720, maxFraneRat e=30,
maxPps=27648000, maxBandwi dt h=4000000
encodel D=ENC8, maxW dt h=960, maxHei ght =544, maxFr aneRat e=30,
maxPps=15552000, nmaxBandw dt h=4000000
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Fi gure 5: Exanpl e Encodi ng Groups for Video

For audio, there are five potential encodings avail able, so all
five audio captures can be encoded at the sane tine.

encodeG oupl D=EG3, maxG oupBandw dt h=320000
encodel D=ENC9, maxBandw dt h=64000
encodel D=ENC10, naxBandw dt h=64000
encodel D=ENC11, naxBandw dt h=64000
encodel D=ENC12, maxBandw dt h=64000
encodel D=ENC13, naxBandw dt h=64000

Fi gure 6: Exanple Encoding Goup for Audio
Capture Scenes:
The following table represents the capture scenes for this
provider. Recall that a capture scene is conposed of alternative
capture scene entries covering the same spatial region. Capture
Scene #1 is for the main people captures, and Capture Scene #2 is
for presentation.

Each row in the table is a separate Capture Scene Entry

T +
| Capture Scene #1 |
Fom e e e e e +
| Voo, VC1, VvC2 [
| VC3 I
| VCA I
| VG5 I
| ACO, ACl, AC2 [
| AC3 I
e e e e oo oo +
. +
| Capture Scene #2 |
s +
| VC6 I
| ACA I
e +

Tabl e 7: Exanple Capture Scene Entries
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12.

Different capture scenes are unique to each other, non-

overl appi ng. A consuner can choose an entry from each capture
scene. In this case the three captures VCO, VCl, and VC2 are one
way of representing the video fromthe endpoint. These three
captures shoul d appear adjacent next to each other

Al ternatively, another way of representing the Capture Scene is
with the capture VC3, which autonmatically shows the person who is
talking. Simlarly for the VC4 and VC5 alternatives.

As in the video case, the different entries of audio in Capture
Scene #1 represent the "sanme thing", in that one way to receive
the audio is with the 3 audio captures (ACO, ACl, AC2), and
another way is with the nmixed AC3. The Media Consuner can choose
an audio capture entry it is capable of receiving.

The spatial ordering is understood by the nedia capture attributes
Area of Capture and Point of Capture.

A Medi a Consunmer would likely want to choose a capture scene entry
to receive based in part on how nany streans it can sinmultaneously
receive. A consuner that can receive three people streans woul d
probably prefer to receive the first entry of Capture Scene #1
(vCo, VC1, VC2) and not receive the other entries. A consuner
that can receive only one peopl e stream woul d probably choose one
of the other entries.

If the consumer can receive a presentation streamtoo, it would
al so choose to receive the only entry from Capture Scene #2 (VC6).

1.2. Encoding Group Exanple

This is an exanple of an encoding group to illustrate howit can
express dependenci es between encodi ngs.

encodeG oupl D=EG0 nmaxG oupBandwi dt h=6000000

encodel D=VI DENCO, maxW dt h=1920, naxHei ght =1088,

max Fr amreRat e=60, nmaxPps=62208000, maxBandw dt h=4000000
encodel D=VI DENC1, maxW dt h=1920, maxHei ght =1088,

maxFr aneRat e=60, maxPps=62208000, maxBandw dt h=4000000
encodel D=AUDENCO, naxBandw dt h=96000
encodel D=AUDENC1, naxBandw dt h=96000
encodel D=AUDENC2, naxBandwi dt h=96000
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12.

Here, the encoding group is EG). Although the encoding group is
capable of transmitting up to 6Miit/s, no individual video
encodi ng can exceed 4Mit/s.

This encoding group also allows up to 3 audi o encodi ngs, AUDENC<O-
2> It is not required that audio and video encodi ngs reside
within the same encoding group, but if so then the group’s overal
maxBandwi dth value is a limt on the sumof all audio and video
encodi ngs configured by the consuner. A systemthat does not w sh
or need to conbine bandwidth limtations in this way should

i nstead use separate encoding groups for audio and video in order
for the bandwidth linmitations on audio and video to not interact.

Audi o and video can be expressed in separate encodi ng groups, as
inthis illustration.

encodeG oupl D=EG0 nmaxG oupBandwi dt h=6000000
encodel D=VI DENCO, maxW dt h=1920, naxHei ght =1088,
max Fr amreRat e=60, nmaxPps=62208000, maxBandw dt h=4000000
encodel D=VI DENC1, maxW dt h=1920, maxHei ght =1088,
maxFr aneRat e=60, maxPps=62208000, maxBandw dt h=4000000
encodeG oupl D=EGL nmaxG oupBandwi dt h=500000
encodel D=AUDENCO, naxBandw dt h=96000
encodel D=AUDENC1, naxBandwi dt h=96000
encodel D=AUDENC2, maxBandwi dt h=96000

1.3. The MCU Case

This section shows how an MCU mi ght express its Capture Scenes,
intending to offer different choices for consumers that can handl e
di fferent nunbers of streans. A single audio capture streamis
provided for all single and nulti-screen configurations that can
be associated (e.g. lip-synced) with any conbi nation of video
captures at the consuner.

| Capture Scene #1 | [

V0
VC1, VC2

VC3, VC4, VC5
VOB, VC7, VC8, VC9
ACO

CSE( VC0)

CSE( VC1, VC2)

VC for a single screen consumer |
VCs for a two screen consumer [
VCs for a three screen consuner |
VCs for a four screen consuner |
AC representing all participants|

I

|
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| CSE(VC3, VC4, VC5) I |
| CSE(VCs, VC7, VC8, VC9) | I
| CSE(ACD) | I

Table 8: MCU main Capture Scenes

If / when a presentation stream becones active within the
conference the MCU mi ght re-advertise the avail abl e nedi a as:

e . +
| Capture Scene #2 | note |
T e +
| VvC10 | video capture for presentation |
| AC1 | presentation audio to acconpany VC10 |
| CSE(VC10) | |
| CSE(ACL) I I
. T +

Tabl e 9: MCU presentation Capture Scene
12. 2. Medi a Consuner Behavi or

This section gives an exanple of how a Media Consuner ni ght behave
when deci ding how to request streams fromthe three screen
endpoi nt described in the previous section

The receive side of a call needs to balance its requirenents,
based on nunber of screens and speakers, its decoding capabilities
and avai |l abl e bandwi dth, and the provider’s capabilities in order
to optimally configure the provider’'s streans. Typically it would
want to receive and decode nedia from each Capture Scene
advertised by the Provider.

A sane, basic, algorithmnight be for the consuner to go through
each Capture Scene in turn and find the collection of Video
Captures that best matches the nunber of screens it has (this

m ght include consideration of screens dedicated to presentation
vi deo di splay rather than "people"” video) and then deci de between
alternative entries in the video Capture Scenes based either on
har d- coded preferences or user choice. Once this choice has been
made, the consuner would then decide how to configure the
provider’s encodi ng groups in order to nake best use of the
avai |l abl e network bandwi dth and its own decodi ng capabilities.
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12.

12.

2.1. One screen Medi a Consuner

VC3, VC4 and VC5 are all different entries by thensel ves, not
grouped together in a single entry, so the receiving device should
choose between one of those. The choice would cone down to

whet her to see the greatest number of participants sinultaneously
at roughly equal precedence (VC5), a switched view of just the

| oudest region (VC3) or a switched viewwith PiPs (VC4). An
endpoi nt device with a small anount of know edge of these

di fferences could offer a dynanic choice of these options, in-
call, to the user.

2.2. Two screen Media Consumer configuring the exanple

M xi ng systenms with an even nunber of screens, "2n", and those
with "2n+1" caneras (and vice versa) is always likely to be the
problematic case. |In this instance, the behavior is likely to be
determined by whether a "2 screen" systemis really a "2 decoder"
system i.e., whether only one received stream can be di spl ayed
per screen or whether nore than 2 streanms can be received and
spread across the avail able screen area. To enunerate 3 possible
behavi ors here for the 2 screen systemwhen it learns that the far
end is "ideally" expressed via 3 capture streans:

1. Fall back to receiving just a single stream (VC3, VC4 or VC5 as
per the 1 screen consumer case above) and either |eave one
screen blank or use it for presentation if / when a
presentati on becones active

2. Receive 3 streans (VQ0, VCl and VC2) and display across 2
screens (either with each capture being scaled to 2/3 of a
screen and the center capture being split across 2 screens) or,
as woul d be necessary if there were | arge bezels on the
screens, with each streambeing scaled to 1/2 the screen width
and height and there being a 4th "blank" panel. This 4th panel
could potentially be used for any presentation that becane
active during the call.

3. Receive 3 streans, decode all 3, and use control information
i ndi cating which was the nost active to switch between show ng
the left and center streans (one per screen) and the center and
ri ght streans.
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12.

12.

12.

For an endpoint capable of all 3 methods of working described
above, again it mght be appropriate to offer the user the choice
of display node.

2.3. Three screen Medi a Consuner configuring the exanple

This is the nost straightforward case - the Media Consuner woul d

Il ook to identify a set of streanms to receive that best matched its
avai |l abl e screens and so the VQO plus VC1 plus VC2 should match
optinmally. The spatial ordering would give sufficient information
for the correct video capture to be shown on the correct screen
and the consumer would either need to divide a single encoding
group’s capability by 3 to determ ne what resolution and frane
rate to configure the provider with or to configure the individua
vi deo captures’ encodi ng groups with what nakes nobst sense (taking
into account the receive side decode capabilities, overall cal
bandwi dth, the resolution of the screens plus any user preferences
such as notion vs sharpness).

3. Miultipoint Conference utilizing Miltiple Content Captures

The use of MCCs allows the MCU to construct outgoing Advertisenents
descri bi ng conpl ex and nmedi a swi tching and conposition scenari os.
The follow ng sections provide several exanples.

Note: In the exanples the identities of the CLUE el enents (e.g.
Captures, Capture Scene) in the inconm ng Advertisenments overl ap
This is because there is no co-ordination between the endpoints.
The MCU is responsi ble for nmaki ng these unique in the outgoing
adverti sement.

3.1. Single Media Captures and MCC in the same Adverti senent

Four endpoints are involved in a Conference where CLUE is used. An
MCU acts as a middl ebox between the endpoints with a CLUE channe
bet ween each endpoint and the MCU. The MCU receives the follow ng
Adverti senents.

o e e e e e e e e e e e oo n o e e e e e e e e e e e e e e e e aa o - +
| Capture Scene #1 | Description=AustralianConf Room |
e e e ee e aaaaas I e +
| vC1 | Description=Audi ence |

| EncodeG oupl D=1 |
| CSE(VCL) I I
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e e +
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Tabl e 10: Advertisenent received from Endpoint A

Descri pti on=Speaker

EncodeG oupl D=1

| | |
| vC2 | Description=Audi ence |
| | EncodeG oupl D=1 |
I I I

Tabl e 11: Advertisenment received from Endpoint B

o e e e e e e e e e e e oo n o e e e e e e e e e e e e e e e e aa o - +
| Capture Scene #1 | Descri pti on=USAConf Room [
e e e ee e aaaaas I e +
| vC1 | Description=Audi ence |
| | EncodeG oupl D=1 |
| CSE(VC1) I I
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e e +

Tabl e 12: Advertisenent received from Endpoint C
Not e: Endpoint B above indicates that it sends two streans.
If the MCU wanted to provide a Miultiple Content Capture containing
a round robin switched view of the audience fromthe 3 endpoints
and the speaker it could construct the follow ng adverti senent:

Advertisenent sent to Endpoint F

+ + +
| Capture Scene #1 | Description=AustralianConf Room |
e e e ee e aaaaas I e +
| vC1 | Description=Audi ence |
| CSE(VC1) | |
+ + +
| Capture Scene #2 | Descri ption=Chi naConf Room |
o e e e e e e e e ao oo I e +
| ve2 | Descri ption=Speaker |
| VC3 | Description=Audi ence |
| CSE(VC2, VC3) | |
+ + +
I I I

Capture Scene #3 Descri pti on=USAConf Room
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Pol i cy=RoundRobi n: 1
MaxCapt ur es=1
Encodi ngG oup=1

+— " +— +—— +

+——

Tabl e 13: Advertisenment sent to Endpoint F - One Encoding

Alternatively if the MCU wanted to provide the speaker as one nedi a
stream and the audi ences as another it could assign an encodi ng
group to VC2 in Capture Scene 2 and provide a CSE in Capture Scene

#4 as per the exanpl e bel ow

Advertisenment sent to Endpoint F

Duckwort h

+ +
Capture Scene #1 | Description=AustralianConf Room |
_____________________ |_________________________________
VC1 | Description=Audi ence
CSE(VvC1) |

+
Capture Scene #2 | Descri pti on=Chi naConf Room
_____________________ |_________________________________
VC2 | Descri ption=Speaker

| Encodi ngG oup=1
VC3 | Description=Audi ence
CSE(VC2, VC3) |

+
Capture Scene #3 | Descri pti on=USAConf Room
_____________________ |_________________________________
VC4 | Description=Audi ence
CSE( vC4) |

+
Capture Scene #4 [
_____________________ |_________________________________

MCCL( VCL, VC3, VC4)

MCC2( VC2)

| Policy=RoundRobin: 1 |
| MaxCaptures=1 |
| Encodi ngG oup=1 |
| MaxCaptures=1 |
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12.

| | Encodi ngG oup=1 |
| CSE2( MCCL, MCC2) | |
+ + +

Tabl e 14: Advertisenent sent to Endpoint F - Two Encodi ngs

Theref ore a Consumer coul d choose whether or not to have a separate
speaker related stream and coul d choose which endpoints to see. |If
it wanted the second stream but not the Australian conference room
it could indicate the followi ng captures in the Configure nessage:

| MCCL(VC3, VA4) | Encoding |
| vC2 | Encodi ng |
Tabl e 15: MCU case: Consuner Response
3.2. Several MCCs in the sane Adverti senent

Multiple MCCs can be used where multiple streams are used to carry
media fromnmultiple endpoints. For exanpl e:

A conference has three endpoints D, E and F. Each end point has
three video captures covering the left, middle and right regions of
each conference room The MCU receives the follow ng

adverti senents from D and E.

Capt ur eAr ea=Left
Encodi ngG oup=1

VC2 Capt ur eArea=Centre
VC3 Capt ur eAr ea=Ri ght

Encodi ngG oup=1

I I
I I
| |
| Encodi ngG oup=1 [
| |
CSE( VvC1, V2, VC3) | |

Tabl e 16: Advertisenent received from Endpoint D

| vC1 | CaptureArea=Left |
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[ | Encodi ngG oup=1

| | CaptureArea=Centre
| | Encodi ngG oup=1

| VC3 | CaptureArea=Ri ght

| | Encodi ngG oup=1

I I

Tabl e 17: Advertisenent received from Endpoint E

The MCU wants to of fer Endpoint F three Capture Encodi ngs. Each
Capture Encodi ng would contain all the Captures from either
Endpoi nt D or Endpoi nt E dependi ng based on the active speaker.
The MCU sends the follow ng Adverti senent:

+ + +
| Capture Scene #1 | Description=AustralianConf Room |

I I
I I
| VC3 |
| CSE(\VCL, VC2, VC3) |
+ +
I I

Capture Scene #2 Descri pti on=Chi naConf Room

I I
| |
| CSE(VC4, VC5, VCB) [
+ +
| Capture Scene #3 |
MCC1( VC1, VC4) | CaptureArea=Left

| MaxCaptures=1

| Synchronisationl D=1

| Encodi ngG oup=1
MCC2( VC2, VC5) | CaptureArea=Centre
| MaxCaptures=1
| Synchronisationl D=1
| Encodi ngG oup=1
| CaptureArea=Ri ght
| MaxCapt ures=1
| Synchronisationl D=1
| Encodi ngG oup=1

MCC3( VC3, VCB)

-+ +— +——— +
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| CSE(MCC1, MCC2, MCC3) | I
+ + +

Tabl e 17: Advertisenent received from Endpoint E
12. 3. 3. Heterogeneous conference with switching and conposition

Consi der a conference between endpoints with the follow ng
characteristics:

Endpoint A - 4 screens, 3 caneras

Endpoint B - 3 screens, 3 caneras
Endpoint C - 3 screens, 3 caneras
Endpoint D - 3 screens, 3 caneras
Endpoint E - 1 screen, 1 canera

Endpoint F - 2 screens, 1 caneras

Endpoint G- 1 screen, 1 canera

Thi s exanpl e focuses on what the user in one of the 3-canmera nulti-
screen endpoints sees. Call this person User A, at Endpoint A
There are 4 large display screens at Endpoint A Wenever sonebody
at another site is speaking, all the video captures fromthat

endpoi nt are shown on the large screens. |If the talker is at a 3-
camera site, then the video fromthose 3 caneras fills 3 of the
screens. |If the talker is at a single-canera site, then video from

that canera fills one of the screens, while the other screens show
vi deo from ot her singl e-canmera endpoints.

User A hears audio fromthe 4 | oudest tal kers.

User A can al so see video from other endpoints, in addition to the
current tal ker, although nuch smaller in size. Endpoint A has 4
screens, so one of those screens shows up to 9 other Media Captures
inatiled fashion. Wen video froma 3 canera endpoint appears in
the tiled area, video fromall 3 caneras appears together across
the screen with correct spatial relationship anong those 3 images.

A T TSPy o e o e +
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Figure 7: Endpoint A - 4 Screen Display
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User B at Endpoint B sees a simlar arrangenment, except there are
only 3 screens, so the 9 other Media Captures are spread out across
the bottomof the 3 displays, in a picture-in-picture (PIP) format.
When video froma 3 canera endpoint appears in the PIP area, video
fromall 3 caneras appears together across a single screen with
correct spatial relationshinp.

Figure 8: Endpoint B - 3 Screen Display with PiPs

When sonebody at a different endpoi nt becones the current talker
then User A and User B both see the video fromthe new tal ker
appear on their large screen area, while the previous tal ker takes
one of the smaller tiled or PIP areas. The person who is the
current tal ker doesn’'t see thenselves; they see the previous tal ker
in their large screen area.

One of the points of this exanple is that endpoints A and B each
want to receive 3 capture encodings for their |large display areas,
and 9 encodings for their snmaller areas. A and B are be able to
each send the sane Configure nmessage to the MCU, and each receive
the sane conceptual Media Captures fromthe MCU. The differences
are in how they are rendered and are purely a local matter at A and
B

The Advertisenents for such a scenario are descri bed bel ow.

S S +
| Capture Scene #1 | Description=Endpoi nt x [
o e e e emeeeeaeaaaaa I T +
| vC1 | Encodi ngG oup=1 |
| vC2 | Encodi ngG oup=1 |
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| VC3 | Encodi ngGoup=1 [
| AC1 | Encodi ngG oup=2 |
| CSE1(VCl, VC2, VC3) | |
| CSE2(AC1) | |
o m o e ooooooo. +

Tabl e 19: Advertisement received at the MCU from Endpoints Ato D

o e e e e e e e e e e e oo n o e e e e e e e e e e e e e e e e aa o - +
| Capture Scene #1 | Description=Endpoint y [
e e e ee e aaaaas I e +
| vC1 | Encodi ngG oup=1 |
| AC1 | Encodi ngG oup=2 |
| CSE1(VC1) | |
| CSE2(AC1) | |
o m m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eo— - +

Tabl e 20: Advertisenent received at the MCU from Endpoints Eto F

Rat her than considering what is displayed the CLUE concentrates
nmore on what the MCU sends. The MCU doesn’t know anyt hi ng about
t he nunber of screens an endpoi nt has.

As Endpoints A to D each advertise that three Captures nake up a
Capture Scene, the MCU offers these in a "site" sw tching node.
That is that there are three Miultiple Content Captures (and

Capt ure Encodi ngs) each swi tchi ng between Endpoints. The MCU
switches in the applicable nedia into the stream based on voice
activity. Endpoint Awll not see a capture fromitself.

Usi ng the MCC concept the MCU woul d send the foll ow ng
Advertisement to endpoint A

+ + +
| Capture Scene #1 | Description=Endpoint B |
IR +
| vc4 | Left [
| VC5 | Center |
| VCo6 | Right [
| AC1 I I
| CSE(VC4, VC5, VCB) | |
| CSE(ACL) [ [
+ + +
| Capture Scene #2 | Description=Endpoint C |
S I T +
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VC7
VC8

VC9

AC2

CSE( VC7, VC8, VC9)
CSE( AC2)
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Left
Cent er
Ri ght
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Capture Scene #3

VC10
VC11

VC12

AC3

CSE( VC10, VC11, VC12)
CSE( AC3)

Descri pti on=Endpoi nt

Capture Scene #4

CSE( VC13)
CSE( AC4)

Capture Scene #5

AC5
CSE( VC14)
CSE( AC5)

Descri pti on=Endpoi nt

Capture Scene #6

AC6
CSE( VC15)
CSE( ACB)

Descri pti on=Endpoi nt

L e e S e S e R

Tabl e 21: Advertisenent sent to endpoint A - Source Part

The above part of the Advertisenent presents infornmation about the
sources to the MCC. The information is effectively the sane as the
recei ved Advertisenents except that there are no Capture Encodings
associated with themand the identities have been re-nunbered.
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In addition to the source Capture information the MCU adverti ses
"site" switching of Endpoints Bto Gin three streans.

| Capture Scene #7 | Descri ption=Qut put 3streanmi X |

MCC1( VC4, VC7, VCI10,
VC13)

Capt ur eAr ea=Left
MaxCapt ur es=1
Synchr oni sati onl D=1
Pol i cy=SoundLevel : 0
Encodi ngG oup=1

MCC2( VC5, VC8, VC11,
VC14)

Capt ur eAr ea=Cent er
MaxCapt ur es=1
Synchr oni sati onl D=1
Pol i cy=SoundLevel : 0
Encodi ngG oup=1

MCC3( VOB, V9, VC12,
VC15)

I

I

|

I

I

I

I

I

|

I

I

| CaptureArea=Ri ght

| MaxCapt ures=1

| Synchronisationl D=1
| Policy=SoundLevel : 0
| Encodi ngG oup=1

I

MCCA() (for audio) | CaptureArea=whol e scene
| MaxCaptures=1

| Policy=SoundLevel : 0

| Encodi ngG oup=2

I
MCC5() (for audio) | CaptureArea=whol e scene
| MaxCaptures=1

| Policy=SoundLevel : 1

| Encodi ngG oup=2

I
MCC6() (for audio) | CaptureArea=whol e scene
| MaxCapt ures=1

| Policy=SoundLevel : 2

| Encodi ngG oup=2

|
MCC7() (for audio) | CaptureArea=whol e scene
| MaxCapt ures=1

| Policy=SoundLevel : 3

| Encodi ngG oup=2

I

|

CSE( MCCL, MoC2, MOC3)
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| CSE(MCC4, MCC5, MCCB, [ [
| MCC7) |
+ + +

Tabl e 22: Advertisenent send to endpoint A - switching part

The above part describes the switched 3 main streans that relate to
site switching. MaxCaptures=1 indicates that only one Capture from
the MCC is sent at a particular tine. SynchronisationlD=1 indicates
that the source sending is synchronised. The provider can choose to
group together VCl3, VCl4, and VC15 for the purpose of switching
according to the SynchronisationlD. Therefore when the provider
switches one of theminto an MCC, it can also switch the others
even though they are not part of the same Capture Scene.

Al'l the audio for the conference is included in this Scene #7.
There isn't necessarily a one to one relation between any audio
capture and video capture in this scene. Typically a change in

| oudest talker will cause the MCU to switch the audio streans nore
qui ckly than swi tching video streans.

The MCU can al so supply nine nedia streans showi ng the active and
previ ous eight speakers. It includes the following in the
Adverti senent:

| Capture Scene #8 | Description=Qut put 9stream |

MOCA( VC4, VG5, VOB, VC7,
VC8, VC9, VC10, VC11,
VC12, VC13, VC14, VC15)

MaxCapt ur es=1
Pol i cy=SoundLevel : 0
Encodi ngG oup=1

VC8, VC9, VC10, VC11, Pol i cy=SoundLevel : 1

I
I
|
MCC5( V4, VG5, VC6, VC7, | MaxCapt ures=1
I
VC12, VC13, VC14, VC15) | Encodi ngGr oup=1
I

to to

I
MCC12( VC4, VC5, VC6, VC7, | MaxCapt ures=1

VC8, VC9, VC10, VC11, | Policy=SoundLevel:8
VC12, VC13, VC14, VC15) | Encodi ngG oup=1
I
I
I

CSE( MCC4, MCC5, MCC6,
MCC7, MCC8, MCC9,
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| MCC10, MCC11, MCC12) | |
+ + +

Tabl e 23: Advertisenent sent to endpoint A - 9 switched part

The above part indicates that there are 9 capture encodi ngs. Each
of the Capture Encodi ngs may contain any captures from any source
site with a maxi mum of one Capture at a time. Wich Capture is
present is determned by the policy. The MCCs in this scene do not
have any spatial attributes

Note: The Provider alternatively could provide each of the MCCs
above in its own Capture Scene.

If the MCU wanted to provide a conposed Capture Encodi ng containi ng
all of the 9 captures it could Advertise in addition

| Capture Scene #9 | Description=N neTiles
Max Capt ur es=9

Encodi ngG oup=1
MCC10, MCC11, MCC12)

CSE( MCC13)

+—— +— +

R e ——

Tabl e 24: Advertisenent sent to endpoint A - 9 conposed part

As MaxCaptures is 9 it indicates that the capture encoding contains
information fromup to 9 sources at a tine.

The Advertisenment to Endpoint B is identical to the above other
than the captures from Endpoint A woul d be added and t he captures
from Endpoi nt B woul d be renoved. Whether the Captures are rendered
on a four screen display or a three screen display is up to the
Consuner to determ ne. The Consuner wants to place video captures
fromthe sane original source endpoint together, in the correct
spatial order, but the MCCs do not have spatial attributes. So the
Consuner needs to associate inconing nedia packets with the
original individual captures in the advertisenent (such as V4,

VC5, and VC6) in order to know the spatial information it needs for
correct placenent on the screens.
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13.

14.

15.

Editor’'s note: this is an open issue, about how to associate

i ncom ng packets with the original capture that is a constituent of
an MCC. This docunent probably should nmention it in an earlier
section, after the solution is worked out in the other CLUE
document s.
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t hank St ephen Botzko for hel pful di scussions on audio.
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None.
Security Considerations

There are several potential attacks related to tel epresence, and

specifically the protocols used by CLUE, in the case of

conf erenci ng sessions, due to the natural involvement of multiple
endpoi nts and the many, often user-invoked, capabilities provided
by the systens.

A mddle box involved in a CLUE session can experience many of the
same attacks as that of a conferencing system such as that enabled
by the XCON franmework [RFC 6503]. Exanples of attacks include the
followi ng: an endpoint attenpting to listen to sessions in which
it is not authorized to participate, an endpoint attenpting to

di sconnect or nute other users, and theft of service by an
endpoint in attenpting to create tel epresence sessions it is not
allowed to create. Thus, it is RECOWENDED that a m ddl e box

i mpl ementing the protocols necessary to support CLUE, follow the
security recommendations specified in the conference contro
protocol documents. |In the case of CLUE, SIP is the default
conferencing protocol, thus the security considerations in RFC
4579 MUST be fol | owed.

One primary security concern, surrounding the CLUE franework

i ntroduced in this docunent, involves securing the actua
protocol s and the associ ated aut horizati on nechani sns. These
concerns apply to endpoint to endpoint sessions, as well as
sessions involving nultiple endpoints and m ddl e boxes. Figure 2
in section 5 provides a basic flow of information exchange for
CLUE and the protocol s invol ved.
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As described in section 5, CLUE uses SIP/SDP to establish the
session prior to exchangi ng any CLUE specific information. Thus
the security nmechani sns recommended for SIP [RFC 3261], including
user authentication and authorization, SHOULD be followed. In
addition, the nedia is based on RTP and thus existing RTP security
mechani sms, such as DTLS/ SRTP, MJUST be supported

A separate data channel is established to transport the CLUE

prot ocol messages. The contents of the CLUE protocol nessages are
based on information introduced in this document, which is
represented by an XML schema for this information defined in the
CLUE data nodel [ref]. Sone of the information which could

possi bly introduce privacy concerns is the xCard information as
described in section x. In addition, the (text) description field
in the Media Capture attribute (section 7.1.1.7) could possibly
reveal sensitive information or specific identities. The sane
woul d be true for the descriptions in the Capture Scene (section
7.3.1) and Capture Scene Entry (7.3.2) attributes. One ot her

i mportant consideration for the information in the xCard as well
as the description field in the Media Capture and Capture Scene
Entry attributes is that while the endpoints involved in the
sessi on have been authenticated, there is no assurance that the
information in the xCard or description fields is authentic.

Thus, this informati on SHOULD not be used to nake any

aut hori zati on decisions and the participants in the sessions
SHOULD be made aware of this.

While other information in the CLUE protocol nessages does not
reveal specific identities, it can reveal characteristics and
capabilities of the endpoints. That information could possibly

uniquely identify specific endpoints. 1t might also be possible
for an attacker to manipulate the information and di srupt the CLUE
sessions. It would also be possible to nount a DoS attack on the

CLUE endpoints if a nalicious agent has access to the data
channel. Thus, It MJST be possible for the endpoints to establish
a channel which is secure against both nessage recovery and
nmessage nodification. Further details on this are provided in the
CLUE data channel sol ution docunent.

There are also security issues associated with the authorization
to performactions at the CLUE endpoints to invoke specific
capabilities (e.g., re-arranging screens, sharing content, etc.).
However, the policies and security associated with these actions
are outside the scope of this docunment and the overall CLUE

sol uti on.
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16. Changes Since Last Version

NOTE TO THE RFC-Editor: Please renove this section prior to
publication as an RFC

Changes from 13 to 14:

1.

2

Fill in section for Security Considerations.

Repl ace Rol e pl acehol der with Participant |nfornmation
Partici pant Type, and Scene Information attributes.

Spatial information inplies nothing about how constituent
medi a captures are conbined into a conposed MCC

Clean up MCC exanple in Section 12.3.3. darify behavior of
tiled and PIP display windows. Add audio. Add new open

i ssue about associating i ncom ng packets to original source
capture.

Renove editor’s note and associ ated statenent about RTP
mul ti pl exi ng at end of section 5.

Renove editor’s note and associ ated paragraph about
overl oadi ng nmedi a channel with both CLUE and non- CLUE usage,
in section 5.

In section 10, clarify intent of nedia encodi ngs conforning
to SDP, even with nmultiple CLUE nessage exchanges. Renove
associ ated editor’s note.

Changes from 12 to 13:

1.

Added t he MCC concept including updates to existing sections
to incorporate the MCC concept. New MCC attri butes:
MaxCapt ures, SynchronisationlD and Policy.

Renoved t he "conposed" and "swi tched" Capture attributes due
to overlap with the MCC concept.

Renoved t he "Scene-switch-policy" CSE attribute, replaced by
MCC and Synchroni sationl D

Editorial enhancenents including nunbering of the Capture
attribute sections, tables, figures etc.
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Changes from 11 to 12:

1.

6.

7.

Ti cket #44. Renove note questioning about requiring a
Consuner to send a Configure after receiving Adverti senent.

Ti cket #43. Renove ability for consunmer to choose val ue of
attribute for scene-sw tch-policy.

Ti cket #36. Renobve conputational conplexity paraneter,
MaxG oupPps, from Encodi ng G oups.

Reword the Abstract and parts of sections 1 and 4 (now 5)
based on Mary’'s suggestions as discussed on the list. Move
part of the Introduction into a new section Overview &

Moti vati on.

Add di agram of an Advertisenent, in the Overview of the
Fr amewor k/ Mbdel secti on.

Change Intended Status to Standards Track.

Cl ean up RFC2119 keyword | anguage.

Changes from 10 to 11:

1.

Add description attribute to Media Capture and Capture Scene
Entry.

Renove contradiction and change the note about open issue
regardi ng al ways responding to Advertisenment with a Configure
nessage.

Updat e exanpl e section, to cleanup formatting and nake the
medi a capture attributes and encodi ng paraneters consi stent
with the rest of the docunent.

Changes from 09 to 10:

1.

Several mnor clarifications such as about SDP usage, Media
Captures, Configure nessage.

Si nul t aneous Set can be expressed in terns of Capture Scene
and Capture Scene Entry.

Renbved Area of Scene attri bute.
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Add attributes fromdraft-groves-clue-capture-attr-01.

Move sonme of the Media Capture attribute descriptions back
into this docunent, but try to | eave detailed syntax to the
data nodel. Renpve the OUTSOURCE sections, which are already
i ncorporated into the data nodel docunent.

Changes from 08 to 09:

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

Use "docunent" instead of "menp".

Add basic call flow sequence diagramto introduction.

Add definitions for Advertisenent and Configure nessages.
Add definitions for Capture and Provider.

Update definition of Capture Scene.

Update definition of Individual Encoding.

Shorten definition of Media Capture and add key points in the
Medi a Captures section.

Reword a bit about capture scenes in overview.

Rewor d about | abeling Media Captures.
Renmove the Consuner Capability nessage.
New exanpl e section heading for media provider behavior
Clarifications in the Capture Scene section.
Clarifications in the Sinultaneous Transnission Set section.
Capitalize defined terns.
Move call flow exanple fromintroduction to overvi ew section
General editorial cleanup

Add sone editors’ notes requesting input on issues
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18. Summari ze sone sections, and propose details be outsourced

to ot her docunents.
Changes from 06 to 07:

1. Ticket #9. Rename Axis of Capture Point attribute to Point
on Line of Capture. darify the description of this
attribute.

2. Ticket #17. Add "capture encoding"” definition. Use this new
term t hroughout docunent as appropriate, replacing sone usage
of the terns "streant and "encodi ng".

3. Ticket #18. Add Max Capture Encodi ngs nmedi a capture
attribute.

4, Add clarification that different capture scene entries are
not necessarily nutually exclusive.

Changes from 05 to 06:

1. Capture scene description attribute is a list of text strings,
each in a different | anguage, rather than just a single string.

2. Add new Axis of Capture Point attribute.

3. Renove appendices A 1 through A 6.

4, Carify that the provider nust use the sanme coordi nate system
with sanme scale and origin for all coordinates within the sane
capture scene.

Changes from 04 to 05:

1. Carify limtations of "conposed" attribute.

2. Add new section "capture scene entry attributes" and add the
attribute "scene-sw tch-policy".

3. Add capture scene description attribute and description
| anguage attri bute.

4. Editorial changes to exanples section for consistency with the
rest of the docunent.
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Changes from 03 to 04:

1.

10.

| nf

Edt .

Renove sentence from overview - "This constitutes a significant
change ..."

Clarify a consuner can choose a subset of captures froma
capture scene entry or a sinultaneous set (in section "capture
scene" and "consuner’s choice...").

Reword first paragraph of Media Capture Attributes section

Clarify a stereo audio capture is different fromtwo nono audio
captures (description of audio channel format attribute).

Clarify what it means when coordinate information is not
specified for area of capture, point of capture, area of scene.

Change the term "producer" to "provider" to be consistent (it
was just in two places).

Change nanme of "purpose" attribute to "content” and refer to
RFC4A796 for val ues.

Clarify sinultaneous sets are part of a provider advertisenent,
and apply across all capture scenes in the advertisenent.

Renove sentence about |ip-sync between all nedia captures in a
capture scene.

Conbi ne the concepts of "capture scene" and "capture set"
into a single concept, using the term"capture scene" to
replace the previous term"capture set", and elimnating the
original separate capture scene concept.
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