CoRE Wor ki ng G oup A. Rahman, Ed.

I nternet-Draft InterDigital Communications, LLC
I ntended status: |nformational E. Djk, Ed.
Expi res: June 26, 2014 Phi | i ps Research

Decenber 23, 2013

G oup Communi cation for CoAP
draft-ietf-core-groupconm 18

Abst ract

CoAP is a specialized web transfer protocol for constrained devices
and constrained networks. It is anticipated that constrai ned devices
will often naturally operate in groups (e.g., in a building

aut omation scenario all lights in a given roomnmay need to be
switched on/off as a group). This docunent provides gui dance for how
t he CoAP protocol should be used in a group conmuni cati on context.

An approach for using CoAP on top of IP nmulticast is detailed. Al so,
various use cases and correspondi ng protocol flows are provided to
illustrate inportant concepts. Finally, guidance is provided for

depl oynent in various network topol ogies.
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1. Introduction
1.1. Background
Constrai ned Application Protocol (CoAP) is a Representational State
Transfer (REST) based web transfer protocol for resource constrained
devices operating in an P network [I-D.ietf-core-coap]. CoAP has
many simlarities to HITP [ RFC2616] but al so has sone key
di fferences. Constrained devices can be large in nunbers, but are
often related to each other in function or by location. For exanple,
all the light switches in a building my belong to one group and al
the thernostats may bel ong to another group. G oups nmay be pre-
configured before deploynent or dynanmically formed during operation
If information needs to be sent to or received froma group of
devi ces, group comuni cati on mechani sms can inprove efficiency and
| at ency of communi cati on and reduce bandwi dth requirements for a
gi ven application. HITP does not support any equival ent
functionality to CoAP group conmuni cation
1.2. Scope

G oup communi cation involves a one-to-many rel ationship between CoAP
endpoints. Specifically, a single CoAP client can sinultaneously get
(or set) resources fromnultiple CoAP servers using CoAP over |P

mul ticast. An exanple would be a CoAP light switch turning on/off
multiple lights in a roomwith a single CoAP group comunication PUT
request, and handling the potential nultitude of (unicast) responses.

The normative protocol aspects of sending CoAP requests on top of IP
mul ticast, and processing the (unicast |IP) responses are given in
Section 8 of [I-D.ietf-core-coap]. The main contribution of this
docunent lies in providing additional guidance for key CoAP group
communi cati on concepts. Anong the topics covered are group
definition, group RESTful mnethods, and group request and response
processing (see Section 2). Also, proxy operation and ninim zing
net wor k congestion for group conmunication is discussed (see

Section 2). Finally, specific use cases (see Section 3) and
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depl oynent gui delines (see Section 4) for group comuni cation are
out | i ned.

1.3. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in

[ RFC2119] .

The above key words are used to establish a set of guidelines for
CoAP group communi cation. An inplenmentation of CoAP group
comruni cati on MAY inplenment these guidelines; an inplenmentation
clainmng conpliance to this docunent MJST inplenment the set of
gui del i nes

Thi s docunent assunes readers are familiar with the ternms and
concepts that are used in [I-D.ietf-core-coap]. |In addition, this
docunment defines the follow ng termi nol ogy:

G oup Communi cation
A source node sends a single application layer (e.g. CoAP) nessage
which is delivered to nultiple destination nodes, where all
destinations are identified to belong to a specific group. The
source node itself may be part of the group. The underlying
mechani sms for CoAP group conmuni cation are UDP/IP nulticast for
the requests, and unicast UDP/IP for the responses. The network
i nvol ved may be a constrai ned network such as a | ow power, | ossy
net wor k.

Rel i abl e Group Communi cati on

A speci al case of group communi cati on where for each destination
node it is guaranteed that the node either 1) eventually receives
the nmessage sent by the source node, or 2) does not receive the
message and the source node is notified of the non-reception

event.

Mul ti cast
Sendi ng a nessage to multiple destination nodes with one network
i nvocation. There are various options to inplenment nulticast
including layer 2 (Media Access Control) and layer 3 (IP)
mechani sns.

I P Multicast
A specific nulticast approach based on the use of IP nulticast
addresses as defined in "I ANA Guidelines for |Pv4 Milticast
Addr ess Assi gnnents" [RFC5771] and "I P Version 6 Addressing
Architecture" [RFC4291]. A conplete IP nmulticast solution may
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i ncl ude support for nmanagi ng group nmenberships, and I P nulticast
routing/forwarding (see Section 2.1).

Low power and Lossy Network (LLN)
A type of constrained IP network where devices are interconnected
by | ow power and lossy links. The links may be may conposed of
one or nore technol ogi es such as | EEE 802. 15. 4, Bl uetooth Low
Energy (BLE), Digital Enhanced Cordl ess Tel ecomuni cati on (DECT),
and | EEE P1901. 2 power-1ine conmuni cati on

Pr ot ocol Consi derations
I P Multicast Background

I P multicast protocols have been evolving for decades, resulting in
standards such as Protocol |ndependent Multicast - Sparse Mbde (Pl M
SM [RFC4601]. |IP nmulticast is very popular in specific deploynents
such as in enterprise networks (e.g., for video conferencing), smart
home networks (e.g., Universal Plug and Play (UPnP)) and carrier |PTV
depl oynents. The packet econony and m ni mal host conplexity of IP
mul ticast make it attractive for group conmunication in constrained
envi ronments.

To achieve I P nulticast beyond link-1ocal scope, an | P nulticast
routing or forwarding protocol needs to be active on IP routers. An
exanpl e of a routing protocol specifically for LLNs is the IPv6
Routing Protocol for Low Power and Lossy Networks (RPL) (Section 12
of [RFC6550]) and an exanple of a forwarding protocol for LLNs is
Mul ticast Protocol for Low power and Lossy Networks (MPL)
[I-Dietf-roll-trickle-ncast]. RPL and MPL do not depend on each

ot her; each can be used in isolation and both can be used in
conmbination in a network. Finally, PIMSM][RFC4601] is often used
for multicast routing in traditional IP networks (i.e. networks that
are not constrained).

I P multicast can also be run in a Link-Local (LL) scope. This means
that there is no routing involved and an I P multicast nmessage is only
received over the Iink on which it was sent.

For a conplete IP nulticast solution, in addition to a routing/
forwarding protocol, a "listener" protocol nmay be needed for the
devices to subscribe to groups (see Section 4.2).

IP nmulticast is generally classified as an unreliable service in that
packets are not guaranteed to be delivered to each and every nenber
of the group. |In other words, it cannot be directly used as a basis
for "reliable group conmunication" as defined in Section 1.3.
However, the level of reliability can be increased by enploying a
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mul ticast protocol that perforns periodic retransnissions as is done
for exanple in MPL.

2.2. Goup Definition and Nam ng

A CoAP group is defined as a set of CoAP endpoints, where each
endpoint is configured to receive CoAP group comunication requests
that are sent to the group’s associated IP nmulticast address. The

i ndi vi dual response by each endpoint receiver to a CoAP group
conmmuni cati on request is always sent back as unicast. An endpoint
may be a menber of multiple groups. G oup nenbership of an endpoint
may dynani cally change over tine.

Al'l CoAP server nodes SHOULD join the "All CoAP Nodes" nulticast
group ([I-D.ietf-core-coap], Section 12.8) by default to enabl e CoAP
di scovery. For IPv4, the address is 224.0.1.187 and for IPv6 a
server node joins at |least both the link-I1ocal scoped address
FFO2:: FD and the site-local scoped address FFO5::FD. |Pv6 addresses
of other scopes MAY be enabl ed.

A CoAP group URI has the schene "coap’ and includes in the authority
part either a group IP nulticast address, or a hostnane (e.g., G oup
Fully Qualified Domain Nanme (FQDN)) that can be resolved to the group
IP multicast address. A group URI al so contains an optional CoAP
port nunber in the authority part. Goup URIs follow the regul ar
CoAP URI syntax [|-D.ietf-core-coap].

Note: A group URI is needed to initiate CoAP group conmunicati ons.

For CoAP inplenentations it is recommended to use the URI conposition
met hod of Section 6.5 of [I-D.ietf-core-coap] in such way that a CoAP
group conmuni cati on request is generated.

For sending nodes, it is recommended to use the IP nulticast address
literal in a group URI. However, in case a group hostnane is used,
it can be uniquely mapped to an | P nulticast address via DNS
resolution (if supported). Sonme exanpl es of hierarchical group FQDN
nam ng (and scoping) for a building control application are shown

bel ow.
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URI authority Targeted group of nodes

al | . bl dg6. exanpl e. com "all nodes in building 6"

al | . west . bl dg6. exanpl e. com "all nodes in west wing,
bui | di ng 6"

all.floorl. west.bldg6. exanpl e.com "all nodes in floor 1,

west wing, building 6"

al | . bu036. f1 oor 1. west . bl dg6. exanpl e.com "all nodes in office bu036
floorl, west wi ng,
bui | di ng 6"

Simlarly, if supported, reverse mapping (fromIP nulticast address
to G oup FQDN) is possible using the reverse DNS resol ution techni que
([ RFC1033]). Reverse mapping is inmportant, for exanple, in trouble
shooting to translate IP nulticast addresses back to human readabl e
host nanes to show in a diagnostics user interface.

2.3. Port and URI Configuration

A CoAP server that is a nenber of a group listens for CoAP nessages
on the group’s IP nmulticast address, on a specified UDP port. The
default UDP port is the CoAP default port 5683 but a non-default UDP
port MAY be specified for the group; in which case inplenenters MJST
ensure that all group nenbers are configured to use this same port.

CoAP group communi cation will not work if there is diversity in the
authority port (e.g., different dynam c port addresses across the
group) or if other parts of the group URI such as the path, or the
query, differ on different endpoints. Therefore, sone neasures nust
be present to ensure uniformity in port nunber and resource nanes/

| ocations within a group. Al CoAP group conmuni cation requests MJST
be sent using a port nunber according to one of bel ow options:

1. A pre-configured port nunber. The pre-configuration nechani sm
MUST ensure that the sane port nunber is pre-configured across
all endpoints in a group and across all CoAP clients perforning
the group requests.

2. If the client is configured to use service discovery including
port discovery, it uses a port nunber obtained via a service
di scovery | ookup operation for the targeted CoAP group

3. Use the default CoAP UDP port (5683).

For a CoAP server node that supports resource discovery, the default

port 5683 MJST be supported (Section 7.1 of [I-D.ietf-core-coap]) for
the "Al'l CoAP Nodes" group
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Al'l CoAP group comruni cati on requests SHOULD operate on group URI
paths in one of the follow ng ways:

1. Pre-configured group URI paths, if available. The pre-
configuration nechani sm SHOULD ensure that these paths are pre-
configured across all CoAP servers in a group and all CoAP
clients perform ng the group requests. Note that
[I-D.ietf-appsawg-uri-get-off-my-lawn] prescribes that any
speci fication nust not constrain, define structure or senantics
for any path conponent.

2. If the client is configured to use default CoRE resource
di scovery, it uses URl paths retrieved froma "/.well-known/core"
| ookup on a group nmenber. The URI paths the client will use MJST
be known to be available also in all other endpoints in the
group. The URI path configuration nechani smon servers MJST
ensure that these URIs (identified as being supported by the
group) are configured on all group endpoints.

3. If the client is configured to use another form of service
di scovery, it uses group URI paths from an equival ent service
di scovery | ookup which returns the resources supported by al
group nenbers

4. If the client has received a group URI through a previous RESTful
interaction with a trusted server it can use this URI in a CoAP
group comuni cation request. For exanple, a commi ssioning too
may instruct a sensor device in this way to which target group
(group URI) it should report sensor events.

2.4. RESTful Methods

| denpot ent CoAP RESTful methods (i.e., GET, PUT, and DELETE) SHOULD
be used for group comrunication, with one exception as follows. A
non-i denpot ent CoAP nethod (i.e., POST) MAY be used for group

communi cation if the resource being POSTed to has been designed to
cope with the unreliable and lossy nature of IP nulticast. Note that
not all group nmenmbers are guaranteed to receive the IP nulticast
request, and the sender cannot readily find out which group nmenbers
did not receive it.

2.5. Request and Response Mde
Al'l CoAP requests that are sent via IP multicast MJST be Non-
confirmable. The Message IDin an IP nulticast CoAP nessage is used

for optional nessage deduplication as detailed in Section 4.5 of
[I-D.ietf-core-coap].
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A server MAY send back a unicast response to the CoAP group

communi cati on request (e.g., response "2.05 Content" to a group GET
request). The unicast responses received by the CoAP client nmay be a
m xture of success (e.g., 2.05 Content) and failure (e.g., 4.04 Not
Found) codes depending on the individual server processing results.
Detail ed processing rules for | P nmulticast request acceptance and

uni cast response suppression are given in Section 2.8.

A CoAP request sent over IP multicast and any unicast response nust
take into account the congestion control rules defined in
Section 2.9.

The CoAP client can distinguish the origin of multiple server
responses by source I P address of the UDP message containing the CoAP
response, or any other available unique identifier (e.g. contained in
the CoAP payload). |In case a CoAP client sent nultiple group
requests, the responses are as usual nmatched to a request using the
CoAP Token.

6. Menber Discovery

CoAP Groups, and the nenbership of these groups, can be discovered
via the |l ookup interfaces in the Resource Directory (RD) defined in
[I-D.ietf-core-resource-directory]. An exanple of doing sone of
these RD | ookups is given in Section 3.6.

7. Menbership Configuration
7.1. Background

The group nmenbership of a CoAP endpoint may be configured in one of
the following ways. First, the group menbership rmay be pre-
configured before node depl oynent. Second, a node may be progranmed
to discover (query) its group nmenbership using a specific service

di scovery neans. Third, it may be configured by another node (e.g.
a conmi ssi oni ng device).

In the first case, the pre-configured group information rmay be either
an | P nulticast address or a hostnane (FQDN) which is resolved |ater
(during operation) to an IP nulticast address by the endpoint using
DNS (i f supported).

For the second case, a CoAP endpoint may | ook up its group nenbership
usi ng techni ques such as DNS-SD and Resource Directory
[I-D.ietf-core-resource-directory]. The latter case is detailed nore
in Section 3.6.
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In the third case, typical in scenarios such as building control, a
dynani ¢ commi ssioning tool determ nes to which group a sensor or
actuat or node belongs, and wites this information to the node, which
can subsequently join the correct IP nulticast group on its network
interface. The information witten nay again be an I P nulticast
address or a hostnane.

2.7.2. Menbership Configuration RESTful Interface

To achieve better interoperability between endpoints fromdifferent
manuf acturers, an OPTI ONAL CoAP nenbershi p configurati on RESTf ul
interface for configuring endpoints with relevant group information
is described here. This interface provides a solution for the third
case nmentioned above. To access this interface a client MJST use
uni cast CoAP net hods ( GET/ PUT/ POST/ DELETE) only as it is a nethod of
configuring group information in individual endpoints.

Al so, a formof authorization (rmaking use of DTLS-secured CoAP
[I-D.ietf-core-coap]) SHOULD be used such that only authorized
controllers are allowed by an endpoint to configure its group
menber shi p.

It is inportant to note that other approaches may be used to
configure CoAP endpoints with relevant group information. These

al ternat e approaches may support a subset or superset of the

menber ship configurati on RESTful interface described in this
docunent. For exanple, a sinmple interface to just read the endpoint
group information may be inplenented via a classical Managenent

I nformation Base (M B) approach (e.g. follow ng approach of

[ RFC3433]) .

2.7.2.1. CoAP-G oup Resource Type and Media Type

CoAP endpoi nts inplenenting the nmenbership configuration RESTf ul
i nterface MJUST support the CoAP group configuration Internet Media
Type "application/ coap-group+json" (Section 6.2).

A resource offering this representation can be annotated for direct
di scovery [RFC6690] using the resource type (rt) "core.gp" where "gp"
is shorthand for "group" (Section 6.1). An authorized client uses
this nmedia type to query/ manage group nenbership of a CoAP endpoi nt
as defined in the follow ng subsections.

The group configuration resource and its sub-resources have a JSO\-
based content format (as indicated by the "application/coap-

group+j son" nedia type). The resource includes zero or nore group
menbership JSON objects in a format as defined in Section 2.7.2.4. A
group nenbership JSON obj ect contains one or nore key/value pairs as
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defined below. It represents a single IP nulticast group nenbership
for the CoAP endpoint.

Exanpl es of four different group nenbership objects are:

{ "n": "All-Devices.floorl. west. bl dg6. exanpl e. cont,
"a": "[ff15::4200:f 7fe: ed37: abcd]: 4567" }

{ "n": "sensors.fl oor2.east.bl dg6. exanpl e. cont' }

{ "n": "coap-test",
a": "224.0.1.187:56789" }

{ "a": "[ff1l5::c0a7:15:c00]" }

The OPTIONAL "n" key/value pair stands for "nanme" and identifies the
group with a hostnane, for exanple a FQDN. The OPTIONAL "a" key/
val ue pair specifies the IP nmulticast address (and optionally the
port nunber) of the group. It contains an |Pv4 address (in dotted
deci mal notation) or an | Pv6 address. The following ABNF rul e can be
used for parsing the address, referring to the definitions in
Section 6 of [I-D.ietf-core-coap] and [ RFC3986].

group-address = | Pvdaddress [ ":" port ]
[ "[" IPvbaddress "]" [":" port ]

If the port number is not provided then it is assuned to be the
default CoAP port (5683). In a response, the "a" key/value pair
SHOULD be included if the IP address is known at the tine of
generating the response, and MJUST NOT be included if unknown. |[|f the
"a" value is not provided in a request, the "n" value in the sane
group nenbershi p object SHOULD be a valid hostnane with optional port
nunber that can be translated to an IP nulticast address via DNS
resol ution, as follows:

group-nanme = host [ ":" port ]
If the port number is not provided then it is assuned to be the
default CoAP port (5683). At |east one of the "n"/"a" pairs MJIST be
gi ven per group object.
After any change on a Goup configuration resource, the endpoint MJST

effect registration/de-registration fromthe corresponding IP
mul ticast group(s) as soon as possible.
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2.7.2.2. Creating a new nulticast group nenbership (POST)

Met hod: POST
URI Tenpl ate: /{+gp}
Location-URl Tenplate: /{+gp}/{index}
URI Tenpl ate Vari abl es:
ap - Group Configuration Function Set path (nmandatory).
i ndex - Group index, SHOULD be a string of 1 or 2 al phanunerica
characters. It MJST be generated as | ocally unique.

Exanpl e:
Req: POST /coap-group
Content - Format : appl i cati on/ coap- group+j son
{ "n": "Al'l -Devices.floorl.west.bldg6.exanple.cont,
a": "[ff15::4200:f7fe: ed37: abcd]: 4567" }
Res: 2.01 Created
Locati on-Pat h: /coap-group/12

For the 'gp’ variable it is recomended to use the path "coap-group”
by default. |If the "a" key/value pair is given, this takes priority
and the "n" pair becones informational. |If only the "n" pair is

gi ven, the CoAP endpoint may perform DNS resolution (if supported) to
obtain the IP nulticast address fromthe hostnane.

After any change on a G oup configuration resource, the endpoint MJST
effect registration/de-registration fromthe corresponding |IP

mul ticast group(s) as soon as possible. Wen a PCST payl oad contains
in"a" an IP nulticast address to which the endpoint is already
subscri bed, no change to that subscription is needed.

2.7.2.3. Deleting a single group nenbership (DELETE)

Met hod: DELETE
URI Tenpl ate: {+l ocation}
URI Tenpl ate Vari abl es:
| ocation - The Location-Path returned by the CoAP server as a result
of a successful group creation

Exanpl e:
Req: DELETE /coap-group/ 12
Res: 2.02 Del eted

2.7.2.4. Reading all group nenberships at once (GET)
A (unicast) GET on the CoAP-group resource returns a JSON obj ect
containing nmultiple keys and val ues, the keys being group indices and

the val ues the correspondi ng group objects. Each group object is a
group nenbership JSON object that indicates one IP nulticast group
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menbership. So, the group index is used as a JSON key to point to
the group nmenbership object, as shown bel ow

Met hod: GET
URI Tenpl ate: /{+gp}
URI Tenpl ate Vari abl es:
gp - see earlier definition

Exanpl e:
Req: GET /coap-group
Res: 2. 05 Content
Content - Fornmat: application/ coap-group+json
"8" :{ "a": "[ff1b::4200:f7fe:ed37: 14cal" },
"11":{ "n": "sensors.fl oor1.west. bl dg6. exanpl e. cont',
a": "[ff15::4200:f7fe:ed37: 25ch]" },
"12":{ "n": "All-Devices.floorl. west.bldg6. exanpl e. cont,
"a": "[ffl5::4200:f7fe:ed37: abcd]: 4567" }

}

Note: the returned | Pv6 address may be a different string fromthe
one originally submtted in group nmenbership creation, due to
different choices in IPv6 string representation formatting that may
be allowed for the same address (see [ RFC5952]).

2.7.2.5. Reading a single group nenbership (CGET)

Met hod: GET
URI Tenplate 1: {+l ocation}
URI Tenpl ate 2: /{+gp}/{i ndex}
URI Tenpl ate Vari abl es:
| ocation, gp, index - see earlier definitions

Exanpl e:
Req: GET /coap-group/ 12
Res: 2. 05 Content
Content-Fornat: application/coap-group+json
{"n": "AI-Devices.floorl. west.bl dg6. exanpl e. cont,
"a": "[ff15::4200:f7fe: ed37: abcd]: 4567"}

2.7.2.6. Creating/updating all group nenberships at once (PUT)

A (unicast) PUT with a group configuration nmedia type as payload will
replace all current group nmenberships in the endpoint with the new
ones defined in the PUT request. This operation SHOULD only be used
to del ete or update group nenbership objects for which the CoAP
client, invoking this operation, is responsible. The responsibility
is based on application | evel know edge. For exanple, a
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conmi ssioning tool will be responsible for any group nenbership
objects that it created.

Met hod: PUT
URI Tenpl ate: /{+gp}
URI Tenpl ate Vari abl es:
gp - see earlier definition

Exanpl e: (replacing all existing group nenberships with two new groups)
Req: PUT /coap-group
Content-Fornat: application/coap-group+json
{ "1":{ "a": "[ff15::4200:f7fe:ed37:1234]" },
2" { "a": "[ffl1l5::4200:f7fe:ed37:5678]" }

}
Res: 2.04 Changed

Exanpl e: (clearing all group nenberships at once)
Req: PUT /coap-group
Content - Format: appli cati on/ coap-group+j son

{}
Res: 2.04 Changed

After a successful PUT on the Goup configuration resource, the
endpoi nt MUST effect registration to any new | P nul ti cast group(s)
and de-registration fromany previous |IP nulticast group(s), i.e. not
anynore present in the new nenberships, as soon as possible. Also it
MUST take into account the group indices present in the new resource
during the generation of any new unique group indices in the future.

2.7.2.7. Updating a single group nenbership (PUT)

A (unicast) PUT with a group nenbership JSON object will replace an
exi sting group menbership in the endpoint with the new one defined in
the PUT request. This can be used to update the group nenbership.

Met hod: PUT
URI Tenplate 1: {+l ocation}
URI Template 2: /{+gp}/{i ndex}
URI Tenmpl ate Vari abl es:
| ocation, gp, index - see earlier definitions

Exanpl e: (group nane and | P nulticast port change)
Req: PUT /coap-group/ 12
Cont ent - Format : appl i cati on/ coap- group+j son
{"n": "Al-M-Devices.floorl. west.bl dg6. exanpl e. cont,
"a": "[ffl15::4200:f7fe: ed37: abcd] "}
Res: 2.04 Changed
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After a successful PUT on the Goup configuration resource, the
endpoi nt MUST effect registration to any new | P nul ti cast group(s)
and de-registration fromany previous IP nmulticast group(s), i.e. not
anynore present in the new nenbership, as soon as possi bl e.

2.8. Request Acceptance and Response Suppression Rul es

CoAP [I-D.ietf-core-coap] and CoRE Link Format [RFC6690] define
normati ve behaviors for

1. |IP nmulticast request acceptance - in which cases a CoAP request
is accepted and executed, and when not.

2. IP nulticast response suppression - in which cases the CoAP
response to an al ready-executed request is returned to the
requesting endpoi nt, and when not.

A CoAP response differs froma CoAP ACK; ACKs are never sent by
servers in response to an I P multicast CoAP request. This section
first summari zes these normati ve behaviors and then presents

addi tional guidelines for response suppression. Also a nunber of IP
mul ti cast exanple applications are given to illustrate the overal
appr oach.

To apply any rules for request and/or response suppression, a CoAP
server must be aware that an inconming request arrived via IP
mul ti cast by maki ng use of APIs such as | PV6_RECVPKTI NFO [ RFC3542] .

For I P nmulticast request acceptance, the REQU RED behavi ors are:

0 A server SHOULD NOT accept an IP multicast request that cannot be
"aut henticated"” in some way (cryptographically or by some
mul ticast boundary limting the potential sources)
[I-D.ietf-core-coap]. See Section 5.3 for exanples of nulticast
boundary limting methods.

0 A server SHOULD NOT accept an IP multicast discovery request with
a query string (as defined in CoRE Link Format [RFC6690]) if
filtering ([ RFC6690]) is not supported by the server

0 A server SHOULD NOT accept an IP multicast request that acts on a
specific resource for which I P nmulticast support is not required.

(Note that for the resource "/.well-known/core", IP nulticast
support is required if "multicast resource discovery" is supported
as specified in section 1.2.1 of [RFC6690]). Inplenenters are

advised to disable IP nulticast support by default on any other
resource, until explicitly enabled by an application or by
configuration.)
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0 Oherwi se accept the IP nulticast request.
For I P multicast response suppression, the REQU RED behaviors are:

0 A server SHOULD NOT respond to an IP nulticast discovery request
if the filter specified by the request’s query string does not
mat ch.

0 A server MAY choose not to respond to an IP nulticast request, if
there’s nothing useful to respond (e.g., error or enpty response).

0 Oherwi se respond to the I P multicast request.

The above response suppression behaviors are conpl enmented by the
foll owi ng gui delines. CoAP servers SHOULD i npl ement configurable
response suppression, enabling at | east the foll owi ng options per
resource that supports IP nmulticast requests:

0 Suppression of all 2.xx success responses;

0 Suppression of all 4.xx client errors;

0 Suppression of all 5.xx server errors;

0 Suppression of all 2.05 responses with empty payl oad.

A nunmber of CoAP group conmmuni cati on exanpl e applications are given
below to illustrate how to make use of response suppression

0 CoAP resource discovery: Suppress 2.05 responses with enpty
payl oad and all 4.xx and 5.xx errors.

o Lighting control: Suppress all 2.xx responses after a lighting
change conmand

o0 Update configuration data in a group of devices using group
comruni cati on PUT: No suppression at all. The client uses
coll ected responses to identify which group nmenbers did not
recei ve the new configuration; then attenpts using CoAP CON
uni cast to update those specific group nenbers. Note that in this
case the client inplenents a "reliable group comunication" (as
defined in Section 1.3) function using additional, non-
standardi zed functions above the CoAP | ayer

o IP nulticast firnmware update by sending bl ocks of data: Suppress

all 2.xx and 5.xx responses. After having sent all IP nulticast
bl ocks, the client checks each endpoint by unicast to identify
whi ch data bl ocks are still nissing in each endpoint.
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o Conditional reporting for a group (e.g., sensors) based on a group
URI query: Suppress all 2.05 responses with enpty payload (i.e.
if a query produces no matching results).

Congestion Contro

CoAP group conmuni cation requests may result in a nultitude of
responses fromdifferent nodes, potentially causing congestion
Therefore both the sending of IP nmulticast requests, and the sending
of the unicast CoAP responses to these nulticast requests should be
conservatively controll ed

CoAP [I-D.ietf-core-coap] reduces IP multicast-specific congestion
ri sks through the foll owi ng neasures:

0 A server MAY choose not to respond to an IP nmulticast request if
there’s nothing useful to respond (e.g., error or enpty response).
See Section 2.8 for nore detail ed guidelines on response
suppr essi on.

0 A server SHOULD limt the support for IP nmulticast requests to
specific resources where nulticast operation is required.

0 An IP nulticast request MJST be Non-confirmable.

0 A response to an IP multicast request SHOULD be Non-confirmabl e
(Section 5.2.3 of [I-D.ietf-core-coap]).

0 A server does not respond inmediately to an | P nulticast request,
but SHOULD first wait for a time that is randomy picked within a
predetermined tinme interval called the Leisure.

Addi tional guidelines to reduce congestion risks defined in this
docunent are:

0 A server in an LLN should only support group comunication GET for
resources that are small. For exanple, the payload of the
response is limted to approximtely 5% of the IP Maxi num Transmit
Unit (MIU) size so it fits into a single link-layer frane in case
6LOWPAN [ RFC4944] is used.

0 A server can mininize the payload length in response to a group
conmuni cation GET on "/.well-known/core" by using hierarchy in
arranging |ink descriptions for the response. An exanple of this
is given in Section 5 of [RFC6690].

0 A server can also mininize the payload length of a response to a
group comuni cation GET (e.g., on "/.well-known/core") using CoAP
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bl ockwi se transfers [I-D.ietf-core-block], returning only a first
bl ock of the CoRE Link Format description. For this reason, a
CoAP client sending an IP multicast CoAP request to "/.well-known/
core" SHOULD support core-bl ock.

0o Aclient should use CoAP group comruni cation with the small est
possible I P nulticast scope that fulfills the application needs.
As an exanple, site-local scope is always preferred over globa
scope P nulticast if this fulfills the application needs.

More guidelines specific to use of CoAP in 6LOWPAN networ ks [ RFC4944]
are given in Section 4.5.

2.10. Proxy Operation

CoAP [I-D.ietf-core-coap] allows a client to request a forward-proxy
to process its CoAP request. For this purpose the client either
specifies the request group URI as a string in the Proxy-URl option
or it specifies the Proxy-Schene option with the group UR
constructed fromthe usual Ui-* options. This approach works well
for unicast requests. However, there are certain issues and
limtations of processing the (unicast) responses to a CoAP group
communi cati on request nmade in this manner through a proxy.

A proxy may buffer all the individual (unicast) responses to a CoAP
group comuni cation request and then send back only a single
(aggregated) response to the client. However there are sone issues
with this aggregation approach:

0 Aggregation of (unicast) responses to a CoAP group conmuni cation
request in a proxy is difficult. This is because the proxy does
not know how many nenbers there are in the group, or how many
group nenbers will actually respond. Also the proxy does not know
how long to wait before deciding to send back the aggregated
response to the client.

o0 There is no default format defined in CoAP for aggregation of
mul tiple responses into a single response.

Alternatively, if a proxy follows directly the specification for a
CoAP Proxy [I-D.ietf-core-coap], the proxy would sinply forward all
the individual (unicast) responses to a CoAP group conmuni cation
request to the client (i.e., no aggregation). There are also issues
with this approach:

o The client may be confused as it nmay not have known that the

Proxy-URlI contained a group URI target. That is, the client may
be expecting only one (unicast) response but instead receives
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3.

mul tiple (unicast) responses potentially leading to fault
conditions in the application.

o Each individual CoAP response will appear to originate (IP Source
address) fromthe CoAP Proxy, and not fromthe server that
produced the response. This nmakes it inpossible for the client to
identify the server that produced each response

Due to above issues, a guideline is defined here that a CoAP Proxy
SHOULD NOT support processing an | P nulticast CoAP request but rather
return a 501 (Not Inplenented) response in such case. The exception
case here (i.e., to process it) is allowed under follow ng

condi tions:

0 The CoAP Proxy MJST be explicitly configured (whitelist) to allow
proxied IP nmulticast requests by specific client(s).

0 The proxy SHOULD return individual (unicast) CoAP responses to the
client (i.e., not aggregated). The exception case here occurs
when a (future) standardized aggregation format i s being used.

o It MJUST be known to the person/entity doing the configuration of
the proxy, or otherwise verified in some way, that the client
configured in the whitelist supports receiving nmultiple responses
to a proxied unicast CoAP request.

11. Exceptions

CoAP group commruni cation using IP nmulticast offers inproved network
efficiency and | atency anongst other benefits. However, group
communi cati on may not always be inplementable in a given network.
The primary reason for this will be that IP multicast is not (fully)
supported in the network.

For exanple, if only the RPL protocol [RFC6550] is used in a network
with its optional nmulticast support disabled, there will be no IP

mul ticast routing at all. The only nulticast that works in this case
is link-l1ocal IPv6 multicast. This inplies that any CoAP group
communi cati on request will be delivered to nodes on the |ocal |ink

only, regardless of the scope value used in the | Pv6 destination
addr ess.

Use Cases and Correspondi ng Protocol Flows
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3.1. Introduction

The use of CoAP group conmunication is shown in the context of the
following two use cases and correspondi ng protocol flows:

o Discovery of RD[I-D.ietf-core-resource-directory]: discovering
the | ocal CoAP RD which contains links to resources stored on
ot her CoAP servers [ RFC6690].

o Lighting Control: synchronous operation of a group of
| Pv6-connected lights (e.g., 6LOWPAN [ RFC4944] |ights).

3.2. Network Configuration

To illustrate the use cases we define two | Pv6 network
configurations. Both are based on the topology as shown in Figure 1.
The two configurations using this topol ogy are:

1. Subnets are 6LOWPAN networks; the routers Rtr-1 and Rtr-2 are
6LoWPAN Bor der Routers (6LBRs, [RFC6775]).

2. Subnets are Ethernet links; the routers Rir-1 and Rtr-2 are
mul ti cast - capabl e Et hernet routers.

Both configurations are further specified by the follow ng:

o Alarge room (RoomA) with three lights (Light-1, Light-2
Light-3) controlled by a Light Switch. The devices are organi zed
into two subnets. In reality, there could be nore lights (up to
several hundreds) but these are not shown for clarity.

o Light-1 and the Light Switch are connected to a router (Rtr-1).
o0 Light-2 and the Light-3 are connected to another router (Rtr-2).

0 The routers are connected to an | Pv6 network backbone which is
al so multicast enabled. In the general case, this neans the
net wor k backbone and Rir-1/Rtr-2 support a PIM based mul ticast
routing protocol, and Milticast Listener Di scovery (MD) for
form ng groups.

o A CoAP RD is connected to the network backbone.

0 The DNS server is optional. |If the server is there (connected to
the networ k backbone) then certain DNS based features are
avail able (e.g., DNS resolution of hostnane to IP nulticast
address). |If the DNS server is not there, then different
provi sioning of the network is required (e.g., |IP multicast
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(0]

addresses are hard-coded into devices, or nanually configured, or
obt ai ned via a service discovery nethod).

A Controller (CoAP client) is connected to the backbone, which is
abl e to control various building functions including |ighting.
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Figure 1: Network Topol ogy of a Large Room (Room A)
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3.3. Discovery of Resource Directory

The protocol flow for discovery of the CoAP RD for the given network
(of Figure 1) is shown in Figure 2

o Light-2 is installed and powered on for the first tine.

o Light-2 will then search for the | ocal CoAP RD by sending out a
group comuni cation GET request (with the "/.well-known/
core?rt=core.rd" request URI) to the site-local "All CoAP Nodes"
mul ti cast address (FFO5:::FD).

o This multicast nmessage will then go to each node in subnet-2
Rtr-2 will then forward it into to the Network Backbone where it
will be received by the CoAP RD. Al other nodes in subnet-2 wll
i gnore the group comunication GET request because it is qualified
by the query string "?rt=core.rd" (which indicates it should only
be processed by the endpoint if it contains a resource of type
"core.rd").

o0 The CoAP RD will then send back a unicast response containing the
requested content, which is a CoRE Link Format representation of a
resource of type "core.rd".

0o Note that the flowis shown only for Light-2 for clarity. Sinilar
flows will happen for Light-1, Light-3 and the Light Switch when
they are first installed.

The CoAP RD nay al so be di scovered by other neans such as by assumi ng
a default location (e.g., on a 6LBR), using DHCP, anycast address,
etc. However, these approaches do not invoke CoAP group

communi cati on so are not further discussed here. (See
[I-D.ietf-core-resource-directory] for nore details).

For other discovery use cases such as discovering |ocal CoAP servers,
services or resources, CoAP group comruni cati on can be used in a
simlar fashion as in the above use case. For exanple, Link-Loca
(LL), admin-local or site-local scoped discovery can be done this
way.
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Figure 2: Resource Directory Discovery via Milticast Request

3.4. Lighting Control

The protoco

flow for a building automation lighting contro

scenari o

for the network (Figure 1) is show in Figure 3. The network is
assuned to be in a 6LOWPAN configuration. Also, it is assuned that
the CoAP servers in each Light are configured to suppress CoAP
responses for any IP multicast CoAP requests related to lighting
control. (See Section 2.8 for nore details on response suppression

by a server.)

In addition,

Fi gure 4 shows a protocol flow exanple for the

case that

servers do respond to a lighting control IP multicast request with

(uni cast) CoAP NON responses.

There are two success responses and

one 5.00 error response. |In this particular case, the Light Switch
does not check that all Lights in the group received the IP

request by exam ning the responses.

mul ti cast

This is because the Light Switch

is not configured with an exhaustive list of the |P addresses of al
Li ghts belonging to the group. However, based on received error

responses it could take additiona
alerting the user via its LCD display.
delivered nultiple tinmes to a Light,

be filtered out as duplicates, based on the CoAP Message |D.
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Reliability of IP nulticast is not guaranteed. Therefore, one or
more lights in the group may not have received the CoAP contro
request due to packet loss. In this use case there is no detection
nor correction of such situations: the application |ayer expects that
the IP multicast forwarding/routing will be of sufficient quality to
provi de on average a very high probability of packet delivery to al
CoAP endpoints in an IP rmulticast group. An exanple protocol to
acconplish this using random zed retransm ssion is the MPL forwarding
protocol for LLNs [I-D.ietf-roll-trickle-ntast].

We assune the foll owi ng steps have already occurred before the
illustrated fl ows:

1. Startup phase: 6LoWPANs are fornmed. |Pv6 addresses assigned to
all devices. The CoAP network is forned

2. Network configuration (application-independent): 6LBRs are
configured with I P nulticast addresses, or address blocks, to
filter out or to pass through to/fromthe 6LOWPAN

3. Conmi ssioni ng phase (application-related): The IP nulticast
address of the group (Roont A-Lights) has been configured in all
the Lights and in the Light Switch.

4. As an alternative to the previous step, when a DNS server is
avail abl e, the Light Switch and/or the Lights have been
configured with a group hostnane which each nodes resolves to the
above I P nulticast address of the group.

Note for the Commi ssioning phase: the switch's 6LOWPAN CoAP sof t war e
stack supports sending unicast, nulticast or proxied unicast CoAP
requests, including processing of the nultiple responses that may be
generated by an I P nulticast CoAP request.
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Li ght Net wor k
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Figure 4: Lights (Optionally) Respond to Miulticast CoAP Request

Anot her, but simlar, lighting control use case is shown in Figure 5.
In this case a controller connected to the Network Backbone sends a
CoAP group communi cation request to turn on all lights in Room A

Every Light sends back a CoAP response to the Controller after being
turned on.
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Net wor k
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Figure 5: Controller On Backbone Sends Miulticast Control Message
3.5. Lighting Control in MD Enabl ed Network

The use case of previous section can also apply in networks where
nodes support the M.D protocol [RFC3810]. The Lights then take on
the role of M.Dv2 listener and the routers (Rtr-1, Rr-2) are M.Dv2
Routers. In the Ethernet based network configuration, MD nay be
avail able on all involved network interfaces. Use of MD in the
6LoWPAN based configuration is also possible, but requires M.D
support in all nodes in the 6LOWPAN. In current 6LOWPAN

i mpl ementations, M.D is however not supported.

The resulting protocol flowis shown in Figure 6. This flowis

executed after the comm ssioning phase, as soon as Lights are
configured with a group address to listen to. The (unicast) MD
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3.

6.

Reports may require periodic refresh activity as specified by the M.D
protocol. In the figure, LL denotes Link Local communicati on.

After the shown sequence of M.D Report nessages has been execut ed,
both Rtr-1 and Rtr-2 are automatically configured to forward IP
mul ticast traffic destined to Room A-Lights onto their connected
subnet. Hence, no manual Network Configuration of routers, as
previously indicated in Section 3.4, is needed anynore.

Li ght Net wor k
Li ght-1 Li ght-2 Li ght-3 Swi t ch Rr-1 Rtr-2 Backbone
I I I I I
I I I I
| | | |
M.D Report: Join [ [ [
G oup (Room A-Lights) | |
I

M.D Report: Join
G oup (Room A-Lights)
---LL---->---LL---->

[
[
[
-
—
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
V
—— — — — e —— —_———_— —y

M.D Report: Join
G oup (Room A-Lights

I
|
M.D Report: Join | |
G oup (Roonm A-Lights) [
I
I

I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
I
I I I
| | MLD Report: Join |
| | G oup (Room A-Lights)]
| | <--LL----- +---LL---->]
I I I I
I I I I

Figure 6: Joining Lighting Goups Using M.D
Conmi ssi oni ng the Network Based On Resource Directory

This section outlines how devices in the lighting use case (both
Swi t ches and Lights) can be conm ssioned, naking use of Resource
Directory [I-D.ietf-core-resource-directory] and its group
configuration feature.

Once the Resource Directory (RD) is discovered, the Switches and
Li ghts need to be discovered and their groups need to be defined.
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For the conmi ssioning of these devices, a conmissioning tool can be
used that defines the entries in the RD. The commi ssioning tool has
the authority to change the contents of the RD and the Light/Swtch
nodes. DTLS based security is used by the conmi ssioning tool to
nodi fy operational data in RD, Switches and Lights.

In our particular use case, a group of three lights is defined with
one I P multicast address and hostnane

"Room A- Li ghts. fl oor 1. west . bl dg6. exanpl e. conf. The conmi ssi oni ng
tool has a list of the three lights and the associated IP nulticast
address. For each light in the list the tool learns the | P address
of the light and instructs the RD with three (unicast) POST commands
to store the endpoints associated with the three lights as prescribed
by the RD specification [I-D.ietf-core-resource-directory]. Finally
the conmi ssioning tool defines the group in the RD to contain these
three endpoints. Also the conmm ssioning tool wites the IP nulticast
address in the Light endpoints with, for exanple, the (unicast) POST
conmand di scussed in Section 2.7.2.2.

The light switch can discover the group in RD and thus learn the IP
mul ti cast address of the group. The light switch will use this
address to send CoAP group comuni cation requests to the nenbers of
the group. Wen the nessage arrives the Lights should recognize the
I P nmulticast address and accept the nessage.

4. Depl oynment Cui delines

This section provides guidelines how IP nulticast based CoAP group
communi cati on can be depl oyed in various network configurations.

4.1. Target Network Topol ogi es

CoAP group communi cati on can be depl oyed in various network
topologies. First, the target network may be a traditional IP
network, or a LLN such as a 6LoOWPAN network, or consist of mnixed
traditional/constrai ned network segnents. Second, it may be a single
subnet only or nulti-subnet; e.g., multiple 6LOWPAN networks joi ned
by a single backbone LAN. Third, a wireless network segnent may have

all its nodes reachable in a single IP hop (fully connected), or it
may require nmultiple IP hops for sone pairs of nodes to reach each
ot her.

Each topol ogy may pose different requirenments on the configuration of
routers and protocol (s), in order to enable efficient CoAP group
communi cation. To enable all the above target network topol ogies, an
i mpl ement ati on of CoAP group conmuni cation needs to all ow

1. Routing/forwarding of IP nulticast packets over nultiple hops
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2. Routing/forwarding of IP nulticast packets over subnet boundaries
between traditional and constrained (e.g. LLN) networks.

The remai nder of this section discusses solutions to enable both
f eat ures.

4.2. Networks Using the M.D Protocol

CoAP nodes that are IP hosts (i.e., not IP routers) are generally
unaware of the specific IP rmulticast routing/forwarding protoco
bei ng used. Wen such a host needs to join a specific (CoAP)

mul ticast group, it requires a way to signal to IP nulticast routers
which IP nulticast traffic it wants to receive

The Multicast Listener Discovery (MD) protocol [RFC3810] (see
Appendix A) is the standard | Pv6 nethod to achieve this; therefore
this approach should be used on traditional |IP networks. CoAP server
nodes would then act in the role of M.D Miulticast Address Listener

The guidelines from[RFC6636] on tuning of M.D for nobile and

wirel ess networks may be useful when inplenenting MLD in LLNs.
However, on LLNs and 6LoWPAN networks the use of M.D may not be
feasible at all due to constraints on code size, nenory, or network
capacity.

4.3. Networks Using RPL Multicast Wthout M.D

It is assuned in this section that the M.D protocol is not

i npl emented in a network, for exanple due to resource constraints.
The RPL routing protocol (see Section 12 of [RFC6550]) defines the
advertisenent of IP nulticast destinations using DAO nessages and
routing of multicast |1 Pv6 packets based on this. It requires the RPL
Mode of Operation (MOP) to be 3 (Storing Mbde with mnul ticast
support).

Hence, RPL DAO can be used by CoAP nodes that are RPL Routers, or are
RPL Leaf Nodes, to advertise IP multicast group nmenbership to parent
routers. Then, the RPL protocol is used to route |IP multicast CoAP
requests over nmultiple hops to the correct CoAP servers.

The sane DAO nechani sm can be used to convey IP nulticast group
menbership information to an edge router (e.g., 6LBR), in case the
edge router is also the root of the RPL DODAG This is usefu
because the edge router then learns which IP nmulticast traffic it
needs to pass through fromthe backbone network into the LLN subnet.
In 6LOVWPAN networ ks, such selective "filtering" helps to avoid
congestion of a 6LOWPAN subnet by IP nulticast traffic fromthe
traditi onal backbone | P network
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4. 4. Networks Using MPL Forwarding Wthout M.D

The MPL forwarding protocol [I-D.ietf-roll-trickle-nctast] can be used
for propagation of IPv6 nulticast packets to all MPL Forwarders
within a predefined network domain, over nmultiple hops. ML is
designed to work in LLNs. In this section it is again assuned that
Mul ticast Listener Discovery (MD) is not inplenented in the network,
for exanple due to resource limtations in an LLN

The purpose of MPL is to let a predefined group of Forwarders
collectively work towards the goal of distributing an I Pv6 nulticast
packet throughout an MPL Dormin. (A Forwarder node nmay be associ ated
to nmultiple MPL Domains at the sane tinme.) So it would appear there
is no need for CoAP servers to advertise their multicast group
menber shi p, since any IP nulticast packet that enters the MPL Domain
is distributed to all MPL Forwarders w thout regard to what nulticast
addresses the individual nodes are |istening to.

However, if an IP nulticast request originates just outside the MPL
Domai n, the request will not be propagated by MPL. An exanpl e of
such a case is the network topology of Figure 1 where the Subnets are
6LoWPAN subnets and per 6LoOoWPAN subnet one Real m Loca
([1-D.drons-6man-nul ti cast-scopes]) MPL Donmain is defined. The
backbone network in this case is not part of any MPL Donain.

This situation can beconme a problemin building control use cases.

For exanple, when the Controller Cdient needs to send a single IP

mul ticast request to the group Room A-Lights. By default, the
request would be blocked by Rtr-1 and by Rtr-2, and not enter the
Real m Local MPL Donmi ns associated to Subnet-1 and Subnet-2. The
reason is that Rtr-1 and Rtr-2 do not have the know edge that devices
in Subnet-1/2 want to listen for |IP packets destined to IP nulticast
group Room A-Lights.

To sol ve the above issue, the follow ng solutions could be applied:

1. Extend the MPL Domain. E.g. in above exanple, include the
Net wor k Backbone to be part of each of the two MPL Domains. O
in above exanple, create just a single MPL Domain that includes
bot h 6LOoWPAN subnets plus the backbone Iink, which is possible
since MPL is not tied to a single link-layer technol ogy.

2. Manual configuration of edge router(s) as MPL Seed(s) for
specific IP nmulticast traffic. E. g. in above exanple, first
configure Rir-1 and Rtr-2 to act as M.D Address Listeners for the
Room A-Lights I P nulticast group. This step allows any (other)
routers on the backbone to |learn that at |east one node on the
backbone link is interested to receive any IP nmulticast traffic
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to Room A-Lights. Second, configure both routers to "inject" any
I P multicast packets destined to group Room A-Lights into the
(Real m Local) MPL Domain that is associated to that router

Third, configure both routers to propagate any |Pv6 nulticast
packets originating fromwi thin their associated MPL Donain to

t he backbone, if at |east one node on the backbone has indicated
interest to receive such I Pv6 packets (for which M.D is used on

t he backbone).

3. Use an additional protocol/nmechanismfor injection of IP
mul ticast traffic fromoutside an MPL Domain into that MPL
Domai n, based on | P nmulticast group subscriptions of Forwarders
within the MPL Domain. Such protocol is currently not defined in
[I-D.ietf-roll-trickle-ntast].

Concl udi ng, MPL can be used directly in case all sources of IP
mul ti cast CoAP requests (CoAP clients) and also all the destinations
(CoAP servers) are inside a single MPL Domai n. Then, each source
node acts as an MPL Seed. |In all other cases, MPL can only be used
with additional protocols and/or configuration on how IP multicast
packets can be injected fromoutside into an MPL Domai n.

4.5, 6LOWPAN Specific Cuidelines for the 6LBR

To support nulti-subnet scenarios for CoAP group communication, it is
recomended that a 6LoWPAN Border Router (6LBR) will act in an M.D
Router role on the backbone link. |If this is not possible then the
6LBR shoul d be configured to act as an MLD Mul ti cast Address Listener
(see Appendi x A) on the backbone |ink

5. Security Considerations
This section describes the relevant security configuration for CoAP
group comunication using IP rmulticast. The threats to CoAP group
communi cation are also identified and various approaches to nitigate
these threats are sumari zed

5.1. Security Configuration

As defined in [I-D.ietf-core-coap], CoAP group conmmunication based on
I P multicast:

0o WIIl operate in CoAP NoSec (No Security) node, until a future
group security solution is devel oped (see also Section 5.3.3).

0 MJST NOT use "coaps" schenme. That is, all group conmunication
MUST use only "coap" schene.
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5.2. Threats

Essentially the above configuration neans that there is no security
at the CoAP layer for group conmunication. This is due to the fact
that the current DTLS based approach for CoAP is exclusively unicast
oriented and does not support group security features such as group
key exchange and group authentication. As a direct consequence of
this, CoAP group conmunication is vulnerable to all attacks nentioned
in[l-Dietf-core-coap] for IP nulticast.

5.3. Threat Mtigation

The [I-D.ietf-core-coap] identifies various threat nitigation

techni ques for CoAP group comunication. In addition to those
guidelines, it is reconrended that for sensitive data or safety-
critical control, a conbination of appropriate link-1ayer security
and adm nistrative control of IP nulticast boundaries should be used.
Some exanpl es are gi ven bel ow

5.3.1. WF Scenario

In a home automation scenario (using WFi), the WFi encryption
shoul d be enabl ed to prevent rogue nodes fromjoining. The Custoner
Prem se Equi pment (CPE) that enables access to the Internet should

al so have its IP nulticast filters set so that it enforces mnulticast
scope boundaries to isolate | ocal multicast groups fromthe rest of
the Internet (e.g., as per [RFC6092]). |In addition, the scope of the
I P nmulticast should be set to be site-local or smaller scope. For
site-local scope, the CPE will be an appropriate nmulticast scope
boundary point.

5.3.2. G6LoWPAN Scenario

In a building automation scenario, a particular roomnmay have a
singl e 6LOWPAN network with a single Edge Router (6LBR). Nodes on
the subnet can use |ink-layer encryption to prevent rogue nodes from
joining. The 6LBR can be configured so that it blocks any incon ng
(6LOWPAN- bound) I P multicast traffic. Another exanple topology could
be a nmulti-subnet 6LOWPAN in a | arge conference room In this case,
t he backbone can inplenent port authentication (IEEE 802.1X) to
ensure only authorized devices can join the Ethernet backbone. The
access router to this secured network segnent can al so be configured
to bl ock incoming IP nulticast traffic.
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5.3.3. Future Evolution
In the future, to further mtigate the threats, the devel opi ng
approach for DTLS-based IP nulticast security for CoAP networks (see
[1-D. keoh-tls-multicast-security]) or sinmlar approaches should be
consi dered once they mature.

6. | ANA Consi derations

6.1. New 'core.gp Resource Type

This meno registers a new resource type (rt) fromthe CoRE Paraneters
Regi stry called 'core.gp’

(Note to ANAV RFC Editor: This registration follows the process
described in section 7.4 of [RFC6690]).

Attribute Value: core.gp

Description: Group Configuration resource. This resource is used to
query/ manage the group menbership of a CoAP server

Ref erence: See Section 2.7.2.
6.2. New 'coap-group+json’ Internet Media Type

This meno registers a new Internet Media Type for CoAP group
configuration resource called 'application/coap-group+json’

(Note to | ANA/RFC Editor: This registration foll ows the guidance from
[ RFC6839], and (Il ast paragraph) of section 12.3 of
[I-D.ietf-core-coap].

Type nane: application

Subt ype nane: coap-group+j son

Requi red paraneters: None

Optional paraneters: None

Encodi ng consi derations: 8bit UTF-8.

JSON to be represented using UTF-8 which is 8bit conpatible (and nost
efficient for resource constrained i nplenentations).

Security considerations:
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8.

Deni al of Service attacks could be perforned by constantly
(re-)setting the group configuration resource of a CoAP endpoint to
different values. This will cause the endpoint to register (or de-
register) fromthe related IP nulticast group. To prevent this it is
recommended that a form of authorization (nmaking use of DILS-secured
CoAP) be used such that only authorized controllers are allowed by an
endpoint to configure its group nmenbership.

Interoperability considerations: None

Publ i shed specification: (This |I-D when it becones an RFC)
Applications that use this nedia type:

CoAP client and server inplenentations that wish to set/read the
group configuration resource via 'application/coap-group+json

payl oad as described in Section 2.7.2.

Addi tional |nfornmation:

Magi ¢ nunber (s): None

File extension(s): *.json

Maci ntosh file type code(s): TEXT

I nt ended usage: COVMON

Restrictions on usage: None

Aut hor: CoRE WG

Change controller: |ETF
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Appendi x A.  Milticast Listener D scovery (MD)

In order to extend the scope of IP nulticast beyond |ink-1ocal scope,
an | P nulticast routing or forwarding protocol has to be active in
routers on an LLN. To achieve efficient IP nulticast routing (i.e.
avoid always flooding IP nulticast packets), routers have to |learn
whi ch hosts need to receive packets addressed to specific IP
mul ti cast destinations.

The Multicast Listener Discovery (MD) protocol [RFC3810] (or its

| Pv4 equivalent 1 GW [ RFC3376]) is today the nmethod of choice used by
an (1P multicast enabled) router to discover the presence of IP

mul ticast listeners on directly attached |inks, and to di scover which
IP nmulticast addresses are of interest to those |listening nodes. MD
was specifically designed to cope with fairly dynamc situations in
which IP nmulticast |isteners may join and | eave at any tine.

[ RFC6636] di scusses optinmal tuning of the paraneters of M.D/ I GW for
routers for nobile and wirel ess networks. These guidelines may be
useful when inplenenting M.D in LLNs.

Appendi x B. Change Log
[Note to RFC Editor: Please renmove this section before publication.]

Changes fromietf-17 to ietf-18:

0 Extensive editorial updates based on WA.C comments by Thonas
Fossati and Gengyu Wei.

0 Addressed ticket #361: Added text for single nenbership PUT
section 2.7.2.7 (Updating a single group nenbership (PUT)).
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0

Addressed ticket #360: Added text for server duties upon all-at-
once PUT section 2.7.2.6 (Creating/updating all group nenberships
at once (PUT)).

Addressed ticket #359: Fixed requirenents text for Section 2.7.2.2
(Creating a new nul ticast group nenbership (PCOST)).

Addressed ticket #358: Fixed requirenments text for Section 2.7.2.1
(CoAP- G oup Resource Type and Medi a Type).

Addressed ticket #357: Added that "IPv6 addresses of other scopes
MAY be enabl ed" in section 2.2 (G oup Definition and Nam ng).

Various editorial updates for inproved readability.

Changes fromietf-16 to ietf-17:

(0]

(0]

Added gui delines on joining of |Pv6/IPv4 "All CoAP Nodes"
mul ti cast addresses (#356).

Added MUST support default port in case nmulticast discovery is
avai | abl e.

In section 2.1 (I P Multicast Background), clarified that IP
mul ticast is not guaranteed and referenced a definition of
Rel i abl e Group Communi cati on (#355).

Added section 2.5 (Messages and Responses) to clarify how
responses are identified and how Token/MD are used in nulticast
CoAP.

In section 2.6.2 (RESTful Interface for Configuring G oup
Menber ships), clarified that group managenent interface is an
optional approach for dynam c conmm ssioning and that other
approaches can al so be used if desired.

Updated section 2.6.2 (RESTful Interface for Configuring G oup
Menber ships) to allow del etion of individual group menberships
(#354).

Various editorial updates based on comrents by Peter van der Stok.
Renoved reference to expired draft-vanderstok-core-dna at request
of its author.

Various editorial updates for inproved readability.

Changes fromietf-15 to ietf-16:
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(o]

(0]

In section 2.6.2, changed DELETE in group nanagenent interface to
a PUT with enpty JSON array to clear the list (#345).

In section 2.6.2, aligned the syntax for |P addresses to foll ow
RFC 3986 URI syntax, which is also used by coap-18. This allows
re-use of the parsing code for CoAP URIs for this purpose (#342).

Addressed some nore editorial conments provided by Carsten Bormann
in preparation for WGLC.

Various editorial updates for inproved readability.

Changes fromietf-14 to ietf-15:

(0]

(0]

In section 2.2, provided gui dance on how i npl ementers shoul d parse
URI's for group conmmunication (#339).

In section 2.6.2.1, specified that for group nmenmbership
configuration interface the "ip" (i.e. "a" paraneter) key/value is
not required when it is unknown (#338).

In section 2.6.2.1, specified that for group nmenbership
configuration interface the port configuration be defaulted to
standard CoAP port 5683, and if not default then should follow
standard notation (#340).

In section 2.6.2.1, specified that notation of |IP address in group
menbership configuration interface should follow standard notation
(#342).

In section 6.2, "coap-group+json” Media Type encoding sinplified
to just support UTF-8 (and not UTF-16 and UTF-32) (#344).

Various editorial updates for inproved readability.

Changes fromietf-13 to ietf-14:

0

0

Update to address final editorial coments fromthe Chair’s review
(by Carsten Bormann) of the draft. This included restructuring of
Section 2.6 (Configuring G oup Menberships) and Section 4

(Depl oynent Guidelines) to make it easier to read. Al so various
ot her editorial changes.

Changed "ip" field to "a" in Section 2.6 (#337)

Changes fromietf-12 to ietf-13:
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Extensive editorial updates due to comments fromthe Chair’s
review (by Carsten Bormann) of the draft. The best way to see the
changes will be to do a -Diff with Rev. 12

The technical coments fromthe Chair’s review will be addressed
ina future revision after tickets are generated and the sol utions
are agreed to on the W E-mail 1ist.

Changes fromietf-11 to ietf-12:

(0]

(0]

Renoved reference to "CoAP Ping" in Section 3.5 (G oup Menber

Di scovery) and replaced it with the nore efficient support of

di scovery of groups and group nenbers via the CORE RD as suggested
by Zach Shel by.

Various editorial updates for inproved readability.

Changes fromietf-10 to ietf-11

0

(0]

Added text to section 3.8 (Congestion Control) to clarify that a
"CoAP client sending a multicast CoAP request to /.well-known/core
SHOULD support core-bl ock" (#332).

Various editorial updates for inproved readability.

Changes fromietf-09 to ietf-10:

(0]

(0]

Various editorial updates including:

Added a fourth option in section 3.3 on ways to obtain the UR
path for a group request.

Clarified use of content format in GET/PUT requests for
Configuring G oup Menbership in Endpoints (in section 3.6).

Changed reference "draft-shel by-core-resource-directory" to
"draft-ietf-core-resource-directory".

Clarified (in section 3.7) that ACKs are never used for a
mul ticast request (from #296).

Clarified (in section 5.2/5.2.3) that MPL does not support group
menber shi p adverti senent.

Addi ng i ntroductory paragraph to Scope (section 2.2).

Wote out fully the URIs in table section 3.2.
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0 Reworded security text in section 7.2 (New Internet Media Type) to
make it consistent with section 3.6 (Configuring G oup
Menber shi p) .

o0 Fixed formatting of hyperlinks in sections 6.3 and 7. 2.

Changes fromietf-08 to ietf-09:

0 Ceaned up requirenents | anguage in general. Also, requirements
| anguage are now only used in section 3 (Protocol Considerations)
and section 6 (Security Considerations). Requirenents |anguage
has been renoved from other sections to keep themto a m ni num
(#271).

0 Addressed final comment from Peter van der Stok to define what "IP
stack"” nmeant (#296). Followi ng the | ead of CoAP-17, we know refer
instead to "APls such as | PV6_RECVPKTI NFO [ RFC 3542]".

0 Changed text in section 3.4 (Goup Methods) to allow nulticast
POST under specific conditions and highlighting the risks with
using it (#328).

0 Various editorial updates for inproved readability.

Changes fromietf-07 to ietf-08:

0 Updated text in section 3.6 (Configuring Goup Menbership in
Endpoints) to nmake it nore explicit that the Internet Media Type
is used in the processing rules (#299).

0 Addressed various comments from Peter van der Stok (#296).

0 Various editorial updates for inproved readability including
defining all acronyns.

Changes fromietf-06 to ietf-07

0 Added an I ANA request (in section 7.2) for a dedicated content-
format (Internet Media type) for the group managenent JSON for mat
call ed 'application/coap-group+json’ (#299).

o Carified semantics (in section 3.6) of group managenent JSON
format (#300).

0 Added details of |IANA request (in section 7.1) for a new CORE
Resource Type called 'core. gp’
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(o]

(0]

Clarified that DELETE nmethod (in section 3.6) is also a valid
group nanagenent operation

Various editorial updates for inproved readability.

Changes fromietf-05 to ietf-06

0

(0]

Added a new section on conmi ssioning flow when using di scovery
servi ces when end devices discover in which multicast group they
are allocated (#295).

Added a new section on CoAP Proxy Operation (section 3.9) that
outlines the potential issues and linitations of doing CoAP
mul ticast requests via a CoAP Proxy (#274).

Added use case of nulticasting controller on the backbone (#279).

Use cases were updated to show only a single CoAP RD (to repl ace
the previous nultiple RDs with one in each subnet). This is a
nmore efficient deploynment and al so avoids RD specific issues such
as synchroni zati on of RD information between serves (#280).

Added text to section 3.6 (Configuring G oup Menbership in
Endpoints) that clarified that any (unicast) operation to change
an endpoint’s group nenbership nmust use DILS-secured CoAP.

Clarified relationship of this docunent to [I-D.ietf-core-coap] in
section 2.2 (Scope).

Renoved | PSec related requirenent, as |PSec is not part of
[I-D.ietf-core-coap] anynore

Editorial reordering of subsections in section 3 to have a better
flow of topics. Also renaned sone of the (sub)sections to better
reflect their content. Finally, noved the URI Configuration text
to the same section as the Port Configuration section as it was a
nore natural grouping (now in section 3.3)

Editorial rewording of section 3.7 (Milticast Request Acceptance
and Response Suppression) to make the |l ogic easier to conprehend
(parse).

Various editorial updates for inproved readability.

Changes fromietf-04 to ietf-05:
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0 Added a new section 3.9 (Exceptions) that highlights that IP
mul ti cast (and hence group communication) is not always avail abl e
(#187).

0 Updated text on the use of [RFC2119] | anguage (#271) in Section 1.

0 Included guidelines on when (not) to use CoOAP responses to
mul ticast requests and when (not) to accept nulticast requests
(#273).

0 Added guideline on use of core-block for mnimzing response size
(#275) .

0 Restructured section 6 (Security Considerations) to nore fully
describe threats and threat mitigation (#277).

0 Cearly indicated that DNS resolution and reverse DNS | ookup are
optional

0 Renoved confusing text about a single group having nultiple IP
addresses. If multiple IP addresses are required then multiple
groups (with the sane nenbers) should be created.

0 Renoved repetitive text about the fact that group comunication is
not guar ant eed.

0 Merged previous section 5.2 (Multicast Routing) into 3.1 (IP
Mul ti cast Routing Background) and added link to section 5.2
(Advertising Menbership of Milticast G oups).

0 Carified text in section 3.8 (Congestion Control) regarding
precedence of use of IP nmulticast domains (i.e. first try to use
link-1ocal scope, then site-local scope, and only use global IP
mul ticast as a | ast resort).

0 Extended group resource nanipul ati on guidelines with use of pre-
configured ports/paths for the multicast group

0 Consolidated all text relating to ports in a new section 3.3 (Port
Configuration).

o Cdarified that all nethods (GET/PUT/POST) for configuring group
menber ship in endpoints should be unicast (and not nmulticast) in
section 3.7 (Configuring Goup Menbership | n Endpoints).

0 Various editorial updates for inproved readability, including

editorial comments by Peter van der Stok to WG |ist of Decenber
18th, 2012.
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Changes fromietf-03 to ietf-04:

(0]

(0]

Renoved section 2.3 (Potential Solutions for G oup Communication)
as it is purely background information and noved section to draft-
di j k- core-groupconm ni sc (#266).

Added reference to draft-keoh-tls-nulticast-security to section 6
(Security Considerations).

Renoved Appendi x B (CoAP- Cbserve Alternative to Goup

Conmuni cations) as it is as an alternative to IP Milticast that
the WG has not adopted and noved section to draft-dijk-core-
groupconm nmi sc (#267).

Del eted section 8 (Conclusions) as it is redundant (#268).

Sinplified light switch use case (#269) by splitting into basic
operations and additional functions (#269).

Moved section 3.7 (CoAP Multicast and HTTP Uni cast | nterworKking)
to draft-dijk-core-groupcomm sc (#270).

Moved section 3.3.1 (DNS-SD) and 3.3.2 (CoRE Resource Directory)
to draft-dijk-core-groupcommm sc as these sections essentially
just repeated text fromother drafts regardi ng DNS based features.
Clarified remaining text in this draft relating to DNS based
features to clearly indicate that these features are optiona
(#272).

Focus section 3.5 (Configuring Group Menbership) on a single
proposed sol ution.

Scope of section 5.3 (Use of MLD) widened to nulticast destination
adverti senent nethods in general

Rewr ote section 2.2 (Scope) for inproved readability.

Moved use cases that are not addressed to draft-dijk-core-
groupconmm mi sc.

Various editorial updates for inproved readability.

Changes fromietf-02 to ietf-03:

(0]

Clarified that a group resource mani pul ation may return back a
m xture of successful and unsuccessful responses (section 3.4 and
Fi gure 6) (#251).
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(o]

(0]

(0]

Clarified that security option for group comruni cati on nust be
NoSec nmode (section 6) (#250).

Added nechani sm for group nenbership configuration (#249).
Renoved | ANA request for mnulticast addresses (section 7) and
replaced with a note indicating that the request is being nade in
[1-D.ietf-core-coap] (#248).

Made the definition of 'group’ nore specific to group of CoAP
endpoi nts and included text on UDP port selection (#186).

Added expl anatory text in section 3.4 regarding why not to use
group comuni cation for non-idenmpotent nessages (i.e. CoAP POST)
(#186) .

Changed |ink-1ocal RD discovery to site-local in RD discovery use
case to nmake it nore realistic.

Fi xed lighting control use case CoAP proxying; now returns
i ndi vi dual CoAP responses as in coap-12

Replaced link format |-D with RFC6690 reference.

Various editorial updates for inproved readability

Changes fromietf-01 to ietf-02

(0]

Rewr ot e congestion control section based on | atest CoAP text
i ncludi ng Lei sure concept (#188)

Updat ed t he CoAP/ HTTP i nterworking section and exanpl e use case
with nore details and use of M.D for nulticast group joining

Key use cases added (#185)

References to draft-vanderstok-core-dna and draft-castellani-core-
advanced- ht t p- mappi ng added

Moved background sections on "M.D' and " CoAP- Cbserve" to
Appendi ces

Renmoved requirenents section (and noved it to draft-dijk-core-
gr oupcomm i sc)

Added details for | ANA request for group communication nulticast
addr esses
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0o Carified text to distinguish between "link |ocal"” and general
mul ti cast cases

o Moved | engthy background section 5 to draft-dijk-core-groupcomm
m sc and replaced with a summary

0 Various editorial updates for inproved readability

o Change | og added

Changes fromietf-00 to ietf-01:

0 Moyved CoAP-observe solution section to section 2

o Editorial changes

0 Mbved security requirenents into requirenents section

0 Changed nmulticast POST to PUT in exanple use case

0 Added CoAP responses in exanpl e use case

Changes fromrahnman-07 to ietf-00:

o Editorial changes

0 Use cases section added

0 CoRE Resource Directory section added

0 Renoved section 3.3.5. |P Milticast Transm ssion Methods

0 Renoved section 3.4 Overlay Milticast

0 Renoved section 3.5 CoAP Application Layer G oup Managenent

0 Carified section 4.3.1.3 RPL Routers with Non-RPL Hosts case

0 References added and some normative/informative status changes
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