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Abst ract

DHCPv6 defined in [ RFC3315] does not offer server redundancy. This
docunent defines a design for DHCPv6 fail over, a nmechanism for
running two servers on the same network with capability for either
server to take over clients’ |eases in case of server failure or
network partition. This is a DHCPv6 Fail over design docunent, it is
not a protocol specification docunent. It is a second docunent in a
pl anned series of three documents. DHCPv6 failover requirenents are
specified in [I-D.ietf-dhc-dhcpve-failover-requirenments]. A protoco
speci fication docunment is planned to follow this docunent.
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2

d ossary

This is a supplenental glossary that should be conbined with
definitions in Section 3 of
[I-D.ietf-dhc-dhcpv6-fail over-requirenents].

(0]

aut o-partner-down - a capability where a fail over server will nove
from COMMUNI CATI ONS- | NTERRUPTED st ate to PARTNER- DOMN st ate
automatically, w thout operator intervention.

DDNS - Dynamic DNS. Typically used as an acronymreferring to
dynani ¢ update of the DNS

Fai | over endpoint - The fail over protocol allows for there to be a
uni que failover 'endpoint’ for each failover relationship in which
a failover server participates. The failover relationship is
defined by a relationship name, and includes the failover partner

| P address, the role this server takes with respect to that
partner (primary or secondary), and the prefixes associated with
that relationship. Note that a single prefix can only be
associated with a single failover relationship. This failover
endpoi nt can take actions and hold uni que states. Typically,
there is one failover endpoint per partner (server), although
there may be nore. ’'Server’ and 'failover endpoint’ are
synonynous only if the server participates in only one fail over

rel ati onship. However, for the sake of simplicity ’Server’ is
used t hroughout the docunent to refer to a fail over endpoint

unl ess to do so woul d be confusing.

Fai |l over communication - all nmessages exchanged between partners.

I ndependent All ocation - an allocation algorithmthat splits the
avai |l abl e pool of resources between the primary and secondary
servers that is particularly well suited for vast pools (i.e. when
avai |l abl e resources are not expected to deplete). See Section 6.2
for details.

Lease - an association of a DHCPv6 client with an | Pv6 address or
del egat ed prefi x.

Partner - nane of the other DHCPv6 server that participates in
failover relationship. Wen the role (primary or secondary) is
not inportant, the other server is referred to as a "fail over
partner" or sinply partner.
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o Primary Server - First out of two DHCPv6 servers that participate
in a failover relationship. |In active-passive node this is the
server that handles nost of the client traffic. Its failover
partner is referred to as secondary server.

o Proportional Allocation - an allocation algorithmthat splits the
avai |l abl e resources between the prinmary and secondary servers and
mai nt ai ns proportions between avail able resources on both. It is
particularly well suited for nmore linmted resources. See
Section 6.1 for details.

0 Resource - Any type of resource that is nanaged by DHCPv6.
Currently there are three types of such resources defined: a non-
tenporary | Pv6 address, a tenporary |Pv6 address, and an | Pv6
prefix. Qher resource types may be defined in the future.

0 Responsive - A server that is responsive, will respond to DHCPv6
client requests.

0 Secondary Server - Second of two DHCPv6 servers that participate
in a failover relationship. Its failover partner is referred to
as the primary server. |In active-passive node this server (the
secondary) typically does not handle client traffic and acts as a
backup.

0 Server - A DHCPv6 server that inplenments DHCPv6 fail over.
"Server’ and 'failover endpoint’ are synonymous only if the server
participates in only one failover rel ationship.

0 Unresponsive - A server that is unresponsive will not respond to
DHCPv6 client requests.

3. Introduction
The fail over protocol design provides a neans for cooperating DHCPv6

servers to work together to provide a DHCPv6 service with
availability that is increased beyond that which could be provided by

a single DHCPv6 server operating alone. 1t is designed to protect
DHCPv6 clients against server unreachability, including server
failure and network partition. It is possible to deploy exactly two

servers that are able to continue providing a | ease on an | Pv6
address [RFC3315] or on an | Pv6 prefix [RFC3633] wi thout the DHCPv6
client experiencing |ease expiration or a reassignnent of a lease to
a different 1Pv6 address (or prefix) in the event of failure by one
or the other of the two servers.

This protocol defines active-passive node, sonetines also called a
hot standby nodel. This nmeans that during normal operation one
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server is active (i.e. actively responds to clients’ requests) while
the second is passive (i.e. it does receive clients’ requests, but
does not respond to them and only naintains a copy of |ease database
and is ready to take over incom ng queries in case of primary server
failure). Active-active node (i.e. both servers actively handling
clients’ requests) is currently not supported for the sake of
sinplicity. Such a node is likely to be defined as an extension at a
later time and will probably be based on
[1-D.ietf-dhc-dhcpv6-I1 oad- bal anci ng] .

The failover protocol is designed to provide | ease stability for

| eases with | ease tines beyond a short period. Due in part to the
addi tional overhead required as well as requirenments to handle tine
skew between failover partners (See Section 8.1), failover is not
suitable for |eases shorter than 30 seconds. The DHCPv6 Fail over
protocol MJUST NOT be used for |eases shorter than 30 seconds.

This design attenpts to fulfill all DHCPv6 fail over requirenents
defined in [I-D.ietf-dhc-dhcpv6-fail over-requirenments].

3.1. Design Requirenents

The following requirenents are not related to failover the nmechani sm
in general, but rather to this particular design

1. Mninize Asymmetry - while there are two distinct roles in
failover (primary and secondary server), the differences between
those two roles should be as small as possible. This will yield
a sinpler design as well as a sinpler inplenentation of that
desi gn.

3.2. Features out of Scope: Load Bal anci ng

Wiile it is tenpting to extend DHCPv6 fail over nechanismto al so

of fer | oad bal anci ng, as DHCPv4 failover did, this design does not do
that. Here is the reasoning for this decision. |n general case (not
related to failover) |oad bal anci ng solutions are used when each
server is not able to handle total incoming traffic. However, by the
very definition, DHCPv6 failover is supposed to assume service
availability despite failure of one server. That leads to the

concl usion that each server nust be able to handle all of the
traffic. Therefore in properly provisioned setup, |oad balancing is
not needed.

It is likely that active-active node that is essentially a | oad
bal ancing will be defined as an extension in the near future.
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4.

Pr ot ocol Overvi ew

The DHCPv6 Fail over Protocol is defined as a comruni cati on between
failover partners with all associated algorithns and nechani sns.
Fai |l over comunication is conducted over a TCP connection established
bet ween the partners. The protocol reuses the franming fornat
specified in Section 5.1 of DHCPv6 Bul k Leasequery [ RFC5460], but
uses different nessage types. New failover-specific nmessage types
are listed in Section 4.2. Al information is sent over the
connection as typical DHCPv6 nessages that convey DHCPv6 options,
following the format defined in Section 22.1 of [RFC3315].

After initialization, the primary server establishes a TCP connection
with its partner. The primary server sends a CONNECT nessage with
initial paraneters. Secondary server responds w th CONNECTACK

If the primary server cannot immediately establish a connection with
its partner, it will continue to attenpt to establish a connection
See Section 5.1 for details.

Depending on the failover state of each partner, they MIST initiate
one of the binding update procedures. Each server MAY send an UPDREQ
message to request its partner to send all updates that have not been
sent yet (this case applies when the partner has an existing database
and wants to update it). Alternatively, a server MAY choose to send
an UPDREQALL nessage to request a full |ease database transni ssion
including all |leases (this case applies in case of booting up a new
server after installation, corruption or conplete |oss of database

or other catastrophic failure).

Servers exchange | ease information by usi ng BNDUPD nessages
Depending on the local and renpote state of a | ease, a server may
ei ther accept or reject the update. Reception of |ease update
information is confirmed by responding with a BNDACK nessage with
appropriate status. The ngjority of the nmessages sent over a
fail over TCP connection consists of BNDUPD and BNDACK nessages.

A subset of avail able resources (addresses or prefixes) is reserved
for secondary server use. This is required for handling a case where
both servers are able to communicate with clients, but unable to
comuni cate with each other. After the initial connection is

establi shed, the secondary server requests a pool of available
addresses or prefixes by sending a POOLREQ nessage. The primary
server assigns addresses or prefixes to the secondary by sending a
series of BNDUPD nessages. Wen this process is conplete, the
primary server sends a POOLRESP nessage to the secondary server. The
secondary server nay initiate such pool request at any tinme when in
conmuni cation with prinmary server.
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Fai |l over servers use a |azy update nmechanismto update their failover
partner about changes to their |ease state database. After a server
perfornms any nodifications to its | ease state database (assign a new
| ease, extend, release or expire existing |lease), it sends its
response to the client’s request first (performng the "regul ar”
DHCPv6 operation) and then inforns its failover partner using a
BNDUPD nmessage. This BNDUPD nessage SHOULD be sent soon after the
response is sent to the DHCPv6 client, but there is no specific
requirenent of a mnimumtinme in which to do so.

The major problemwith a |azy update nechanismis when the server
crashes after sending a response to client, but before sending the

| azy update to its partner (or when comruni cati on between partners is
interrupted). To solve this problem the concept known as the
Maxi mum Client Lead Time (initially designed for DHCPv4 failover) is
used. The MCLT is the nmaxi num amount of tine that one server can
extend a | ease for a client’s binding beyond the time known by its
fail over partner. See Section 8.3 for a detail ed description how the
MCLT affects assigned lifetines.

Servers verify each others availability by periodically exchanging
CONTACT nessages. See Section 8.4 for discussion about detecting a
partner’s unreachability.

A server that is being shut down transmits a D SCONNECT nessage,

cl oses the connection with its failover partner and stops operation
A Server SHOULD transmt any pending | ease updates before
transmitting DI SCONNECT nessage.

4.1. Failover State Machi ne Overvi ew

The follow ng section provides a sinplified description of al

states. For the sake of clarity and sinplicity, it omts inportant
details. For a conplete description, see Section 9. 1In case of a
di sagreenent between the sinplified and conpl ete description, please
foll ow Section 9.

Each server MJUST be in one of the well defines states. Depending on
its current state a server nmay be either responsive (responds to
clients’ queries) or unresponsive (clients’ queries are ignored).

A server starts its operation in the short-lived STARTUP state. A
server deternines its partner reachability and state and sets its own
state based on that deternmination. It typically returns back to the
state it was in before shutdown, though the details can be
complicated. See Section 9.3.2.
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During typical operation when servers maintain conmunication, both
are in NORVAL state. In that state only the prinmary responds to
clients’ requests. The secondary server i S unresponsive.

If a server discovers that its partner is no | onger reachable, it
goes to COMMUNI CATI ONS-| NTERRUPTED state. A server nust be extra
cautious as it can't distinguish if its partner is down or just
communi cati on between servers is interrupted. Since comunication
bet ween partners is not possible, a server nust act on the assunption
that its partner is up. A failover server nust foll ow a defined
procedure, in particular, it MJST NOT extend any | ease nore than the
MCLT beyond its partner’s know edge of the | ease expiration tine.
This inposes an additional burden on the server, in that clients wll
return to the server for |ease renewals nore frequently than they
woul d otherwi se. Therefore it is not recomended to operate for

prol onged periods in this state. Once comrunication is
reestabl i shed, a server nmay go i nto NORMAL, POTENTI AL- CONFLI CT or
PARTNER- DOMN state. It may also stay in COMUNI CATI ONS- | NTERRUPTED
state if certain conditions are net.

Once a server is switched into PARTNER-DOMN (when aut o- partner-down
is used or as a result of adm nistrative action), it can extend

| eases, regardless of the original server that initially granted the
|l ease. In that state server handles |leases fromits own pool, but
once its own pool is depleted is also able to serve pool fromits
downed partner. Sone MCLT restrictions no | onger apply, but the MCLT
still affects whether or not a particular |ease can be given to a
different client. See Section 9.4.1 for details. Operationin this
node is | ess denanding for the server that renmi ns operational, than
i n COMMUNI CATI ONS- | NTERRUPTED st at e, but PARTNER- DOAN does not offer
any kind of redundancy. Even when in PARTNER-DOM state, a fail over
server continues to attenpt to connect with its fail over partner.

A server switches into RECOVER state when any of a variety of
conditions are encountered:

o When a backup server contacts its failover partner for the first
time.

0 When either server discovers that its failover partner has
contacted it before but it has no local record of this contact.
If the record of previous contact is held in the | ease-state
dat abase, then this situation inplies that the server has lost its
| ease state database.

0 Wen its failover partner is in PARTNER- DOMN st at e.
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Any of these conditions signal that the server needs to refresh its

| ease-state database fromits partner. Once this operation is
complete, it switches to RECOVER-WAIT and | ater to RECOVER- DONE. See
Section 9.6. 2.

Once servers reestablish connection, they discover each others

state. Depending on the conditions, they may return to NORMAL or
nmove to POTENTI NAL- CONFLICT if the partner is in a state that doesn’t
allow a sinple re-integration of the server’s | ease state databases.
It is a goal of this protocol to mninize the possibility that
POTENTI AL- CONFLI CT state is ever entered. Servers running in
POTENTI AL- CONFLI CT do not respond to clients’ requests and work only
on resolving potential conflicts. Once outstanding |ease updates are
exchanged, servers nove to CONFLI CT- DONE or NORMAL st at es.

Servers that are recovering frompotential conflicts and | oose
communi cation, switch to RESOLUTI ON- | NTERRUPTED.

A server that is being shut down sends a DI SCONNECT nessage. See
Section 4.2. A server that receives a DI SCONNECT nessage noves into
COVMUNI CATI ONS- | NTERRUPTED st at e.

4.2. Messages

The failover protocol is centered around the nessage exchanges used
by one server to update its partner and respond to received updates.
It should be noted that no specific formats or nessage type val ues
are assigned in this docunent. Appropriate inplenentation details
will be specified in a separate protocol specification docunment. The
followi ng Iist enunerates these nessages:

0 BNDUPD - The bindi ng update nmessage is used to send the binding
| ease changes to the partner. One nessage may contain one or nore
| ease updates. The partner is expected to respond with a BNDACK
nessage

0 BNDACK - The binding acknow edgenent is used for confirmation of
the recei ved BNDUPD nessage. It may contain a positive or
negative response (e.g. due to detected | ease conflict).

0 POOLREQ - The Pool Request nessage is used by one server
(typically secondary) to request allocation of resources
(addresses or prefixes) fromits partner. The partner responds
wi t h POOLRESP.

0 POOLRESP - The Pool Response nessage is used by one server

(typically primary) to indicate that it has responded to its
partner’s request for resources allocation.
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o UPDREQ - The update request nessage is used by one server to
request that its partner send all binding database changes that
have not been sent and confirmed al ready. Requested partner is
expected to respond with zero or nore BNDUPD nessages, followed by
UPDDONE t hat signals end of updates.

0 UPDREQALL - The update request all is used by one server to
request that all binding database information be sent in order to
recover froma total loss of its binding database by the
requesting server. Requested server responds with zero or nore
BNDUPD nessages, followed by UPDDONE that signal end of updates

o UPDDONE - The update done nmessage is used by the server responding
to an UPDREQ or UPDREQALL to indicate that all requested updates
have been sent by the respondi ng server and acked by the
requesting server.

0 CONNECT - The connect nessage is used by the prinmary server to
establish a high | evel connection with the other server, and to
transmit several inmportant configuration data itens between the
servers. The partner is expected to confirmby responding with
CONNECTACK nessage.

0 CONNECTACK - The connect acknow edgenent nessage is used by the
secondary server to respond to a CONNECT nessage fromthe primary
server.

0 DI SCONNECT - The di sconnect nessage is used by either server when
closing a connection and shutting down. No response is required
for this nmessage

0 STATE - The state nessage is used by either server to informits
partner about a change of failover state. |In sone cases it may be
used to also informthe partner about current state, e.g. after
connection is established in COMUNI CATI ONS- | NTERRUPTED or
PARTNER- DOMN st at es.

0 CONTACT - The contact nessage is used by either server to ensure
that the other server continues to see the connection as
operational. It MJST be transmtted periodically over every
establi shed connection if other nessage traffic is not flow ng,
and it MAY be sent at any tine.
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5. Connection Managenent
5.1. Creating Connections

Every prinmary server inplenenting the failover protocol MJST attenpt
to connect to all of its partners periodically, where the period is
i mpl enent ati on dependent and SHOULD be configurable. In the event
that a connection has been rejected by a CONNECTACK nessage with a
reject-reason option contained in it or a DI SCONNECT nessage, a
server SHOULD reduce the frequency with which it attenpts to connect
to that server but it MJST continue to attenpt to connect
periodically.

Every secondary server inplenmenting the failover protocol MJST |isten
for connection attenpts fromthe primary server

When a connection attenpt succeeds, the primary server which has
initiated the connection attenpt MJUST send a CONNECT nessage down the
connecti on.

When a connection attenpt is received, the only information that the
receiving server has is the IP address of the partner initiating a
connection. If it has any relationships with the connecting server
for which it is a secondary server, it should just await the CONNECT
message to determine which relationship this connection is to serve.

If it has no secondary relationships with the connecting server, it
MUST drop the connection. The goal is to limt the resources
expended dealing with attenpts to create a spurious failover
connecti on.

To summarize -- a primary server MJST use a connection that it has
initiated in order to send a CONNECT nmessage. Every server that is a
secondary server in a relationship sinply listens for connection
attenpts fromthe prinmary server

Once a connection is established, the primary server MJST send a
CONNECT message across the connection. A secondary server MJST wait
for the CONNECT nessage froma primary server. |f the secondary
server doesn’'t receive a CONNECT nessage fromthe primary server in
an installation dependent anount of tine, it MAY drop the connection.

Every CONNECT nessage includes a TLS-request option, and if the
CONNECTACK mnessage does not reject the CONNECT nmessage and the TLS-
reply option says TLS MJST be used, then the servers will imrediately
enter into TLS negoti ation
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Once TLS negotiation is conplete, the primary server MJST resend the
CONNECT message on the newy secured TLS connection and then wait for
t he CONNECTACK nessage in response. The TLS-request and TLS-reply
options MJUST NOT appear in either this second CONNECT or its
associ at ed CONNECTACK nessage as they had in the first nessages.

The second nessage sent over a new connection (either a bare TCP
connection or a connection utilizing TLS) is a STATE nessage. Upon
the receipt of this nessage, the receiver can consider comunications

up.
5.2. Endpoint ldentification

The proper operation of the failover protocol requires nore than the
transm ssi on of nessages between one server and the other. Each
endpoi nt m ght seemto be a single DHCPv6 server, but in fact there
are situations where additional flexibility in configuration is
useful. A failover endpoint is always associated with a set of
DHCPv6 prefixes that are configured on the DHCPv6 server where the
endpoi nt appears. A DHCPv6 prefix MJUST NOT be associated with nore
than one fail over endpoint.

The fail over protocol SHOULD be configured with one fail over

rel ati onship between each pair of failover servers. |In this case
there is one failover endpoint for that relationship on each fail over
partner. This failover relationship MJST have a uni que nane.

There is typically little need for additional relationships between

any two servers but there MAY be nore than one failover relationship
bet ween two servers -- however each MJST have a unique relationship

namne.

Any failover endpoint can take actions and hol d uni que states.

This docunment frequently describes the behavior of the protocol in
terns of primary and secondary servers, not primary and secondary
fail over endpoints. However, it is inportant to renmenber that every
"server’ described in this docunent is in reality a fail over endpoint
that resides in a particular process, and that several failover end-
points nmay reside in the sanme server process

It is not the case that there is a unique failover endpoint for each
prefix that participates in a failover relationship. On one server
there is (typically) one failover endpoint per partner, regardl ess of
how many prefixes are managed by that conbi nation of partner and
role. Conversely, on a particular server, any given prefix will be
associated with exactly one fail over endpoint.
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When a connection is received fromthe partner, the unique failover
endpoint to which the nessage is directed is determ ned solely by the
| P address of the partner, the relationship-nane, and the role of the
recei ving server.

6. Resource Allocation

Currently there are two allocation algorithnms defined for resources
(addresses or prefixes). Additional allocation schemes may be
defined as future extensions.

1. Proportional Allocation - This allocation algorithmis a direct
application of the algorithmdefined in [dhcpv4-failover] to
DHCPv6. Remmining avail abl e resources are split between the
primary and secondary servers in a configured proportion
Rel eased resources are always returned to the primary server
Primary and secondary servers nay initiate a rebal ancing
procedure when disparity between resources avail able to each
server reaches a preconfigured threshold. Only resources that
are not leased to any clients are "owned" by one of the servers.
This algorithmis particularly well suited for scenarios where
anount of available resources is limted, as may be the case with
prefix delegation. See Section 6.1 for details.

2. Independent Allocation - This allocation algorithm also assunes
that avail abl e resources are split between primary and secondary
servers. In this case, however, resources are assigned to a

specific server for all tine, regardless if they are avail able or
currently used. This algorithmis nuch sinpler than proportiona
al | ocation, because resource inbal ance doesn’'t have to be checked
and there is no rebal ancing for independent allocation. This
algorithmis particularly well suited for scenarios where the
there is an abundance of avail able resources which is typically
the case for DHCPv6 address allocation. See Section 6.2 for
detail s.

6.1. Proportional Allocation

In this allocation schene, each server has its own pool of available
resources. Remmining avail able resources are split between the
primary and secondary servers in a configured proportion. Note that
a resource is not "owned" by a particular server throughout its
entire lifetime. Only a resource which is available is "owned" by a
particul ar server -- once it has been |leased to a client, it is not
owned by either failover partner. Wen it finally becones avail able
again, it will be owed initially by the prinmary server, and it may
or may not be allocated to the secondary server by the prinmary
server.
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The flow of a resource is as follows: initially a resource is owned
by the primary server. It may be allocated to the secondary server
if it is available, and then it is owned by the secondary server

Ei ther server can allocate avail able resources which they own to
clients, in which case they cease to own them \Wen the client

rel eases the resource or the lease on it expires, it will again
beconme available and will be owned by the prinmary.

A resource will not becone owned by the server which allocated it
initially when it is released or the | ease expires because, in
general, that server will have had to replenish its pool of available
resources well in advance of any likely |lease expirations. Thus,
having a particul ar resource cycle back to the secondary ni ght well
put the secondary nore out of balance with respect to the primary

i nstead of enhancing the bal ance of avail abl e addresses or prefixes
bet ween t hem

Pool s governed by proportional allocation are used for allocation
when the server is in all states, except PARTNER-DOM. |n PARTNER-
DOM state the healthy partner can allocate fromeither pool (both
its own, and its partner’s after some tinme constraints have el apsed).
This allocation and nmi nt enance of these address pools is an area of
some sensitivity, since the goal is to naintain a nore or |ess
constant ratio of available addresses between the two servers.

The initial allocation when the servers first integrate is triggered
by the POOLREQ nessage fromthe secondary to the primary. This is
foll owed (at sone point) by the POOLRESP nessage where the prinary
tells the secondary that it received and processed the POOLREQ
message. The primary sends the all ocated resources to the secondary
vi a BNDUPD nessages. The POCLRESP nmessage may be sent before,
during, or at the conpletion of the BNDUPD nessage exchanges that
were triggered by the POOLREQ nmessage. The POOLREQ POOLRESP nessage
exchange is a trigger to the primary to performa scan of its

dat abase and to ensure that the secondary has enough resources (based
on some configured ratio).

The primary server SHOULD exam ne sonme or all of its database from
time to time to determine if resources should be shifted between the
primary and secondary (in either direction). The POOLREQ POOLRESP
message exchange allows the secondary server to explicitly request
that the primary server examine the entirety of its database to
ensure that the secondary has the appropriate resources avail abl e.

Servers frequently have several kinds of resources available on a
particul ar network segnent. The failover protocol assunes that both
primary and secondary servers are configured in such a way that each
knows the type and nunber of resources on every network segnent
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participating in the failover protocol. The primary server is
responsible for allocating the secondary server the correct
proportion of avail able resources of each kind.

The resources are del egated to the secondary using the BNDUPD nessage
with a state of FREE BACKUP, which indicates the resource is now
avail able for allocation by the secondary. Once the nessage is sent,
the primary MJUST NOT use these resources for allocation to DHCPv6
clients.

Avai | abl e resources can be del egated back to the primary server in
certain cases. BNDUPD will contain state FREE for |eases that were
previously in FREE_BACKUP st ate.

The POOLREQ POOLRESP nessage exchange initiated by the secondary is
valid at any tine both partners remain in contact, and the prinary
server SHOULD, whenever it receives the POOLREQ nessage, scan its
dat abase of prefixes and determine if the secondary needs nore
resources fromany of the prefixes.

In order to support a reasonably dynam c bal ance of the resources
between the failover partners, the primary server needs to do
additional work to ensure that the secondary server has as nany
resources as it needs (but that it doesn’'t have nore than it needs).

The primary server SHOULD exam ne the bal ance of avail abl e resources
between the primary and secondary for a particular prefix whenever
the nunber of available resources for either the primary or secondary
changes by nore than a configured linmt. The primary server SHOULD
adj ust the avail abl e resource bal ance as required to ensure the
configured resource bal ance, excepting that the primary server SHOULD
enpl oy sone threshold nechanismto such a bal ance adjustnent in order
to mnimze the overhead of nmaintaining this bal ance.

An exanpl e of a threshold approach is: do not attenpt to re-bal ance
the prefixes on the primary and secondary until the out of bal ance
val ue exceeds a configured val ue.

The primary server can, at any time, send an avail able resource to
the secondary using a BNDUPD with the state FREE BACKUP. The primary
server can attenpt to take an avail able resource away fromthe
secondary by sending a BNDUPD with the state FREE. |f the secondary
accepts the BNDUPD, then the resource is now available to the primary
and not available to the secondary. O course, the secondary MJST
reject that BNDUPD if it has already used that resource for a DHCP
client.
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6.2. Independent Allocation

In this allocation schene, avail able resources are permanently (unti
server configuration changes) split between servers. Available
resources are split between the primary and secondary servers as part
of initial connection establishnment. Once resources are allocated to
each server, there is no need to reassign them The resource
allocation is algorithmc in nature, and does not require a nmessage
exchange for each resource allocated. This algorithmis sinpler than
proportional allocation since it does not require a rebal ancing
mechanism It assunes that the pool assigned to each server will
never deplete. That is often a reasonable assunption for |Pv6
addresses (e.g. servers are often assigned a /64 pool that contains
many nore addresses than existing el ectronic devices on Earth). This
al | ocati on mechani sm SHOULD be used for |Pv6 addresses, unless the
configured address pool is small or is otherwi se adm nistratively
limted.

Once each server is assigned a resource pool during initial
connection establishnment, it may allocate assigned resources to
clients. Once a client releases a resource or its |lease is expired,
the returned resource returns to the pool for the server that |eased
it. Resources never changes servers.

Resour ces using the independent allocation approach are ignored when
a server processes a POOLREQ nessage.

Duri ng COMMUNI CATI ON- | NTERRUPTED events, a partner MAY continue
extendi ng existing | eases when requested by clients. A healthy
partner MJST NOT | ease resources that were assigned to its downed
partner and |later released by a client unless it is in PARTNER- DOMN
state. Wien it is in PARTNER-DOM state, a server SHOULD use its own
pool first and then it MAY start naking new assignnments fromits
downed partner’s pool. As the assunption is that independent

al | ocation shoul d be used only when avail abl e resources are vast and
not expected to be fully used at any given tine, it is very unlikely
that the server will ever need to use its downed partner pools. This
makes a recovery even after prolonged down-tinme nmuch easier.

6.3. Choosing Allocation Al gorithm

Al'l i nplementations SHOULD support both the proportional allocation
al gorithm and the independent allocation algorithm The specific
requirenents for support (i.e., which algorithn(s) MJST be
supported), and the assignnment of a specific algorithmto a specific
al | ocati on donmi n, would be docunented in any protocol specifications
that follow fromthis document.
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The proportional allocation mechanismis nore flexible as it can
dynani cal | y rebal ance avail abl e resources between servers. That

bal ance creates an additional burden for the servers and generates
nore traffic between servers. The proportional algorithmcan be
considered nore efficient at managi ng avail abl e resources, conpared
to the independent algorithm That is an inportant aspect when
working in a network that is nearing address and/or prefix depletion

I ndependent all ocation can be used when the nunber of avail able
resources are large and there is no realistic danger of running out
of resources. Use of the independent allocation nmakes communi cation
between partners sinpler. It also nmakes recovery easier and
potential conflict less likely to appear

Typically independent allocation is used for |Pv6 addresses, because
even for /64 pools a server will never run out of addresses to
assign, so there is no need to rebalance. For the prefix del egation
mechani sm avail abl e resources are typically nmuch snaller, so there
is a danger of running out of prefixes. Therefore typically
proportional allocation will be used for prefix del egations.

I ndependent allocation still may be used, but the inplication nust be
wel | understood. For exanple in a network that del egates /64
prefixes out of a /48 prefix (so there can be up to 65536 prefixes
del egated) and a 1000 requesting routers, it is safe to use

i ndependent all ocation

It should be stressed that the independent allocation algorithm
SHOULD NOT be used when the nunber of resources is linmted and there

is arealistic danger of depleting resources. |If this recommendation
is violated, it may |lead to a case when one server denies clients due
to pool depletion despite the fact that the other partner still has

many resources avail abl e.

Wth independent allocation it is very unlikely for a remaining
healthy server to allocate resources fromits unavail able partner’s
pool. That nakes recovery easier and any potential conflicts are
less likely to appear

7. I nf ormati on node

In nost DHCP servers a resource (an | P address or a prefix) can take
on several different binding-status values, sonetinmes also called

| ease states. VWhile no two DHCP server inplenmentations probably have
exactly the sane possibl e binding-status val ues, [RFC3315] enforces
some commonal ity anong the general semantics of the binding-status
val ues used by various DHCP server inpl enentations.
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In order to transnmit binding database updates between one server and
anot her using the failover protocol, some common denom nat or bi ndi ng-
status values nust be defined. It is not expected that these val ues
correspond with any actual inplenentation of the DHCP protocol in a
DHCP server, but rather that the binding-status val ues defined in

t hi s docunent should be a common denoni nator of those in use by many
DHCP server inplenentations.

The | ease bindi ng-status val ues defined for the fail over protocol are
listed below. Unless otherw se noted bel ow, there MAY be client
i nformati on associated with each of these binding-status val ue.

ACTIVE -- The lease is assigned to a client. dient identification
data MJST appear.

EXPIRED -- indicates that a client’s binding on a given | ease has
expired. Wen the partner acks the BNDUPD of an expired | ease,
the server sets its internal state to FREE*. Cient identification
SHOULD appear .

RELEASED -- indicates that a client sent in RELEASE message. Wen
the partner acks the BNDUPD of a released | ease, the server sets
its internal state to FREE*. dient identification SHOULD appear

FREE* -- Once a lease is expired or released, its state becones
FREE*. Dependi ng on which al gorithm and which pool was used to
all ocate a given | ease, FREE* may either nmean FREE or FREE BACKUP.
| npl enent ati ons do not have to inplenent this FREE* state, but may
choose to switch to the destination state directly. For a clarity
of representation, this transitional FREE* state is treated as a
separate state.

FREE -- |s used when a DHCP server needs to conmunicate that a
resource is unused by any client, but it was not just rel eased,
expired or reset by a network adm nistrator. Wen the partner
acks the BNDUPD of a FREE | ease, the server marks the | ease as
avai l abl e for assignment by the primary server. Note that on a
secondary server running in PARTNER-DOMN state, after waiting the
MCLT, the resource MAY be allocated to a client by the secondary
server. Cient identification MAY appear and indicates the |ast
client to have used this resource as a hint.
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FREE_BACKUP -- indicates that this resource can be allocated by the
secondary server to a client at any tine. Note that the primary
server running in PARTNER-DOMN state, after waiting the MCLT, the
resource MAY be allocated to a client by the primary server if
proportional algorithmwas used. Cient identification MAY appear
and indicates the last client to have used this resource as a
hi nt .

ABANDONED -- indicates that a |l ease is considered unusable by the
DHCP system The prinmary reason for entering such state is
reception of DECLINE nessage for said | ease. dient
identification MAY appear

RESET -- indicates that this resource was nmade avail abl e by operator
command. This is a distinct state so that the reason that the
resource becane FREE can be determned. Cient identification MAY
appear.

The | ease state nachi ne has been presented in Figure 1. Mbst states
are stationary, i.e. the lease stays in a given state until externa
event triggers transition to another state. The only transitive
state is FREE*. Once it is reached, the state nachine i mediately
transitions to either FREE or FREE BACKUP st ate.

Fomm e e - +
R >| ACTIVE | <-------------- \
I Hooo-oo--- + I
I I I
I I/--(8)--/ (i’ﬂ) \--(9) -\ I
| \/ \/ \/ |
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| | EXPI RED]| | RELEASED| | ABANDONED] |
[ Fom oo - + Hom e e oo - + Fomm e - +
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FREE* transition
Figure 1: Lease State Machine
Transitions between states are results of the follow ng events:
1. Primary server allocates a | ease.
2. Secondary server allocates a | ease.

3. dient sends RELEASE and the | ease is rel eased.

4 Part ner acknow edges state change. This transition MAY al so

oécur if the server is in PARTNER-DOM state and the MCLT has
passed since the entry in RELEASED, EXPIRED, or RESET st ates.

5. The lease belongs to a pool that is governed by the
proportional allocation, or independent allocation is used and
this | ease belongs to primary server pool

6. The | ease belongs to a pool that is governed by the
i ndependent allocation and the | ease belongs to the secondary
server.

7. Pool rebal ance event occurs (POOLREQ POOLRESP nessages are
exchanged). Addresses (or prefixes) belonging to the primary

server can be assigned to the secondary server pool (transition

from FREE to FREE BACKUP) or vice versa

8. The | ease has expired.

9. DECLINE nessage is received or a |l ease is deemed unusable for

ot her reasons.

10. An administrative action is taken to recover an abandoned

| ease back to usable state. This transition MAY occur due to an

i mpl ement ati on specific handling on ABANDONED resource. One
possi bl e exanpl e of such use is a Neighbor Di scovery or | CVMPVv6
Echo check if the address is still in use.
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The resource that is no longer in use (due to expiration or rel ease),
becones FREE*. Dependi ng of what allocation algorithmis used, the
resource that is no longer is use, returns to primary (FREE) or
secondary pool (FREE BACKUP). The conditions for specific
transitions are depicted in Figure 2

T I Fommemeeeas +
| \Resource owner | | |
| \---me---- \ | Primary | Secondary |
| Al gorithm \ [ [
e N N +
| Proportional | FREE | FREE [
| I ndependent | FREE | FREE_BACKUP|
B Fomm e oo - B +

Figure 2: FREE* State Transitions

In case of servers operating in active-passive nobde, while a mgjority
of the resources are owned by the primary server, the secondary
server will need a portion of the resources to serve new clients
whil e operating in COVMJNI CATI ON- | NTERRUPTED state and al so in
PARTNER- DOMNN state before it can take over the entire address poo
(after the expiry of MCLT).

The secondary server cannot sinply take over the entire resource poo
i medi ately, since it could al so be that both servers are able to
comruni cate with DHCP clients, but unable to comunicate with each
ot her.

The size of the resource pool allocated to the secondary is specified
as a percentage of the currently avail able resources. Thus, as the
nunber of avail abl e resources changes on the primary server, the
nunber of resources available to the secondary server MJST al so
change, although the frequency of the changes nade to the secondary
server’s pool of address resources SHOULD be | ow enough to not use
significant processing power or network bandw dt h.

The required size of this private pool allocated to the secondary
server is based only on the arrival rate of new DHCP clients and the
| ength of expected downtine of the primary server, and i s not
directly influenced by the total nunber of DHCP clients supported by
the server pair.
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8.

8.

8.

Fai | over Mechani sns

This section |ays out an overview of the comunicati on between
partners and ot her nechani snms required for failover operation. As
this is a design docunent, not a protocol specification, high |leve

i deas are presented wi thout inplenentation specific details (e.g. on-
wire protocol formats).

1. Tinme Skew

Part ners exchange information about known | ease states. To reliably
conmpare a known | ease state with an update received froma partner
servers nmust be able to reliably conpare the tinmes stored in the
known | ease state with the times received in the update. Although a
si mpl e approach would be to require both partners to use synchronized
time, e.g. by using NTP, such a service nay not always be avail able
in sonme scenarios that failover expects to cover. Therefore a
mechani smto nmeasure and track relative time differences between
servers is necessary. To do so, each nessage MJST contain

i nformati on about the time of the transnmission in the time context of
the transmtter. The transmitting server MJST set this as close to
the actual transm ssion as possible. Transm ssion here is when data
is added to the send queue of the socket (or the equivalent), as the
application may not know about the tinme of the actual transnission of
the "wire". The receiving partner MJST store its own timestanp of
reception as close to the actual reception as possible. The received
timestanp information is then conpared with |ocal tinestanp.

To account for packet delay variation (jitter), the nmeasured
difference is not used directly, but rather the noving average of

| ast TI ME_SKEW PKTS_AVG packets time difference is calculated. This
averaged value is referred to as the time skew Note that the time
skew al gorithm al |l ows cooperation between servers with completely
desynchroni zed cl ocks as well as those whose desynchronization itself
i s not constant.

2. Lazy updates

Lazy update refers to the requirenent placed on a server inplenenting
a failover protocol to update its failover partner whenever the

bi ndi ng dat abase changes. A failover protocol which didn't support

| azy update would require the failover partner update to conplete
before a DHCPv6 server could respond to a DHCPv6 client request.

Such approach is often referred to as 'l ockstep’ and is the opposite
of lazy updates. The |azy update nmechanismallows a server to

all ocate a new or extend an existing |l ease and then update its
failover partner as tine pernits.

M ugal ski & Ki nnear Expires March 17, 2014 [ Page 23]



Internet-Draft DHCPv6 Fail over Design Sept enber 2013

Al t hough the | azy update nechani sm does not introduce additiona

del ays in server response tinmes, it introduces other difficulties.
The key problemw th | azy update is that when a server fails after
updating a client with a particular |ease tinme and before updating
its partner, the partner will believe that a | ease has expired even
though the client still retains a valid | ease on that address or
prefix. It is also possible that the partner will have no record at
all of the lease of the resource to the client.

8.3. MCLT concept

In order to handl e problemintroduced by |azy updates (see

Section 8.2), a period of tine known as the "Maxi num dient Lead
Time" (MCLT) is defined and nust be known to both the primary and
secondary servers. Proper use of this time interval places an upper
bound on the difference all owed between the |ease tine provided to a
DHCPv6 client by a server and the | ease tine known by that server’'s
fail over partner.

The MCLT is typically much Iess than the lease tinme that a server has
been configured to offer a client, and so sone strategy nust exist to
all ow a server to offer the configured lease tine to a client.

During a lazy update the updating server typically updates its
partner with a potential expiration time which is |longer than the

| ease time previously given to the client and which is |longer than
the lease time that the server has been configured to give a client.
This allows that server to give a longer lease tinme to the client the
next tine the client renews its |ease, since the tine that it wll
give to the client will not exceed the MCLT beyond the potentia
expiration time acknow edged by its partner

The fundanmental relationship on which much of the correctness of this
protocol depends is that the | ease expiration tinme known to a DHCPv6
client MJUST NOT be greater by nore than the MCLT beyond the potential
expiration tinme known to that server’'s failover partner

The renmai nder of this section nakes the above fundanent al
relati onship nmore explicit.

This protocol requires a DHCPv6 server to deal with several different
| ease intervals and pl aces specific restrictions on their

rel ati onships. The purpose of these restrictions is to allow the
other server in the pair to be able to make certain assunptions in
the absence of an ability to comuni cate between servers.

The different tines are:

desired valid lifetine:
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The desired valid lifetime is the | ease interval that a DHCPv6
server would like to give to a DHCPv6 client in the absence of any
restrictions inposed by the failover protocol. Its determ nation
is outside of the scope of this protocol. Typically this is the
result of external configuration of a DHCPv6 server

actual valid lifetine:
The actual valid lifetine is the |ease interval that a DHCPv6
server gives out to a DHCPv6 client. 1t may be shorter than the
desired valid lifetime (as expl ai ned bel ow).

potential valid lifetine:
The potential valid lifetime is the potential |ease expiration
interval the | ocal server tells to its partner in a BNDUPD
nessage.

acknow edged potential valid lifetine:
The acknow edged potential valid lifetime is the potential |ease
interval the partner server has nost recently acknow edged in a
BNDACK nessage.

8.3.1. MCLT exanple

The foll owi ng exanpl e denonstrates the MCLT concept in practice. The
val ues used are arbitrarily chosen are and not a reconmendation for
actual values. The MCLT in this case is 1 hour. The desired valid
lifetime is 3 days, and its renewal tine is half the valid lifetimne.

Wien a server makes an offer for a new |l ease on an | P address to a
DHCPv6 client, it determines the desired valid lifetinme (in this
case, 3 days). It then exanines the acknow edged potential valid
lifetime (which in this case is zero) and determ nes the remai nder of
the tinme left to run, which is also zero. It adds the MCLT to this
value. Since the actual valid lifetine cannot be allowed to exceed
the renmai nder of the current acknow edged potential valid lifetine
plus the MCLT, the offer nade to the client is for the renainder of
the current acknow edged potential valid lifetime (i.e. zero) plus
the MCLT. Thus, the actual valid lifetime is 1 hour (the MCLT).

Once the server has sent the REPLY to the DHCPv6 client, it wll
update its failover partner with the lease information. However, the
desired potential valid lifetine will be conposed of one half of the
current actual valid lifetinme added to the desired valid lifetine.
Thus, the failover partner is updated with a BNDUPD with a potentia
valid lifetime of 1/2 hour + 3 days.

When the primary server receives a BNDACK to its update of the
secondary server’s (partner’s) potential valid lifetine, it records

M ugal ski & Ki nnear Expires March 17, 2014 [ Page 25]



Internet-Draft DHCPv6 Fail over Design Sept enber 2013

that as the acknow edged potential valid lifetime. A server MJST NOT
send a BNDACK in response to a BNDUPD nessage until it is sure that
the information in the BNDUPD nmessage has been updated in its |ease
dat abase. See Section 8.9. Thus, the primary server in this case
can be sure that the secondary server has recorded the potentia

|l ease interval in its stable storage when the prinary server receives
a BNDACK nmessage fromthe secondary server

When the DHCPv6 client attenpts to renew at T1 (approxi mately one
hal f an hour fromthe start of the lease), the prinmary server again
determines the desired valid lifetine, which is still 3 days. It
then conpares this with the original acknow edged potential valid
lifetime (1/2 hour + 3 days) and adjusts for the tinme passed since
the secondary was |ast updated (1/2 hour). Thus the tinme remaining
of the acknow edged potential valid interval is 3 days. Adding the
MCLT to this yields 3 days plus 1 hour, which is nore than the
desired valid lifetime of 3 days. So the client is renewed for the
desired valid lifetime -- 3 days

When the primary DHCPv6 server updates the secondary DHCPv6 server
after the DHCPv6 client’s renewal REPLY is conplete, it wll
calculate the desired potential valid lifetine as the T1 fraction of
the actual client valid lifetime (1/2 of 3 days this tinme = 1.5
days). To this it will add the desired client valid lifetine of 3
days, yielding a total desired potential valid lifetine of 4.5 days.
In this way, the primary attenpts to have the secondary al ways "I ead"
the client in its understanding of the client’s valid lifetine so as
to be able to always offer the client the desired client valid
lifetine.

Once the initial actual client valid lifetine of the MCLT is past,
the protocol operates effectively |like the DHCPv6 protocol does today
in its behavior concerning valid lifetimes. However, the guarantee
that the actual client valid lifetime will never exceed the remaining
acknow edged partner server potential valid lifetine by nore than the
MCLT allows full recovery froma variety of failures.

8.4. Unreachability detection

Each partner MUST naintain a FO SEND tiner for each fail over
connection. The FO SEND tiner is reset every tine any nessage is
transmtted. |If the timer reaches the FO SEND MAX val ue, a CONTACT
message is transmitted and timer is reset. The CONTACT nessage nay
be transmitted at any tinme. An inplenentation MAY use additiona
mechani sms to detect partner unreachability.

I npl enenters are advised to keep in mind that the tiner based CONTACT
message nmechanismis not perfect and nmay not detect sone failures.
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In particular, if the partner is using one interface to reach clients
("downlink") and another to reach its partner ("uplink"), it is
possi bl e that comunication with the clients will break, yet the
mechanismw ||l still claimfull reachability. For that reason it is
beneficial to share the same interface for client traffic and

communi cation with the failover partner. That approach may have
drawbacks in some network topol ogies.

8.5. Re-allocating Leases

When in PARTNER-DOM state there is a waiting period after which a
resource can be re-allocated to another client. For resources which
are avail abl e when the server enters PARTNER-DOM state, the period
is the MCLT fromthe entry into PARTNER-DOMN state. For resources
whi ch are not avail abl e when the server enters PARTNER- DOMN st at e,
the period is the MCLT after the later of the following tines: the
potential valid lifetine, the nost recently transnitted potentia
valid lifetime, the nost recently received acknow edged potentia
valid lifetime, and the nost recently transnmitted acknow edged
potential valid lifetime. |If this time would be earlier than the
current time plus the MCLT, then the time the server entered PARTNER-
DOM state plus the maxi mumclient-lead-tine is used.

In any other state, a server cannot reallocate a resource from one
client to another without first notifying its partner (through a
BNDUPD nmessage) and receiving acknow edgenment (through a BNDACK
message) that its partner is aware that that first client is not
usi ng the resource.

This could be nodeled in the following way. Though this specific
i mpl ementation is in no way required, it nmay serve to better
illustrate the concept.

An "avail abl e" resource on a server nay be allocated to any client.
A resource which was | eased to a client and which expired or was

rel eased by that client would take on a new state, EXPIRED or
RELEASED respectively. The partner server would then be notified
that this resource was EXPI RED or RELEASED t hrough a BNDUPD. When
the sending server received the BNDACK for that resource showing it
was FREE, it would nove the resource from EXPlI RED or RELEASED to
FREE, and it would be available for allocation by the prinmary server
to any clients.

A server MAY reallocate a resource in the EXPI RED or RELEASED state
to the same client with no restrictions provided it has not sent a
BNDUPD nessage to its partner. This situation would exist if the

| ease expired or was released after the transition i nto PARTNER- DOMN
state, for instance.
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8. 6.

Sendi ng Bi ndi ng Updat e

This and the followi ng sectionis witten as though every BNDUPD
message contains only a single binding update transaction in order to
reduce the complexity of the discussion. Servers MAY generate
messages with rmultiple binding update transactions in them and their
partner servers MAY process these nmessages. Before nultiple binding
update transactions are to be sent and processed over a fail over
connection, their use MJIST be negoti ated during the CONNECT and
CONNECTACK connection establishnment processing.

Each server updates its failover partner about recent changes in
| ease states. Each update MJUST include at |east the follow ng
i nformati on:

1.

10.

resource type - non-tenporary address or a prefix. Resource
type can be indicated by the container that conveys the actua
resource (e.g. an I A NA option indicates non-tenporary |Pv6
addr ess) ;

resource information - the actual address or prefix. That is
conveyed using the appropriate option, e.g. an | AADDR for an
address or an | APREFI X for a prefix;

valid life tinme sent to client*;

IAID - ldentity Association used by the client, while obtaining
a given lease. (Notel: one client nay use nany |AlDs

simul taneously. Note2: IAIDfor IA TA and PD are orthogona
nunber spaces.)*;

Next Expected Cient Transmission (renewal time) - time interva
since dient Last Transm ssion Tinme, when a response froma
client is expected*;

potential valid life tine - alifetine that the server is
willing to set if there were no MCLT/failover restrictions

i mposed*;

preferred life tine sent to client - the actual value sent back
to the client*;

CLTT - dient Last Transaction Tine, a tinestanp of the |ast
received transm ssion froma client*;

dient DU D.

Resource state.
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11. start tine of state (especially for non-client updates).

Items marked with asteri sk MIUST appear only if the | ease is/was
associated with a client. Oherwise it MJST NOT appear.

The BNDUPD nessage MAY contain additional information related to the
updated | ease. The additional information MAY include, but is not
limted to:

1. assigned FQDN nane, defined in [RFC4704];
2. Options Requested by the client, i.e. content of the ORO

3. Relay Data option from DHCPv6 Leasequery, see [ RFC5007]
Section 4.1.2. 4

4. Any other options the updating partner deens useful

The receiving partner MAY store any additional information received,
but it MAY choose to ignore it as well. Sonme information may be
useful, so it is a good idea to keep or update it. One reason is
FQDN i nformation. A server SHOULD be prepared to clean up DNS

i nformati on once the | ease expires or is released. See Section 11
for a detail ed discussion about Dynamic DNS. Another reason the
partner may be interested in keeping additional data is a better
support for |easequery [RFC5007] or bul k | easequery [ RFC5460], which
features queries based on Relay-1D, by link address and by Renote-1D.

8.7. Receiving Binding Update

When a server receives a BNDUPD nessage, it needs to decide how to
process the binding update transaction it contains and whet her that
transaction represents a conflict of any sort. The conflict

resol ution process MJST be used on the recei pt of every BNDUPD
message, not just those that are received while in POTENTI AL- CONFLI CT
state, in order to increase the robustness of the protocol

There are three sorts of conflicts:

1. Two clients, one resource - This is the duplicate resource
al l ocation conflict. There two different clients each all ocated
t he sane resource. See Section 8.8.

2. Two resources, one client conflict - This conflict exists when a
client on one server is associated with a one resource, and on
the other server with a different resource in the sane or rel ated
prefix. This does not refer to the case where a single client
has resources in nultiple different prefixes or administrative
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domains (i.e. a nobile client that changed its location), but
rather the case where on the sanme prefix the client has a | ease
on one | P address in one server and on a different |IP address on
t he ot her server.

This conflict may or may not be a problemfor a given DHCP server
i mpl ementation and policy. |If inplenentations and policies

all ow, both resources can be assigned to a given client. In the
event that a DHCP server requires that a DHCP client have only
one outstanding | ease of a given type, the conflict MJST be

resol ved by accepting the | ease which has the |atest CLTT.

It should be further clarified that DHCPv6 protocol nakes
assignnents based on a (client DU D, resource type, |AlD)

triplet. The possibility of using different IAIDs was omtted in
this paragraph for clarity. |If one client is assigned nmultiple
resources of the sane type, but with different 1AIDs, there is no
conflict. Also, IAID values for different resource types are
orthogonal, i.e. an IANAwith IAID=1 is different than an | A_PD
with AID=1 and there is no conflict.

3. binding-status conflict - This is normal conflict, where one
server is updating the other with newer information. See
Section 8.8 for details of howto resolve these conflicts.

4. configuration conflict -- This kind of conflict stens froma
differing configuration on one server than on the other server
It may be transient (last until both servers can process a new
configuration) or it may be chronic. 1t cannot be resol ved by
conmmuni cations over the failover connection, but nust be resol ved
(if it is not transient) by administrator action to resolve the
conflicts.

8.8. Conflict Resolution

The server receiving a |l ease update fromits partner nust evaluate
the received lease information to see if it is consistent with

al ready known state and decide which information - the previously
known or that just received - is "better”. The server should take
into consideration the followi ng aspects: if the |ease is already
assigned to a specific client, who had contact with client recently,
start tinme of the |ease, etc.

When anal yzi ng a BNDUPD nessage froma partner server, if there is

insufficient information in the BNDUPD to process it, then reject the
BNDUPD with reject-reason "M ssing binding infornmation”
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If the resource in the BNDUPD is not a resource associated with the
fail over endpoint which received the BNDUPD nessage, then reject it
with reject-reason "lllegal |IP address or prefix (not part of any
address or prefix pool)".

Every BNDUPD nessage SHOULD contain a client-last-transaction-tine
option, which MUST, if it appears, be the tinme that the server |ast
interacted with the DHCP client. It MJST NOT be, for instance, the
time that the | ease on an I P address expired. |If there has been no
interaction with the DHCP client in question (or there is no DHCP
client presently associated with this resource), then there will be
no client-last-transaction-tinme option in the BNDUPD nessage.

The list in Figure 3 presents the conflict resolution outcome. To
"accept"” a BNDUPD neans to update the server’s bindings database with
the informati on contained in the BNDUDP and once the update is

conmpl ete, send a BNDACK nessage corresponding to the BNDUPD nessage
To "reject" a BNDUPD neans to | eave the server’s binding database
unchanged and to respond to the BNDUPD with BNDACK with a reject-
reason option incl uded.

When interpreting the information in the following table (Figure 3),
for those rules that are listed with "time" -- if a BNDUPD doesn’t
have a client-last-transaction-tinme value, then it MJST NOT be
considered |later than the client-last-transaction-tine in the
receiving server’s binding. |If the BNDUPD contains a client-1|ast-
transaction-time value and the receiving server’s binding does not,
then the client-last-transaction-tine value in the BNDUPD MJUST be
considered | ater than the server’s.

bi ndi ng-status in recei ved BNDUPD.
bi ndi ng- st at us

in receiving FREE RESET
server ACTIVE EXPIRED RELEASED FREE_BACKUP ABANDONED
ACTI VE accept(5) tine(2) time(1) time(2) accept
EXPI RED time(1) accept accept accept accept
RELEASED time(1) time(1) accept accept accept
FREE/ FREE_BACKUP accept accept accept accept accept
RESET tinme(3) accept accept accept accept
ABANDONED reject(4) reject(4) reject(4) reject(4) accept

Figure 3: Conflict Resolution
time(1l): If the client-last-transaction-tine in the BNDUPD is |ater

than the client-last-transaction-time in the receiving server’s
bi nding, accept it, else reject it.
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8.

9.

9.

time(2): If the current time is later than the receiving server’s
| ease-expiration-time, accept it, else reject it.

time(3): If the client-last-transaction-tine in the BNDUPD is |ater
than the start-tinme-of-state in the receiving server’s binding,
accept it, else reject it.

(1,2,3): If rejecting, use reject reason "Qutdated binding
i nformation".

(4): Use reject reason "Less critical binding information".

(5): If the clients in a BNDUPD nessage and in a receiving server’s
binding differ, then if the receiving server is a secondary accept
it, elsereject it with a reject reason of "Fatal conflict exists:
address in use by other client".

The | ease update may be accepted or rejected. Rejection SHOULD NOT
change the flag in a |l ease that says that it should be transnitted to
the failover partner. |If this flag is set, then it should be
transmitted, but if it is not already set, the rejection of a |ease
state update SHOULD NOT trigger an autonatic update of the fail over
partner sending the rejected update. The potential for update storns
is too great, and in the unusual case where the servers sinply can’t
agree, that disagreenment is better than an update storm

9. Acknow edgi ng Reception

Upon acceptance of a binding | ease, the server MIST notify its
partner that it updated its database. A server MJST NOT send the
BNDACK before its database is updated. A BNDACK MUST contain at

| ease the minimum set of information required to unanbi guously
identify the BNDUPD that triggered the BNDACK

Endpoi nt States
1. State Machine Operation

Each server (or, nore accurately, failover endpoint) can take on a
variety of failover states. These states play a crucial role in
deternmining the actions that a server will perform when processing a
request froma DHCPv6 client as well as dealing with changing
external conditions (e.g., loss of connection to a failover partner).

The failover state in which a server is running controls the
foll owi ng behavi ors:
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0 Responsiveness -- the server is either responsive to DHCPv6 cli ent
requests or it is not.

o0 Allocation Pool -- which pool of addresses (or prefixes) can be
used for advertisenent on receipt of a SCLICIT or allocation on
recei pt of a REQUEST nessage.

0o MCLT -- ensure that valid lifetines are not beyond what the
partner has acked plus the MCLT (or not).

A server will transition fromone failover state to another based on
the specific values held by the followi ng state vari abl es:

0o Current failover state.
0 Communications status (OK or not K).
o Partner’'s failover state (if known).

Whenever any of the above state variabl es changes state, the state
machi ne i s invoked, which may then trigger a change in the current
failover state. Thus, whenever the conmmunications status changes,
the state machi ne processing is invoked. This nmay or nmay not result
in a change in the current failover state.

Whenever a server transitions to a new fail over state, the new state
MUST be conmmunicated to its failover partner in a STATE nessage if

t he conmuni cations status is OK In addition, whenever a server
makes a transition into a new state, it MJST record the new state,
its current understanding of its partner’s state, and the tine at
which it entered the new state in stable storage.

The following state transition diagram gives a condensed view of the
state machine. |If there is a difference between the words descri bing
a particular state and the di agram bel ow, the words shoul d be

consi dered authoritative.

In the state transition diagrambelow, the "+" or "-" in the upper
right corner of each state is a notation about whether conmunication
is ongoing with the other server
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Figure 4: Failover Endpoint State Machine
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State Machine Initialization

The state machine is characterized by storage (in stable storage) of
at least the follow ng i nformation:

0 Current failover state.

o Previous fail over state.

o Start time of current failover state.

o Partner’'s failover state.

o Start tinme of partner’s failover state.

o Tinme nost recent packet received from partner

The state machine is initialized by reading these data itenms from
stabl e storage and restoring their values fromthe infornmation saved.
If there is no information in stable storage concerning these itens,
then they should be initialized as foll ows:

0 Current failover state: Prinary: PARTNER-DOWN, Secondary: RECOVER
0 Previous failover state: None.

o Start tinme of current failover state: Current tine.

o Partner’'s failover state: None until reception of STATE nessage.

o Start time of partner’s failover state: None until reception of
STATE nessage.

o Tinme nost recent packet received frompartner: None until packet
received.

STARTUP St ate

The STARTUP state affords an opportunity for a server to probe its
partner server, before starting to service DHCP clients. Wen in the
STARTUP state, a server attenpts to learn its partner’s state and
determine (using that information if it is available) what state it
shoul d enter.
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The STARTUP state is not shown with any specific state transitions in
the state machi ne diagram (Figure 4) because the processing during
the STARTUP state can cause the server to transition to any of the
other states, so that specific state transition arcs would only
obscure other information.

9.3.1. Operation in STARTUP State
The server MJST NOT be responsive to DHCPv6 clients in STARTUP state.

Whenever a STATE nessage is sent to the partner while in STARTUP
state the STARTUP flag MJST be set in the nessage and the previously
recorded failover state MJST be placed in the server-state option

9.3.2. Transition Qut of STARTUP State

The following algorithmis followed every tinme the server initializes
itself, and enters STARTUP state.

Step 1:

If there is any record in stable storage of a previous failover state
for this server, set PREVI OUS- STATE to the |last recorded value in
stable storage, and go to Step 2

If there is no record of any previous failover state in stable
storage for this server, then set the PREVI QUS- STATE to RECOVER and
set the TIME-OF-FAILURE to 0. This will allow two servers which

al ready have lease information to synchronize thensel ves prior to
oper ati ng.

In sone cases, an existing server will be conm ssioned as a fail over
server and brought back into operation where its partner is not yet
available. 1In this case, the newy conmni ssioned fail over server wll
not operate until its partner cones online -- but it has operationa
responsibilities as a DHCP server nonetheless. To properly handl e
this situation, a server SHOULD be configurable in such a way as to
move directly into PARTNER-DOMN state after the startup period
expires if it has been unable to contact its partner during the
startup period.

Step 2:

I mpl enentations will differ in the ways that they deal with the state
machi ne for failover endpoint states. 1In many cases, state
transitions will occur when conmunications goes from"OK" to fail ed,
or fromfailed to "OK", and sone inplenentations will inplenment a

portion of their state nachi ne processi ng based on these changes.
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In these cases, during startup, if the previous state is one where
comruni cati ons was "OK", then set the previous state to the state
that is the result of the comunications failed state transition when
in that state (if such transition exists -- sone states don’t have a
communi cations failed state transition, since they allow both

communi cations OK and failed).

Step 3:

Start the STARTUP state timer. The time that a server remains in the
STARTUP state (absent any conmunications with its partner) is

i mpl enent ati on dependent but SHOULD be short. It SHOULD be | ong
enough for a TCP connection to be created to a heavily | oaded partner
across a sl ow network.

Step 4:

Attenpt to create a TCP connection to the failover partner.
Step 5:

Wait for "communications OK".

When and i f conmuni cations beconme "okay", clear the STARTUP flag, and
set the current state to the PREVI OUS- STATE.

If the partner is in PARTNER-DOM state, and if the time at which it
entered PARTNER-DOWN state (as received in the start-tine-of-state
option in the STATE nessage) is later than the last recorded tine of
operation of this server, then set CURRENT- STATE to RECOVER. If the
time at which it entered PARTNER-DOM state is earlier than the |ast
recorded tinme of operation of this server, then set CURRENT- STATE to
POTENTI AL- CONFLI CT.

Then, transition to the current state and take the "conmuni cati ons
OK" state transition based on the current state of this server and
t he partner.

Step 6:

If the startup tine expires the server SHOULD transition to the
PREVI OQUS- STATE.
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9.4. PARTNER-DOVWN St ate

PARTNER- DOMN state is a state either server can enter. Wen in this
state, the server assunes that it is the only server operating and
serving the client base. |f one server is in PARTNER-DOWN state, the
ot her server MJST NOT be operating.

A server can enter PARTNER-DOMN state either as a result of operator
i ntervention (when an operator determ nes that the server’s partner
is, indeed, down), or as a result of an optional auto-partner-down
capability where PARTNER-DOM state is entered autonatically after a
server has been in COVMUNI CATI ONS- | NTERRUPTED state for a pre-
determ ned period of tine.

9.4.1. C(Operation in PARTNER-DOMN St ate

The server MJST be responsive in PARTNER-DOMN state, regardless if it
is primary or secondary.

It will allow renewal of all outstanding | eases on resources. For
those resources for which the server is using proportional

allocation, it will allocate resources fromits own pool, and after a
fixed period of time (the MCLT interval) has el apsed fromentry into
PARTNER- DOMN state, it may allocate | P addresses fromthe set of all
avai l abl e pools. Server SHOULD fully deplete its own pool, before
starting allocations fromits downed partner’s pool.

Any resource tagged as available for allocation by the other server
(at entry to PARTNER- DOMN state) MJST NOT be allocated to a new
client until the MCLT beyond the entry into PARTNER- DOMN state has
el apsed.

A server in PARTNER-DOMN state MJUST NOT allocate a resource to a DHCP
client different fromthat to which it was allocated at the entrance
to PARTNER-DOMWN state until the MCLT beyond the naxi mum of the
following times: client expiration tine, nost recently transmitted
potential -expiration-tinme, nost recently received ack of potential-
expiration-time fromthe partner, and nost recently acked potenti al -
expiration-time to the partner. |If this time would be earlier than
the current tinme plus the maximumclient-lead-tine, then the tine the
server entered PARTNER- DOMWN state plus the nmaxi numclient-lead-tine

i s used.

The server is not restricted by the MCLT when offering | ease tines
whi | e i n PARTNER- DOMN st at e.

In the unlikely case when there are two servers operating in a
PARTNER- DOMN state, there is a chance of duplicate | eases assigned.
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9.

9.

9.

This |l eads to a POTENTI AL- CONFLI CT (unresponsive) state when they re-
establish contact. The duplicate |ease issue can be postponed to a

| arge extent by the server granting new |l eases first fromits own
pool. Therefore the server operating in PARTNER- DOMN state MJST use
its own pool first for new | eases before assigning any | eases from
its downed partner pool.

4.2. Transition Qut of PARTNER- DOMN St ate

When a server in PARTNER- DOMN state succeeds in establishing a
connection to its partner, its actions are conditional on the state
and flags received in the STATE nessage fromthe other server as part
of the process of establishing the connection.

If the STARTUP bit is set in the server-flags option of a received
STATE nessage, a server in PARTNER-DOWN state MUST NOT take any state
transitions based on reestablishing communications. Essentially, if

a server is in PARTNER-DOM state, it ignores all STATE nmessages from
its partner that have the STARTUP bit set in the server-flags option
of the STATE nessage.

If the STARTUP bit is not set in the server-flags option of a STATE
message received fromits partner, then a server in PARTNER- DOMN
state takes the following actions based on the state of the partner
as received in a STATE nessage (either imediately after establishing
comruni cations or at any tine |ater when a new state is received)

o |If the partner is in: [ NORMAL, COVMUINI CATI ONS- | NTERRUPTED,
PARTNER- DOAN, POTENTI AL- CONFLI CT, RESCLUTI ON- | NTERRUPTED, or
CONFLI CT-DONE ] state, then transition to POTENTI AL- CONFLI CT state

o If the partner is in: [ RECOVER, RECOVER-WAIT ] state stay in
PARTNER- DOMN st at e

o If the partner is in: [ RECOVER-DONE ] state transition into
NORMAL st ate

5. RECOVER State

This state indicates that the server has no information in its stable
storage or that it is re-integrating with a server in PARTNER- DOAN
state after it has been down. A server in this state MJST attenpt to
refresh its stable storage fromthe other server.

5.1. Operation in RECOVER State

The server MUST NOT be responsive in RECOVER state.
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A server in RECOVER state will attenpt to reestablish communications
with the other server.

9.5.2. Transition Qut of RECOVER State

If the other server is in POTENTI AL- CONFLI CT, RESOLUTI ON- | NTERRUPTED,
or CONFLI CT- DONE st ate when comruni cations are reestablished, then
the server in RECOVER state will npve to POTENTI AL- CONFLI CT state
itsel f.

If the other server is in any other state, then the server in RECOVER
state will request an update of mnissing binding information by

sendi ng an UPDREQ nessage. |f the server has deternmined that it has
lost its stable storage because it has no record of ever having
talked to its partner, while its partner does have a record of
communicating with it, it MJST send an UPDREQALL nessage, otherw se
it MJUST send an UPDREQ nessage.

wait for an UPDDONE nessage, and upon receipt of that nessage

It
it transition to RECOVER-WAI T st at e.

wi | |
wil |
If communications fails during the reception of the results of the

UPDREQ or UPDREQALL nessage, the server will remain in RECOVER state,

and will re-issue the UPDREQ or UPDREQALL when communications are re-
est abl i shed.

If an UPDDONE message isn’'t received within an inplenentation
dependent anount of tine, and no BNDUPD nessages are being received,
the connection SHOULD be dropped.

A B
Server Server
I I
RECOVER PARTNER- DOAN

I I

| >--UPDREQ ------------------- > |

I I

| S BNDUPD- - < |

| >--BNDACK-------------------- > [

I I

| S P BNDUPD- - < |

| >--BNDACK-------------------- > |

I I

[ R UPDDONE- - < |

I I
RECOVER- VAI T |
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I I
| >--STATE- (RECOVER-VWAI T)------ > |
| |
VWait MCLT from |l ast known |
time of failover operation |
I
I
|
I

RECOVER- DONE
| >-- STATE- ( RECOVER- DONE) - - - - - - >
| NORMAL
| Qe ( NORMAL) - STATE- - < |
NORMAL |
>---- State-(NORVAL) - ---=-----=--- >
|
I

I
|
I
Figure 5: Transition out of RECOVER state

If at any time while a server is in RECOVER state conmuni cations
fails, the server will stay in RECOVER state. When communi cati ons
are restored, it will restart the process of transitioning out of
RECOVER st at e.

9.6. RECOVER-VWAIT State

This state indicates that the server has sent an UPDREQ or UPDREQALL
and has received the UPDDONE nessage indicating that it has received
al | outstandi ng binding update information. In the RECOVER-WAI T
state the server will wait for the MCLT in order to ensure that any
processing that this server m ght have done prior to losing its
stable storage will not cause future difficulties.

9.6.1. CQperation in RECOVER-VWAIT State
The server MJUST NOT be responsive in RECOVER-WAI T state.

9.6.2. Transition Qut of RECOVER-WAIT State
Upon entry to RECOVER-WAI T state the server MJST start a tinmer whose
expiration is set to atine equal to the tine the server went down
(if known) or the time the server started (if the dowmn-tinme is
unknown) plus the maxi mumclient-lead-time. Wen this tinmer expires,
the server will transition into RECOVER- DONE st at e.
This is to allow any | P addresses that were allocated by this server

prior to loss of its client binding infornmation in stable storage to
contact the other server or to time out.
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If this is the first time this server has run failover -- as
determned by the information received fromthe partner, not
necessarily only as determ ned by this server’s stable storage (as
that may have been lost), then the waiting tine discussed above may
be ski pped, and the server MAY transition i mmedi ately to RECOVER- DONE
st at e.

If the server has never before run failover, then there is no need to
wait in this state -- but, again, to determine if this server has run
failover it is vital that the information provided by the partner be
utilized, since the stable storage of this server may have been | ost.

I f communications fails while a server is in RECOVER-WAIT state, it
has no effect on the operation of this state. The server SHOULD
continue to operate its timer, and if the timer expires during the
peri od where conmuni cations with the other server have failed, then
the server SHOULD transition to RECOVER-DONE state. This is rare --
failover state transitions are not usually nmade whil e communications
are interrupted, but in this case there is no reason to inhibit the
timer.

9.7. RECOVER- DONE St at e
This state exists to allow an interl ocked transition for one server
from RECOVER st ate and anot her server from PARTNER- DOMNN or
COVMUNI CATI ONS- | NTERRUPTED state i nto NORVAL st at e.

9.7.1. CQperation in RECOVER-DONE State
A server in RECOVER- DONE state SHOULD be unresponsive, but MAY
respond to RENEW requests but MJST only change the state of resources
that appear in the RENEWrequest. It MJST NOT allocate any
addi tional resources when i n RECOVER- DONE st at e.

9.7.2. Transition Qut of RECOVER-DONE State
When a server in RECOVER-DONE state determines that its partner
server has entered NORVAL or RECOVER-DONE state, then it wll
transition i nto NORVAL state.

If comrunication fails while in RECOVER-DONE state, a server wll
stay i n RECOVER- DONE st at e.
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9.8. NORMAL State

NORMAL state is the state used by a server when it is comunicating
with the other server, and any required resynchroni zati on has been
perfornmed. While sone bindi ngs database synchronization is perforned
in NORVAL state, potential conflicts are resolved prior to entry into
NORMAL state as is binding database data | oss.

When entering NORVAL state, a server will send to the other server
all currently unacknow edged bi ndi ng updat es as BNDUPD nessages.

When t he above process is conplete, if the server entering NORVAL
state is a secondary server, then it will request resources
(addresses and/or prefixes) for allocation using the POOLREQ nessage.

9.8.1. Qperation in NORVAL State

Primary server is responsive in NORMAL state. Secondary is
unresponsi ve in NORMAL state.

When in NORMAL state a primary server will operate in the follow ng
nmanner :

Lease tine cal cul ations
As discussed in Section 8.3, the lease interval given to a DHCP
client can never be nore than the MCLT greater than the nobst
recently received potential-expiration-tine fromthe fail over
partner or the current tine, whichever is later

As long as a server adheres to this constraint, the specifics of
the lease interval that it gives to a DHCP client or the val ue of
the potential -expiration-tine sent to its failover partner are

i mpl ement ati on dependent .

Lazy update of partner server
After sending a REPLY that includes a | ease update to a client,
the server servicing a DHCP client request attenpts to update its
partner with the new binding information

Real | ocati on of resources between clients
Whenever a client binding is released or expires, a BNDUPD nessage
must be sent to the partner, setting the binding state to RELEASED
or EXPI RED. However, until a BNDACK is received for this nmessage,
the resource cannot be allocated to another client. |t cannot be
all ocated to the sane client again if a BNDUPD was sent, otherw se
it can. See Section 8.5 for details.
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In NORMAL state, each server receives binding updates fromits
partner server in BNDUPD nessages. It records these inits client
bi ndi ng dat abase in stable storage and then sends a correspondi ng
BNDACK nessage to its partner server.

9.8.2. Transition Qut of NORMAL State

If an external command is received by a server in NORMAL state
informng it that its partner is down, then transition into PARTNER-
DOM state. Generally, this would be an unusual situation, where
some external agency knew the partner server was down prior to the
fail over server discovering it on its own.

If a server in NORMAL state fails to receive acks to nmessages sent to
its partner for an inplenmentation dependent period of time, it MAY
nmove i nto COVMUNI CATI ONS- | NTERRUPTED state. This situation night
occur if the partner server was capable of naintaining the TCP
connection between the server and al so capabl e of sending a CONTACT
message periodically, but was (for some reason) incapable of

processi ng BNDUPD nessages.

If the communications is determned to not be "ok" (as defined in
Section 8.4), then transition into COMUN CATI ONS- | NTERRUPTED st at e.

If a server in NORMAL state receives any nmessages fromits partner
where the partner has changed state fromthat expected by the server
in NORVAL state, then the server should transition into

COVMUNI CATI ONS- | NTERRUPTED state and take the appropriate state
transition fromthere. For exanple, it would be expected for the
partner to transition from POTENTI AL- CONFLI CT i nto NORMAL state, but
not for the partner to transition from NORMAL i nto POTENTI AL- CONFLI CT
st at e.

If a server in NORMAL state receives a DI SCONNECT nessage fromits
partner, the server should transition into COMUNI CATI ONS- | NTERRUPTED
state.

9.9. COVWLUNI CATI ONS- | NTERRUPTED St at e

A server goes into COVMJNI CATI ONS- | NTERRUPTED st at e whenever it is
unabl e to communicate with its partner. Prinmary and secondary
servers cycle automatically (w thout administrative intervention)
bet ween NORMAL and COVMUNI CATI ONS- | NTERRUPTED st ate as the network
connection between themfails and recovers, or as the partner server

cycl es between operational and non-operational. No duplicate
resource allocation can occur while the servers cycle between these
st ates.
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When a server enters COVMUNI CATI ONS- | NTERRUPTED state, if it has been
configured to support an automatic transition out of COVMJNI CATI ONS-
| NTERRUPTED state and into PARTNER-DOMN state (i.e., a auto-partner-
down has been configured), then a tinmer MJUST be started for the

I ength of the configured auto-partner-down period.

A server transitioning into the COVUN CATI ONS- | NTERRUPTED state from
the NORMAL state SHOULD rai se sone alarmcondition to alert
adm nistrative staff to a potential problemin the DHCP subsystem

9.9.1. Qperation in COMMUNI CATI ONS- | NTERRUPTED St at e

In this state a server MJST respond to all DHCP client requests.
When al |l ocati ng new | eases, each server allocates fromits own pool,
where the primary MJST all ocate only FREE resources, and the
secondary MJST allocate only FREE BACKUP resources. Wen respondi ng
to RENEW nessages, each server will allow continued renewal of a DHCP
client’s current | ease on a resource irrespective of whether that

| ease was given out by the receiving server or not, although the
renewal period MJUST NOT exceed the maximumclient lead time (MCLT)
beyond the latest of: 1) the potential valid lifetine already
acknow edged by the other server, or 2) now, or 3) the potential
valid lifetime received fromthe partner server.

However, since the server cannot comunicate with its partner in this
state, the acknow edged potential valid lifetime will not be updated
in any new bindings. This is likely to eventually cause the actual
valid lifetimes to converge to the MCLT (unless this is greater than
the desired-client-lease-tine).

The server should continue to try to establish a connection with its
partner.

9.9.2. Transition Qut of COVMJIN CATI ONS- | NTERRUPTED St at e

If the safe period tiner expires while a server is in the
COVMUNI CATI ONS- | NTERRUPTED state, it will transition inmediately into
PARTNER- DOMWN st at e.

If an external command is received by a server in COVMINI CATI ONS-
| NTERRUPTED state informng it that its partner is down, it wll
transition i mediately into PARTNER- DOMN st at e.

If communications is restored with the other server, then the server

i n COVMUNI CATI ONS- | NTERRUPTED state will transition into another
state based on the state of the partner:
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o NORMAL or COMMUNI CATI ONS- | NTERRUPTED: Transition into the NORVAL
state.
0 RECOVER Stay in COVMJNI CATI ONS- | NTERRUPTED st at e.
0 RECOVER-DONE: Transition into NORVAL state.

0 PARTNER- DONN, POTENTI AL- CONFLI CT, CONFLI CT- DONE, or RESCLUTI ON-
| NTERRUPTED: Transition into POTENTI AL- CONFLI CT st at e.

The following figure illustrates the transition from NORVAL to
COVMUNI CATI ONS- | NTERRUPTED state and then back to NORVAL state again.

Primary Secondary
Server Server
NORMAL NORMAL

| >--CONTACT------------------- > |
[ S LR TR CONTACT- - < |

| [ TCP connecti on broken] |
COVMUNI CATI ONS : COVMUNI CATI ONS
| NTERRUPTED : | NTERRUPTED
[attenpt new TCP connecti on] |
[ connecti on succeeds] [

I
I
I I
| > - CONNECT-------=-mmemmmon- > |
I
I
I

O e TR CONNECTACK- - < |
NORMAL
S L EEE T STATE- - - - - < |
NORVAL [
| > -STATE-----------mommmmm - > |
I
| > -BNDUPD-------------------- > |
[ R T BNDACK- - < |
I I
| Cmmmmmmmm e BNDUPD- - < |
| >----- BNDACK- - - - - === - oo - - > |
I I
| S R POOLREQ - < |
| >--POCLRESP------------------ > |
I I
| >--BNDUPD- (#1)--------------- > |
| SO R TP BNDACK- - < |
I I
| >--BNDUPD- (#2)--------------- > |
| S LR T T T BNDACK- - < |
I I
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Figure 6: Transition from NORVAL to COVMUNI CATI ONS- | NTERRUPTED and
back (exanple with 2 addresses allocated to secondary)

9.10. POTENTI AL- CONFLI CT State

This state indicates that the two servers are attenpting to
reintegrate with each other, but at |east one of themwas running in
a state that did not guarantee automatic reintegration would be

possi ble. I n POTENTI AL- CONFLI CT state the servers may determn ne that
the sane resource has been offered and accepted by two different
clients.

It is a goal of this protocol to nmininize the possibility that
POTENTI AL- CONFLI CT state is ever entered.

When a primary server enters POTENTI AL- CONFLICT state it shoul d
request that the secondary send it all updates of which it is
currently unaware by sendi ng an UPDREQ nessage to the secondary
server.

A secondary server entering POTENTI AL- CONFLI CT state will wait for
the primary to send it an UPDREQ nessage.

9.10.1. Operation in POTENTI AL- CONFLICT State

Any server in POTENTI AL- CONFLI CT state MJST NOT process any inconing
DHCP requests.

9.10.2. Transition Qut of POTENTI AL- CONFLI CT State

I f communi cations fails with the partner while in POTENTI AL- CONFLI CT
state, then the server will transition to RESOLUTI ON- | NTERRUPTED
state.

Whenever either server receives an UPDDONE nmessage fromits partner
whil e in POTENTI AL- CONFLI CT state, it MJST transition to a new state.
The primary MJUST transition to CONFLI CT-DONE state, and the secondary
MUST transition to NORVAL state. This will cause the primary server
to | eave POTENTI AL- CONFLI CT state prior to the secondary, since the
primary sends an UPDREQ nessage and recei ves an UPDDONE before the
secondary sends an UPDREQ nessage and receives its UPDDONE nessage.

When a secondary server receives an indication that the primary
server has made a transition from POTENTI AL- CONFLI CT to CONFLI CT- DONE
state, it SHOULD send an UPDREQ nessage to the primary server.

Primary Secondary
Server Server
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I I
POTENTI AL- CONFLI CT POTENTI AL- CONFLI CT

|
{ >--UPDREQ-------------------- > {
| Cmmmmmmmm e BNDUPD- - < |
| > -BNDACK-----------o-ommm- > |
|
[ R T BNDUPD- - <
| >--BNDACK-------------------- >
I
| SO R T UPDDONE- - <

|
I
I
|
CONFLI CT- DONE |
>- - STATE- - ( CONFLI CT- DONE) - - - - > |
I
I
I
I

|

[ R T UPDREQ - <

I

| >--BNDUPD-------cnemcmenann-- >

| Cmmmmmmme e BNDACK- - <

| 5= < BNDUPD- - < << e e > |

[ R T BNDACK- - < |

I I

| >--UPDDONE-------------=----- > |

I NORMAL

| Cmmmmemeeee- STATE- - (NORMAL) - - < |
NORMAL |

| >--STATE--(NORMAL) ----------- > |

I I

| L LT TP POOLREQ - < |

| >----- POOLRESP- - ------------ > |

I I

Figure 7: Transition out of POTENTI AL- CONFLI CT
9. 11. RESOLUTI ON- | NTERRUPTED St at e

This state indicates that the two servers were attenpting to
reintegrate with each other in POTENTI AL- CONFLI CT state, but
communi cations failed prior to conpletion of re-integration.

The RESOLUTI ON- | NTERRUPTED st at e exi sts because servers are not
responsi ve in POTENTI AL- CONFLI CT state, and if one server drops out
of service while both servers are in POTENTI AL- CONFLI CT state, the
server that remains in service will not be able to process DHCP
client requests and there will be no DHCP service available. The
RESCLUTI ON- | NTERRUPTED state is the state that a server noves to if
its partner disappears while it is in POTENTI AL- CONFLI CT st at e.
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When a server enters RESCLUTI ON-| NTERRUPTED state it SHOULD rai se an
alarmcondition to alert adm nistrative staff of a problemin the
DHCP subsystem

9.11.1. Operation in RESOLUTI ON- | NTERRUPTED St at e

In this state a server MJST respond to all DHCP client requests.
When al |l ocati ng new resources, each server SHOULD allocate fromits
own pool (if that can be determ ned), where the primry SHOULD

al l ocate only FREE resources, and the secondary SHOULD al | ocate only
FREE BACKUP resources. Wen responding to renewal requests, each
server will allow continued renewal of a DHCP client’s current |ease
i ndependent of whether that | ease was given out by the receiving
server or not, although the renewal period MJST NOT exceed the
maxi mum client lead time (MCLT) beyond the latest of: 1) the
potential valid lifetine already acknow edged by the ot her server or
2) now or 3) potential valid lifetinme received fromthe partner
server.

However, since the server cannot comunicate with its partner in this
state, the acknow edged potential valid lifetime will not be updated
i n any new bi ndi ngs.

9.11.2. Transition Qut of RESCLUTI ON-| NTERRUPTED St at e

If an external command is received by a server in RESOLUTI O\
| NTERRUPTED state informng it that its partner is down, it will
transition i mediately into PARTNER- DOMN st at e.

If communications is restored with the other server, then the server
in RESOLUTI ON- | NTERRUPTED state will transition into POTENTI AL-
CONFLI CT state.

9.12. CONFLI CT-DONE State

This state indicates that during the process where the two servers
are attenpting to re-integrate with each other, the primary server
has received all of the updates fromthe secondary server. It makes
a transition into CONFLI CT-DONE state in order that it may be totally
responsive to the client load. There is no operational difference
bet ween CONFLI CT- DONE and NORMAL for primary as in both states it
responds to all clients’ requests. The distinction between CONFLI CT-
DONE and NORVAL states will be nore apparent when | oad bal anci ng
extension will be defined.

9.12.1. Operation in CONFLICT-DONE State
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A primary server in CONFLICT-DONE state is fully responsive to al
DHCP clients (sinmilar to the situation in COVMJN CATI ONS- | NTERRUPTED
state).

If communications fails, remain in CONFLI CT-DONE state. |If
conmuni cati ons becones OK, renmain in CONFLI CT-DONE state until the
conditions for transition out becone satisfied.

9.12.2. Transition Qut of CONFLI CT-DONE State

10.

10.

11.

I f communications fails with the partner while in CONFLI CT- DONE
state, then the server will renmain in CONFLI CT- DONE st ate.

When a primary server deternines that the secondary server has nade a
transition into NORVAL state, the primary server will also transition
into NORMAL state.

Proposed extensions

The follow ng section discusses possible extensions to the proposed
fail over mechanism Listed extensions nmust be sufficiently sinple to
not further conplicate failover protocol. Any proposals that are
consi dered conplex will be defined as stand-al one extensions in
separate docunents.

1. Active-active npde

A very sinple way to achieve active-active node is to renove the
restriction that secondary server MJST NOT respond to SOLICI T and
REQUEST nessages. Instead it could respond, but MJST have | ower
preference than primary server. dients discovering available
servers will receive ADVERTI SE nmessages from both servers, but are
expected to select the primary server as it has higher preference
val ue configured. The foll ow ng REQUEST nessage will be directed to
primary server.

The benefit of this approach, conpared to the "basic" active--passive
solution is that there is no delay between primary failure and the
monent when secondary starts serving requests.

Dynani ¢ DNS Consi der ati ons

DHCP servers (and clients) can use DNS Dynani c Updates as descri bed
in RFC 2136 [ RFC2136] to nmmintain DNS name- mappi ngs as they maintain
DHCP | eases. Many different adm nistrative nodels for DHCP- DNS
integration are possible. Descriptions of several of these nodels,
and gui delines that DHCP servers and clients should follow in
carrying themout, are laid out in RFC 4704 [ RFC4704].
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11.

The nature of the failover protocol introduces sone issues concerning
dynani ¢ DNS (DDNS) updates that are not part of non-failover
environments. This section describes these issues, and defines the

i nformati on which fail over partners should exchange in order to
ensure consi stent behavior. The presence of this section should not
be interpreted as requiring an inplenentation of the DHCPv6 fail over
protocol to al so support DDNS updates.

The purpose of this discussionis to clarify the areas where the

fail over and DHCP- DDNS protocols intersect for the benefit of

i mpl ement ati ons whi ch support both protocols, not to introduce a new
requi renent into the DHCPv6 fail over protocol. Thus, a DHCPv6 server
whi ch inplenents the fail over protocol MAY al so support dynam ¢ DNS
updates, but if it does support dynanmic DNS updates it SHOULD utilize
the techni ques described here in order to correctly distribute them
between the failover partners. See RFC 4704 [RFC4704] as well as RFC
4703 [ RFC4703] for information on how DHCPv6 servers deal with
potential conflicts when updating DNS even without failover

From t he standpoint of the failover protocol, there is no reason why
a server which is utilizing the DDNS protocol to update a DNS server
shoul d not be a partner with a server which is not utilizing the DDNS
protocol to update a DNS server. However, a server which is not able
to support DDNS or is not configured to support DDNS SHOULD out put a
war ni ng message when it recei ves BNDUPD nessages whi ch indicate that
its failover partner is configured to support the DDNS protocol to
update a DNS server. An inplenentation MAY consider this an error
and refuse to operate, or it MAY choose to operate anyway, having

war ned the adm nistrator of the problemin sone way.

1. Relationship between failover and dynani c DNS update

The fail over protocol describes the conditions under which each

fail over server may renew a lease to its current DHCP client, and
describes the conditions under which it nmay grant a |lease to a new
DHCP client. An anal ogous set of conditions determ nes when a

fail over server should initiate a DDNS update, and when it should
attenpt to renove records fromthe DNS. The failover protocol’s
conditions are based on the desired external behavior: avoiding
duplicate address and prefix assignnents; allowing clients to
continue using | eases which they obtained fromone failover partner
even if they can only communicate with the other partner; allow ng
the secondary DHCP server to grant new | eases even if it is unable to
comruni cate with the primary server. The desired external DDNS
behavi or for DHCP fail over servers is simlar to that described above
for the failover protocol itself:
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11.

1. Alowtinely DDNS updates fromthe server which grants a lease to
a client. Recognize that there is often a DDNS update |ifecycle
whi ch parallels the DHCP | ease lifecycle. This is likely to
i nclude the addition of records when the | ease is granted, and
the renoval of DNS records when the | eased resource is
subsequently nade available for allocation to a different client.

2.  Communi cat e enough information between the two fail over servers
to allow one to conplete the DDNS update '|lifecycle even if the
other server originally granted the |ease.

3. Avoid redundant or overl appi ng DDNS updates, where both fail over
servers are attenpting to perform DDNS updates for the same
| ease-client binding.

4. Avoid situations where one partner is attenpting to add RRs
related to a | ease binding while the other partner is attenpting
to renove RRs related to the sanme | ease binding.

Whi |l e DHCP servers configured for DDNS typically performthese
operations on both the AAAA and the PTR resource records, this is not
required. It is entirely possible that a DHCP server could be
configured to only update the DNS with PTR records, and the DHCPv6
clients could be responsible for updating the DNS with their own AAAA
records. 1In this case, the discussions here would apply only to the
PTR records.

2. Exchanging DDNS I nfornmation

In order for either server to be able to conplete a DDNS update, or

to remove DNS records which were added by its partner, both servers

need to know the FQDN associated with the |lease-client binding. In

addition, to properly handl e DDNS updates, additional information is
required. Al of the following infornmation needs to be transmitted

bet ween the fail over partners:

1. The FQDN that the client requested be associated with the
resource. |If the client doesn’t request a particular FQN and
one is synthesized by the failover server or if the failover
server is configured to replace a client requested FQDN with a
different FQDN, then the server generated val ue would be used.

2. The FQDN that was actually placed in the DNS for this lease. It
may differ fromthe client requested FQDN due to sone form of
di sanbi guati on or other DHCP server configuration (as described
above).

3. The status of and DDNS operations in progress or conpleted.
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4. Information sufficient to allow the fail over partner to renove
the FQDN fromthe DNS shoul d that become necessary.

These data itens are the m ninum necessary set to reliably allow two
failover partners to successfully share the responsibility to keep
the DNS up to date with the resources allocated to clients.

This information would typically be included i n BNDUPD nessages sent
fromone failover partner to the other. Failover servers MAY choose
not to include this information in BNDUPD nessages if there has been
no change in the status of any DDNS update related to the |ease.

The partner server receiving BNDUPD nmessages contai ni ng the DDNS

i nformati on SHOULD conpare the status information and the FQDN with
the current DDNS information it has associated with the | ease

bi ndi ng, and update its notion of the DDNS status accordingly.

Sone inplenentations will instead choose to send a BNDUPD wi t hout

wai ting for the DDNS update to conplete, and then will send a second
BNDUPD once the DDNS update is conplete. Qher inplenmentations wll
del ay sending the partner a BNDUPD until the DDNS update has been
acknow edged by the DNS server, or until sone tine-limt has el apsed,
in order to avoid sending a second BNDUPD.

The FQDN option contains the FQDN that will be associated with the
AAAA RR (if the server is perform ng an AAAA RR update for the
client). The PTR RR can be generated automatically fromthe IP
address or prefix value. The FQDN nay be conposed in any of severa
ways, depending on server configuration and the infornmation provided
by the client in its DHCP nmessages. The client may supply a hostnane
which it would like the server to use in formng the FQDN, or it may
supply the entire FQDN. The server may be configured to attenpt to
use the information the client supplies, it may be configured with an
FQDN to use for the client, or it nay be configured to synthesize an

FQDN.

Since the server interacting with the client may not have conpl eted
the DDNS update at the time it sends the first BNDUPD about the |ease
bi ndi ng, there may be cases where the FQN in | ater BNDUPD nessages
does not nmatch the FQDN included in earlier nessages. For exanple,
the responsive server may be configured to handl e situations where
two or nore DHCP client FQDNs are identical by nodifying the nost-
specific label in the FQDNs of sone of the clients in an attenpt to
generate uni que FQDNs for them (a process sonetines called

"di sanmbi guation”). Alternatively, at sites which use sone or all of
the informati on which clients supply to formthe FQDN, it's possible
that a client’s configuration may be changed so that it begins to
supply new data. The server interacting with the client may react by
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11.

renovi ng the DNS records which it originally added for the client,
and replacing themwi th records that refer to the client’s new FQDN
In such cases, the server SHOULD i nclude the actual FQDN that was
used i n subsequent DDNS options in any BNDUPD nessages exchanged
between the failover partners. This server SHOULD incl ude rel evant
information in its BNDUPD nessages. This information may be
necessary in order to allow the non-responsive partner to detect
client configuration changes that change the hostnanme or FQDN data
which the client includes in its DHCP requests.

3. Adding RRs to the DNS

A failover server which is going to perform DDNS updat es SHOULD
initiate the DDNS update when it grants a new |l ease to a client. The
server which did not grant the | ease SHOULD NOT initiate a DDNS
update when it receives the BNDUPD after the | ease has been granted.
The failover protocol ensures that only one of the partners will

grant a lease to any individual client, so it follows that this

requi renent will prevent both partners frominitiating updates

simul taneously. The server initiating the update SHOULD foll ow the
protocol in RFC 4704 [RFCA704]. The server may be configured to
performa AAAA RR update on behalf of its clients, or not.

Odinarily, a failover server will not initiate DDNS updates when it
renews |eases. In tw cases, however, a failover server MAY initiate
a DDNS update when it renews a lease to its existing client:

1. Wien the | ease was granted before the server was configured to
perform DDNS updates, the server MAY be configured to perform
updates when it next renews existing | eases. The server which
granted the lease is the server which should initiate the DDNS
updat e.

2. If a server is in PARTNER-DOM state, it can conclude that its
partner is no longer attenpting to performan update for the
existing client. |f the remaining server has not recorded that
an update for the binding has been successfully conpleted, the
server MAY initiate a DDNS update. It MAY initiate this update
i medi ately upon entry to PARTNER-DOMN state, it may performthis
in the background, or it MAY initiate this update upon next
hearing fromthe DHCP client.

4. Deleting RRs fromthe DNS
The fail over server which makes a resource FREE* SHOULD initiate any

DDNS del etes, if it has recorded that DNS records were added on
behal f of the client.
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A server not in PARTNER-DOMN state "makes a resource FREE' when it
initiates a BNDUPD with a bindi ng-status of FREE, FREE_BACKUP

EXPI RED, or RELEASED. |Its partner confirns this status by acking
that BNDUPD, and upon recei pt of the BNDACK the server has "made the
resource FREE'. Conversely, a server in PARTNER-DOM state "nakes a
resource FREE' when it sets the binding-status to FREE, since in
PARTNER- DOMN state no conmuni cations is required with the partner

It is at this point that it should initiate the DDNS operations to
delete RRs fromthe DDNS. |Its partner SHOULD NOT initiate DDNS
del etes for DNS records related to the | ease binding as part of
sendi ng the BNDACK nessage. The partner MAY have issued BNDUPD
messages with a binding-status of FREE, EXPlI RED, or RELEASED
previously, but the other server will have rejected these BNDUPD
nmessages.

The fail over protocol ensures that only one of the two partner
servers will be able to make a resource FREE*. The server making the
resource FREE may be doing so while it is in NORMAL conmuni cation
with its partner, or it nmay be in PARTNER-DOM state. |If a server is
in PARTNER-DOMN state, it may be perform ng DDNS del etes for RRs
which its partner added originally. This allows a single remaining
partner server to assunme responsibility for all of the DDNS activity
which the two servers were undert aki ng.

Anot her inplication of this approach is that no DDNS RR del etes wl|
be performed while either server is in COVMIN CATI ONS- | NTERRUPTED
state, since no resource are noved into the FREE* state during that
peri od.

5. Nane Assignnment with No Update of DNS
In sone cases, a DHCP server is configured to return a nane to the

DHCPv6 client but not enter that name into the DNS. This is
typically a name that it has discovered or generated frominfornation

it has received fromthe client. |In this case this nanme infornmation
SHOULD be conmuni cated to the failover partner, if only to ensure
that they will return the same nane in the event the partner becones

the server to which the DHCPv6 client begins to interact.

Reservations and fail over
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Sone DHCP servers support a capability to offer specific
preconfigured resources to DHCP clients. These are real DHCP
clients, they do the entire DHCP protocol, but these servers always
offer the client a specific pre-configured resource, and they offer
that resource to no other clients. Such a capability has severa
names, but it is sonetines called a "reservation", in that the
resource is reserved for a particular DHCP client.

In a situation where there are two DHCP servers serving the sane
prefix without using failover, the two DHCP server’'s need to have
di sjoint resource pools, but identical reservations for the DHCP
clients.

In a failover context, both servers need to be configured with the
proper reservations in an identical manner, but if we stop there
probl ens can occur around the edge conditions where reservations are
made for resource that has already been leased to a different client.
Different servers handle this conflict in different ways, but the
goal of the failover protocol is to allow correct operation with any
server’s approach to the normal processing of the DHCP protocol

The general solution with regards to reservations is as follows.
Whenever a reserved resource becones FREE (i.e., when first
configured or whenever a client frees it or it expires or is reset),
the primary server MJST show that resource as FREE (and thus
available for its own allocation) and it MJST send it to the
secondary server in a BNDUPD with a flag set showing that it is
reserved and with a status of FREE BACKUP

Note that this inplies that a reserved resource goes through the
normal state changes from FREE to ACTI VE (and possi bly back to FREE)
The fail over protocol supports this approach to reservations, i.e.
where the resource undergoes the nornmal state changes of any
resource, but it can only be offered to the client for which it is
reserved.

From the above, it follows that a reservation solely on the secondary
wi Il not necessarily allow the secondary to offer that address to
client to whomit is reserved. The reservation nust al so appear on
the primary as well for the secondary to be able to offer the
resource to the client to which it is reserved

When the reservation on a resource is cancelled, if the resource is
currently FREE and the server is the primary, or FREE BACKUP and the
server is the secondary, the server MJST send a BNDUPD to the ot her
server with the binding-status FREE and an indication that the
resource i s no |onger reserved.
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15.

Security Considerations

DHCPv6 failover is an extension of a standard DHCPv6 protocol, so all
security considerations from][RFC3315], Section 23 and [ RFC3633],
Section 15 related to the server apply.

As traffic exchange between clients and server is not encrypted, an
attacker that penetrated the network and is able to intercept
traffic, will not gain any additional information by also sniffing
communi cati on between partners

An attacker that is able to inpersonate one partner can efficiently
perform a denial of service attack on the renaini ng unconproni sed
server. Several techniques may be used: pretending that conflict
resolution is required, requesting rebal ance, clainmng that a valid
| ease was rel eased or declined etc. For that reason the

communi cati on between servers SHOULD support failover connections
over TLS, as explained in Section 5.1. Such secure connections
SHOULD be optional and configurable by the adm nistrator

A server MJST NOT operate in PARTNER-DOM if its partner is up

Net wor k adm nistrators are expected to switch the renaining active
server to PARTNER-DOMWN state only if they is sure that its partner
server is indeed down. Failing to obey this requirenment will result
in both servers likely assigning duplicate |eases to different
clients. Inplementers should take that into consideration if they
decide to inplenment the auto-partner-down timer-based transition to
PARTNER- DOMN st at e.

Running a network protected by DHCPv6 fail over requires nore
resources than running without it. |In particular sone of the
resources are allocated to the secondary server and they are not
usable in a normal (i.e. non failures) operation i mediately, though
over time they will be rebal anced and end up on the server that needs
them Wiile limting this pool nay be preferable fromresource
utilization perspective, it nust be a reasonably large pool, so the
secondary may take over once the primary becones unavail abl e.

I ANA Consi derati ons
I ANA is not requested to performany actions at this tine.
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