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1. Introduction

This specification defines a base solution for D aneter Overl oad
Control (DOC). The requirenents for the solution are described and
di scussed in the correspondi ng desi gn requirenents docunent
[RFC7068]. Note that the overload control solution defined in this
specification does not address all the requirenents listed in

[ RFC7068]. A nunber of overload control related features are left
for the future specifications.

The solution defined in this specification addresses the Di aneter
overl oad control between two endpoints (see Section 5.1).

Furthernmore, the solution is designed to apply to existing and future
D aneter applications, requires no changes to the Di anmeter base
protocol [RFC6733] and is depl oyable in environments where sone

D anet er nodes do not inplenent the D aneter overload contro

solution defined in this specification

2. Term nol ogy and Abbrevi ations
Server Farm

A set of Dianmeter servers that can handl e any request for a given
set of Dianeter applications. Wile these servers support the
same set of applications, they do not necessarily all have the
same capacity. An individual server farmm ght al so support a
subset of the users for a Dianeter Realm A server farm may host
a single or nultiple real ns.

Di amet er Routi ng:

D aneter Routing between non-adjacent nodes relies on the
Destination-Real m AVP to determ ne the Dianmeter realmin which the
request needs to be processed. A Destination-Host AVP nmay al so be
present in the request to address a specific server inside the
Diameter realm This function is defined in [RFC6733]. However,
it is possible to enhance the routing decisions with application

| evel know edge as it done in 3GPP PCC [ 3GPP. 23. 203] and NAI - based
source routing [ RFC5729].

Di aneter | ayer Load Bal anci ng:
D aneter |ayer |oad balancing all ows D anmeter requests to be

distributed across the set of servers. Definition of this
function is outside the scope of this docunent.
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Topol ogy Hi di ng:

Topol ogy Hiding is | oosely defined as ensuring that no Di aneter
topol ogy i nformati on about a Di aneter network can be di scovered
from Di aneter nmessages sent outside a predefined boundary
(typically an administrative donmain). This includes obfuscating
identifiers and address information of Dianeter entities in the
D aneter network. It can also include hiding the nunber of
various Dianeter entities in the Dianmeter network. Identifying
i nformati on can occur in many Dianeter Attribute-Value Pairs
(AVPs), including Oigin-Host, Destination-Host, Route-Record,
Proxy-1nfo, Session-ID and other AVPs.

Throttling:

Throttling is the reduction of the nunber of requests sent to an
entity. Throttling can include a client dropping requests, or an
agent rejecting requests with appropriate error responses.
Clients and agents can al so choose to redirect throttled requests
to some other entity or entities capable of handling them

Reporting Node

A Di aneter node that generates an overload report. (This may or
may not be the actually overl oaded node.)

Reacti ng Node

A Di aneter node that consunes and acts upon a report. Note that

"act upon" does not necessarily mean the reacting node applies an
abatenment algorithm it mght decide to del egate that downstream
in which case it al so becomes a "reporting node"

COLR Overl oad Report.

3. Solution Overview
3.1. Architectural Assunptions

This section describes the high-level architectural and senantic
assunptions that underlie the D aneter Overload Control Mechani sm

3.1.1. Application Cassification
The following is a classification of D anmeter applications and

requests. This discussion is nmeant to docunent factors that play
i nto decisions nade by the Dianeter identity responsible for handling
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overl oad reports.

Section 8.1 of [RFC6733] defines two state machines that inply two
types of applications, session-less and sessi on-based applications.
The prinmary difference between these types of applications is the
lifetinme of Session-Ids.

For session-based applications, the Session-1d is used to tie
mul tiple requests into a single session.

In session-less applications, the lifetinme of the Session-1d is a
single Dianeter transaction, i.e. the sessionis inplicitly

term nated after a single Dianeter transaction and a new Session-Id
is generated for each Di aneter request.

For the purposes of this discussion, session-less applications are
further divided into two types of applications:

St at el ess applications:

Requests within a statel ess application have no relationship to
each other. The 3GPP defined S13 application is an exanple of a
statel ess application [3GPP.29.272], where only a D aneter command
is defined between a client and a server and no state is

mai nt ai ned between two consecutive transactions.

Pseudo- sessi on applications:

Applications that do not rely on the Session-1d AVP for
correlation of application nmessages related to the sane session
but use other session-related information in the D aneter requests
for this purpose. The 3GPP defined Cx application [3GPP.29.229]
is an exanple of a pseudo-session application

The Credit-Control application defined in [ RFC4006] is an exanpl e of
a Dianmeter session-based application

The handling of overload reports nmust take the type of application
into consideration, as discussed in Section 3.1.2.

3.1.2. Application Type Overload Inplications

This section discusses considerations for mtigating overl oad
reported by a Dianeter entity. This discussion focuses on the type
of application. Section 3.1.3 discusses considerations for handling
vari ous request types when the target server is known to be in an
over | oaded state.
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These di scussions assunme that the strategy for nitigating the
reported overload is to reduce the overall workload sent to the

overl oaded entity. The concept of applying overload treatnment to
requests targeted for an overl oaded Di aneter entity is inherent to
this discussion. The method used to reduce offered |oad is not
specified here but could include routing requests to another Di aneter
entity known to be able to handle them or it could nmean rejecting
certain requests. For a Dianeter agent, rejecting requests wll
usual Iy mean generating appropriate D anmeter error responses. For a
D anmeter client, rejecting requests will depend upon the application.
For exanple, it could nean giving an indication to the entity
requesting the Dianmeter service that the network is busy and to try
again |ater.

St at el ess applicati ons:

By definition there is no relationship between individual requests
in a stateless application. As a result, when a request is sent
or relayed to an overloaded Dianeter entity - either a Dianeter
Server or a Diameter Agent - the sending or relaying entity can
choose to apply the overload treatnment to any request targeted for
the overl oaded entity.

Pseudo- sessi on applications:

For pseudo-session applications, there is an inplied ordering of
requests. As a result, decisions about which requests towards an
overl oaded entity to reject could take the command code of the
request into consideration. This generally neans that
transactions later in the sequence of transactions shoul d be given
nmore favorabl e treatnent than nessages earlier in the sequence
This is because nore work has al ready been done by the Di aneter
network for those transactions that occur later in the sequence.
Rejecting themcould result in increasing the |oad on the network
as the transactions earlier in the sequence night also need to be
repeat ed.

Sessi on- based applications:

Overload handling for session-based applications nust take into
consideration the work | oad associated with setting up and

mai ntai ning a session. As such, the entity sending requests
towards an overl oaded Dianmeter entity for a session-based
application nmght tend to reject new session requests prior to
rejecting intra-session requests. In addition, session ending
requests mght be given a | ower probability of being rejected as
rejecting session ending requests could result in session status
bei ng out of sync between the Dianeter clients and servers.
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Application designers that woul d decide to reject nid-session
requests will need to consider whether the rejection invalidates
the session and any resulting session cl ean-up procedures.

3.1.3. Request Transaction Cassification
| ndependent Request:

An independent request is not correlated to any other requests
and, as such, the lifetine of the session-id is constrained to an
i ndi vi dual transaction

Session-lnitiating Request:

A session-initiating request is the initial message that
establishes a Di aneter session. The ACR nessage defined in
[ RFC6733] is an exanple of a session-initiating request.

Correl ated Session-lnitiating Request:

There are cases when nultiple session-initiated requests nust be
correl ated and managed by the sane Di aneter server. It is notably
the case in the 3GPP PCC architecture [3GPP. 23.203], where
mul ti pl e apparently independent Dianeter application sessions are
actually correl ated and nmust be handl ed by the same Di aneter
server.

I ntra- Sessi on Request:

An intra session request is a request that uses the sane
Session-1d than the one used in a previous request. An intra
session request generally needs to be delivered to the server that
handl ed the session creating request for the session. The STR
message defined in [RFC6733] is an exanple of an intra-session
requests.

Pseudo- Sessi on Requests:

Pseudo- sessi on requests are independent requests and do not use
the sane Session-1d but are correlated by other session-rel ated
informati on contained in the request. There exists Dianeter
applications that define an expected ordering of transactions.
Thi s sequenci ng of independent transactions results in a pseudo
session. The AIR, MAR and SAR requests in the 3GPP defined Cx
application are exanples of pseudo-session requests.
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3.1.4. Request Type Overload Inplications

The request classes identified in Section 3.1.3 have inplications on
deci si ons about which requests should be throttled first. The
following list of request treatnent regarding throttling is provided
as guidelines for application designers when inplenenting the

Di ameter overload control nechani smdescribed in this docunent.

Exact behavior regarding throttling nust be defined per application.

I ndependent requests:

| ndependent requests can be given equal treatnment when naking
throttling decisions.

Session-initiating requests:

Session-initiating requests represent nore work than i ndependent
or intra-session requests. Mdyreover, session-initiating requests
are typically followed by other related session-related requests.
As such, as the nmain objective of the overload control is to
reduce the total nunber of requests sent to the overl oaded entity,
throttling decisions mght favor allowi ng intra-session requests

over session-initiating requests. Individual session-initiating
requests can be given equal treatnent when naking throttling
deci si ons.

Correl ated session-initiating requests:

A Request that results in a new binding, where the binding is used
for routing of subsequent session-initiating requests to the sane
server, represents nore work | oad than other requests. As such
these requests mght be throttled nore frequently than other
request types.

Pseudo- sessi on requests:

Throttling decisions for pseudo-session requests can take into
consi derati on where individual requests fit into the overal
sequence of requests within the pseudo session. Requests that are
earlier in the sequence might be throttled nore aggressively than
requests that occur later in the sequence.

I ntra-session requests
There are two classes of intra-sessions requests. The first class
consists of requests that term nate a session. The second one

contains the set of requests that are used by the Dianeter client
and server to naintain the ongoing session state. Session
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3.

1.

term nating requests should be throttled | ess aggressively in
order to gracefully term nate sessions, allow clean-up of the

rel ated resources (e.g. session state) and get rid of the need for
other intra-session requests, reducing the session nanagenent

i mpact on the overloaded entity. The default handling of other

i ntra-session requests nmight be to treat them equally when maki ng
throttling decisions. There nmight also be application |eve

consi derati ons whet her sone request types are favored over others.

5. Dianeter Agent Behavi our

In the context of the Dianeter Overload Indication Conveyance (DA C)
and reacting to the overload information, the functional behavi our of
D aneter agents in front of servers, especially Dianmeter proxies,
needs to be common. This is inportant because agents may actively
participate in the handling of an overload conditions. For exanple,
they may nmake intelligent next hop selection decisions based on
overl oad conditions, or aggregate overload information to be

di ssemi nated downstream Di aneter agents nay have ot her depl oynent
rel ated tasks that are not defined in the D anmeter base protoco

[ RFC6733]. These include, anobng other tasks, topology hiding, or
agent acting as a Server Front End (SFE) for a farm of Dianeter
servers.

Since the solution defined in this specification nust not break the
D aneter base protocol [RFC6733] at any time, great care has to be
taken not to assume functionality fromthe D aneter agents that woul d
break base protocol behavior, or to assune agent functionality beyond
the D aneter base protocol. Effectively this neans the follow ng
froma Dianeter agent:

o If a Dianeter agent presents itself as the "end node", as an agent
acting as an topology hiding SFE, the agent is the fina
destination of requests initiated by Dianeter clients, the
original source for the corresponding answers and server-initiated
requests. As a consequence, the DA C nechani sm MJUST NOT | eak
i nformati on of the Di ameter nodes behind it. This requirenent
means that such a Diameter agent acts as a back-to-back-agent for
DA C purposes. How the Dianmeter agent in this case appears to the
D aneter servers in the farm is specific to the inplenentation
and deploynent within the realmthe D aneter agent is depl oyed.

o |If the Dianmeter agent does not inpersonate the servers behind it,
the Dianeter dialogue is established between clients and servers
and any overload information received by a client would be from
the server identified by the Origin-Host identity contained in the
D anet er nessage.
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3.1.6. Sinplified Exanple Architecture

Figure 1 illustrates the sinplified architecture for D aneter
overload information conveyance. See Section 5.1 for nore di scussion
and details how different Dianmeter nodes fit into the architecture
fromthe DO C point of view

Real m X Same or ot her Real s

Qo m e e e e e e e e e e e e e e e e e e e e o > Com e e e e e e e e e e aa oo >

Foo Al + . (optional)

| Di anet er | : :

| Server A|--+ L S R, SRR S

e + _( L : | Diameter| : _( L e
+-( )--:-] Agent |-:--( )--| D amet er |

e + ) ) A Aok (Y. ) ) | dient |

| Di ameter|--+ “--(___.-" e G R ST Aot

| Server B| : :

I

D anmeter Application Y
Overload Indication A Overload Indication A

standard base protocol standard base protocol

Figure 1: Sinplified architecture choices for overload indication
delivery

In Figure 1, the Dianeter overload indication can be conveyed (1)
end-to-end between servers and clients or (2) between servers and

Di ameter agent inside the real mand then between the D aneter agent
and the clients when the Diameter agent acting as back-to-back-agent
for DA C purposes.

3.2. Conveyance of the Overload Indication
The followi ng sections describe new Di aneter AVPs used for sending

overload reports, and for declaring support for certain DOC
feat ures.
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1. DO C Capability Discovery

Support of DO C may be specified as part of the functionality
supported by a new Di aneter application. In this way, support of the
consi dered Di aneter application (discovered during capabilities
exchange phase as defined in Dianeter base protocol [RFC6733])
indicates inplicit support of the DA C nmechani sm

When the DO C nechanismis introduced in existing D ameter
applications, a specific capability discovery nmechanismis required.
The "DA C capability discovery nmechanisn' is based on the presence of
specific optional AVPs in the D anmeter nessages, such as the OC
Supported- Features AVP (see Section 4.1). Although the OC Support ed-
Feat ures AVP can be used to advertise a certain set of new or

exi sting D aneter overload control capabilities, it is not a

versi oning solution per se, however, it can be used to achieve the
sane result.

Fromthe Dianeter overload control functionality point of view, the
"Reacting node" is the requester of the overload report information
and the "Reporting node" is the provider of the overload report. The
OC- Supported-Features AVP in the request nessage is al ways
interpreted as an announcenent of "DO C supported capabilities". The
OC- Supported-Features AVP in the answer is also interpreted as a
report of "DO C supported capabilities" and at | east one of supported
capabilities MIJST be common with the "Reacting node" (see

Section 4.1).

Overl oad Condition Indication

Di ameter nodes can request a reduction in offered | oad by indicating
an overload condition in the formof an overload report. The

overl oad report contains information about how nuch | oad shoul d be
reduced, and may contain other information about the overload
condition. This information is conveyed in D aneter Attribute Val ue
Pairs (AVPs).

Certain new AVPs may al so be used to declare certain DO C
capabilities and extensions.

Attribute Value Pairs

This section describes the encoding and senmantics of the Di aneter

Overload Indication Attribute Value Pairs (AVPs) defined in this
docunent .
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4.1. OC Supported- Features AVP

The OC- Supported- Features AVP (AVP code TBDl) is type of G ouped and
serves for two purposes. First, it announces node's support for the
DAOC in general. Second, it contains the description of the
supported DA C features of the sending node. The OC- Support ed-

Feat ures AVP SHOULD be included into every Diameter nessage a DO C
supporting node sends (and intends to use for DO C purposes).

OC- Supported-Features ::= < AVP Header: TBDl >
< OC- Sequence- Nunber >
[ OC Feature-Vector ]
* [ AVP ]

The OC- Sequence- Number AVP is used to indicate whether the contents
of the OC- Supported-Features AVP has changed since last tine the node
i ncl uded the OC- Supported-Features AVP (see Section 4.4). Al though
sendi ng the OC Sequence- Nunber AVP is mandatory in the OC Support ed-
Feat ures AVP, the receiving node MAY al ways choose to ignore the
sequence nunmber if it can determne the feature support changes

ot herwi se.

The OC- Feature-Vector sub-AVP is used to announced the DO C features
supported by the endpoint, in the formof a flag bits field in which
each bit announces one feature or capability supported by the node
(see Section 4.2). The absence of the OC- Feature-Vector AVP
indicates that only the default traffic abatenent al gorithm described
in this specification is supported.

A reacting node includes this AVP to indicate its capabilities to a
reporting node. For exanple, the endpoint (reacting node) may

i ndi cate which (future defined) traffic abatement algorithms it
supports in addition to the default.

Duri ng the message exchange the overload control endpoints express
their common set of supported capabilities. The reacting node

i ncl udes the OC- Supported- Features AVP that announces what it
supports. The reporting node that sends the answer al so includes the
OC- Support ed- Features AVP that describes the capabilities it
supports. The set of capabilities advertised by the reporting node
depends on local policies. At |least one of the announced
capabilities MUST match nutually. |If there is no single matching
capability the reacting node MIST act as if it does not inplenent
DA C and cease inserting any DOC related AVPs into any Di aneter
messages with this specific reacting node.
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4.2. OC-Feature-Vector AVP

The OC- Feat ure-Vector AVP (AVP code TBD6) is type of Unsigned64 and
contains a 64 bit flags field of announced capabilities of an
overload control endpoint. The value of zero (0) is reserved.

The followi ng capabilities are defined in this docunent:
OLR _DEFAULT_ALGO (0x0000000000000001)

When this flag is set by the overload control endpoint it neans
that the default traffic abatement (loss) algorithmis supported.

4.3. OCOLR AVP

The OC-OLR AVP (AVP code TBD2) is type of G ouped and contains the
necessary infornmation to convey an overload report. The OC OLR AVP
does not contain explicit information to which application it applies
to and who inserted the AVP or whom the specific OC-OLR AVP concerns
to. Both these information is inplicitly |learned fromthe

encapsul ati ng D aneter message/ command. The application the OC- OLR
AVP applies to is the sane as the Application-1d found in the

D aneter nessage header. The identity the OC- OLR AVP concerns is
determined fromthe Oigin-Host AVP (and Origin-Real mAVP as well)
found fromthe encapsul ati ng D aneter conmand. The OC-OLR AVP is

i ntended to be sent only by a reporting node.

OC-OLR ::= < AVP Header: TBD2 >

OC- Sequence- Nunber >

OC- Report-Type ]

OC- Reduct i on- Per cent age ]
OC-Validity-Duration ]
AVP ]

—r——— A A

The Sequence- Nunber AVP indicates the "freshness" of the OC OLR AVP.
It is possible to replay the same OC-OLR AVP nultiple tines between
the overload control endpoints, however, when the OC-OLR AVP cont ent
changes or sendi ng endpoi nt otherwi se wants the receiving endpoint to
update its overload control information, then the OC Sequence- Nunber
AVP MJST contain a new greater value than the previously received.
The receiver SHOULD di scard an OC-OLR AVP with a sequence nunber that
is less than previously received one.

Note that if a Dianeter command were to contain multiple OC OLR AVPs
they all MJST have different OC-Report-Type AVP val ue. OC COLR AVPs
wi th unknown val ues SHOULD be silently discarded and the event SHOULD
be | ogged.
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The OC-OLR AVP can be expanded wi th optional sub-AVPs only if a

| egacy inplenentation can safely ignore themw thout breaking
backward conpatibility for the given OC Report-Type AVP value inplied
report handling semantics. |If the new sub-AVPs inply new semantics
for the report handling, then a new OC- Report-Type AVP val ue MJST be
def i ned.

4.4. OC Sequence- Number AVP

The OC- Sequence- Number AVP (AVP code TBD3) is type of Tinme. |Its
usage in the context of the overload control is described in Sections
4.1 and 4. 3.

Fromthe functionality point of view the OC Sequence-Number AVP MJUST
be used as a non-volatile increasing counter between two overl oad
control endpoints (neglecting the fact that the contents of the AVP
is a 64-bit NTP timestanp [ RFC5905]). The sequence nunber is only
required to be uni que between two overload control endpoints.
Sequence nunbers are treated in uni-directional manner, i.e. two
sequence nunmbers on each direction between two endpoints are not

rel ated or correl ated.

When generati ng sequence nunbers, the new sequence nunber MJST be
greater than any sequence nunber previously seen between two
endpoints within a tinme wi ndow that tolerates the waparound of the
NTP timestanmp (i.e. approximately 68 years).

4.5, OCValidity-Duration AVP

The OC-Validity-Duration AVP (AVP code TBD4) is type of Unsigned32
and describes the nunber of seconds the "new and fresh" OC- OLR AVP
and its content is valid since the reception of the new OC-OLR AVP
The default value for the OC-Validity-Duration AVP value is 5 (i.e.
5 seconds). Wien the OC-Validity-Duration AVP is not present in the
OC- OLR AVP, the default value applies. Validity duration values 0
(i.e., 0 seconds) and above 86400 (i.e., 24 hours) MJST NOT be used.
Invalid validity duration values are treated as if the OC Validity-
Durati on AVP were not present.

A timeout of the overload report has specific concerns that need to
be taken into account by the endpoint acting on the earlier received
overload report(s). Section 4.7 discusses the inpacts of timeout in
the scope of the traffic abatenment al gorithns.

As a general guidance for inplenentations it is RECOWENDED never to
| et any overload report to tinmeout. Following to this rule, an
overl oad endpoint should explicitly signal the end of overl oad
condition and not rely on the expiration of the validity tinme of the

Kor honen, et al. Expi res June 20, 2014 [ Page 15]



Internet-Draft DA C Decenber 2013

overload report in the reacting node. This |leaves no need for the
reacting node to reason or guess the overload condition of the
reporting node.

4.6. OC Report-Type AVP

The OC- Report-Type AVP (AVP code TBD5) is type of Enunerated. The
val ue of the AVP describes what the overload report concerns. The
followi ng values are initially defined:

0 A host report. The overload treatnent should apply to requests
the reacting node knows that will reach the overl oaded node. For
exanpl e, requests with a Destination-Host AVP indicating the
endpoint. The reacting node learns the "host" inplicitly fromthe
Origi n-Host AVP of the received nessage that contained the OC OLR
AVP.

1 Arealmreport. The overload treatnment should apply to all
requests bound for the overloaded realm The reacting node |earns
the "realnm inplicitly fromthe Oigin-Real m AVP of the received
message that contained the OC- OLR AVP

The default value of the OC Report-Type AVP is 0 (i.e. the host
report).

The OC- Report-Type AVP is envisioned to be useful for situations
where a reacting node needs to apply different overload treatnents
for different "types" of overload. For exanple, the reacting node(s)
m ght need to throttle differently requests sent to a specific server
(identified by the Destination-Host AVP in the request) and requests
that can be handl ed by any server in a realm The exanple in
Appendix B.1 illustrates this usage.

When defining new report type val ues, the correspondi ng specification
MUST define the semantics of the new report types and how t hey affect
the OC-OLR AVP handling. The specification MJST al so reserve a
correspondi ng new feature, see the OC Supported-Features and OC
Feat ur e- Vect or AVPs.

4.7. OC Reduction-Percentage AVP

The OC- Reducti on-Percentage AVP (AVP code TBD8) is type of Unsigned32
and describes the percentage of the traffic that the sender is
requested to reduce, conpared to what it otherw se woul d have sent.
The OC- Reducti on-Percentage AVP applies to the default (loss |ike)
algorithmspecified in this specification. However, the AVP can be
reused for future abatenent algorithns, if its senmantics fit into the
new al gorithm
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The val ue of the Reduction-Percentage AVP is between zero (0) and one
hundred (100). Values greater than 100 are interpreted as 100. The
val ue of 100 neans that no traffic is expected, i.e. the reporting
node is under a severe load and ceases to process any new nessages.
The value of 0 neans that the reporting node is in a stable state and
has no requests to the other endpoint to apply any traffic abatenent.
The default val ue of the OC- Reduction-Percentage AVP is 0. Wen the
OC- Reducti on-Percentage AVP is not present in the overload report,
the default val ue appli es.

If an overload control endpoint cones out of the 100 percent traffic
reduction as a result of the overload report timng out, the

foll owi ng concerns are RECOVWENDED to be applied. The reacting node
sending the traffic should be conservative and, for exanple, first
send "probe" nmessages to learn the overload condition of the

over |l oaded node before converging to any traffic anount/rate decided
by the sender. Sinmilar concerns apply in all cases when the overl oad
report times out unless the previous overload report stat