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Abstract

This specification defines a base solution for D aneter overl oad
control, referred to as Dianeter Overload | ndicati on Conveyance
(DA Q).

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on February 20, 2016.
Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of

Kor honen, et al. Expi res February 20, 2016 [ Page 1]



Internet-Draft DA C

the Trust Legal

Tabl e of Contents

PR

o

© ©

10. .
10.1. Potential Threat Modes .

10. 2. Deni al of Service Attacks
10.3. Non-Conpliant Nodes . .
10.4. End-to End-Security Issues .
11. Contributors e
12. References

Kor honen, et al.

BAs s

oo

NNNNNNANAN
ONoOrWNE

I ntroduction .
Ter m nol ogy and Abbr evi atl ons .
Conventions Used in This Docunent
Sol ution Overview .

.1. Piggybacking

DA C Capabili t.y Announcerrent
DO C Extensibility

2.
3.
4.
5.
Sol uti on Procedures .

1 Capabi lity Announcerrent
5.1.1. Reacting Node Behavi or
5.1.2. Reporting Node Behavi or
5.1.3. Agent Behavior

2 Overl oad Report Processi ng
5.2.1. Overload Control State
5.2.2. Reacting Node Behavi or
5.2.3. Reporting Node Behavi or
3 Prot ocol Extensibili ty

Loss Al gorl thm .

1. Overview . .

2. Reporting Node BehaV| or

3. Reacting Node Behavi or
Attribute Value Pairs . . .

OC- Support ed- Feat ur es AVP
CC- Feat ure- Vector AVP .

OC- OLR AVP .

OC- Sequence- Nunber AVP .
OC-Validity-Duration AVP
OC- Report-Type AVP

OC- Reduct i on- Per cent age AVP .

Error Response Codes
I ANA Consi derations .

.1.  AVP codes .
.2. Newregistries

Security Consi derations .

DA C Overload Condition Reporti Hg

Simplified Exanple Archltecture

Attribute Value Pair flag rules .

Expi res February 20, 2016

August 2015

Provi sions and are provided wi thout warranty as
described in the Sinplified BSD License.



Internet-Draft DA C August 2015

12.1. Normative References . . . . . . . . . . . . . . . . . . 33
12.2. Informative References . . T 7
Appendi x A.  Issues left for future speC|f|cat|ons P
A 1. Additional traffic abatenment algorithns . . . . . . . . . 34
A. 2. Agent Overload . . . 7!
A.3. New Error Diagnostic AVP < 1
Appendi x B. Depl oynent Considerations . . 35
Appendi x C. Considerations for Appllcatlons Integratlng the DO C
Solution . . e 11
C. 1. Application d aSS|f|cat|on . . e . . . . . . . 35
C. 2. Application Type Overl oad Inpllcatlons . e . . . . . . . 36
C.3. Request Transaction dassification . . . . . . . . . . . 38
C. 4. Request Type Overload Inpllcatlons T
Aut hors’ Addresses . . . - (0]
1. Introduction

This specification defines a base solution for D aneter overl oad
control, referred to as Dianeter Overload |Indicati on Conveyance
(DA C), based on the requirenents identified in [ RFC7068].

This specification addresses D aneter overload control between

D anmet er nodes that support the DO C solution. The solution, which
is designed to apply to existing and future Dianmeter applications,
requires no changes to the Di aneter base protocol [RFC6733] and is
depl oyabl e in environments where sone Di aneter nodes do not inplenent
the Diameter overload control solution defined in this specification

A new application specification can incorporate the overload contro
mechani sm specified in this docunent by making it nmandatory to

i mpl ement for the application and referencing this specification
normatively. It is the responsibility of the D anmeter application
designers to define how overload control nechani sns works on that
appl i cation.

Note that the overload control solution defined in this specification
does not address all the requirements listed in [RFC7068]. A nunber
of overload control related features are left for future
specifications. See Appendix A for a list of extensions that are
currently being consi dered.

2. Term nol ogy and Abbreviations
Abat enent
Reaction to receipt of an overload report resulting in a reduction

intraffic sent to the reporting node. Abatenent actions include
di version and throttling.
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Abat enent Al gorithm
An extensible nethod requested by reporting nodes and used by
reacting nodes to reduce the anount of traffic sent during an
occurrence of overload control

Di ver si on

An overl oad abatement treatnent where the reacting node sel ects
alternate destinations or paths for requests.

Host - Rout ed Requests
Requests that a reacting node knows will be served by a particul ar
host, either due to the presence of a Destination-Host Attribute
Val ue Pair (AVP), or by sone other |ocal know edge on the part of
the reacting node.

Overload Control State (OCS)

Internal state maintained by a reporting or reacting node
descri bi ng occurrences of overload control

Overl oad Report (OLR)

Overload control information for a particular overload occurrence
sent by a reporting node.

Reacti ng Node
A Di aneter node that acts upon an overload report.
Real m Rout ed Requests

Requests that a reacting node does not know which host will
service the request.

Reporting Node

A Di aneter node that generates an overload report. (This may or
may not be the overl oaded node.)

Throttling
An abatenent treatnment that limts the nunber of requests sent by
the reacting node. Throttling can include a D aneter Cient

choosing to not send requests, or a Dianeter Agent or Server
rejecting requests with appropriate error responses. In both
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cases the result of the throttling is a permanent rejection of the
transacti on.

3. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

RFC 2119 [ RFC2119] interpretati on does not apply for the above listed
wor ds when they are not used in all-caps format.

4. Solution Overview

The Dianeter Overload Informati on Conveyance (DO C) solution allows

D aneter nodes to request other Dianeter nodes to performoverl oad
abatenment actions, that is, actions to reduce the load offered to the
overl oaded node or realm

A Di aneter node that supports DOC is known as a "DO C node". Any
D aneter node can act as a DO C node, including Dianmeter dients,
D anmeter Servers, and Dianeter Agents. DO C nodes are further
divided into "Reporting Nodes" and "Reacting Nodes." A reporting
node requests overl oad abatenent by sending Overload Reports (OLR).

A reacting node acts upon OLRs, and perforns whatever actions are
needed to fulfill the abatenment requests included in the OLRs. A
Reporting node may report overload on its own behalf, or on behal f of
other nodes. Likew se, a reacting node may perform overl oad
abatenment on its own behalf, or on behalf of other nodes.

A Dianeter node’'s role as a DO C node is independent of its Dianeter
role. For exanple, Dianeter Agents nay act as DO C nodes, even

t hough they are not endpoints in the Dianmeter sense. Since Dianeter
enabl es bi-directional applications, where Dianeter Servers can send
requests towards Dianeter Clients, a given Di aneter node can

simul taneously act as both a reporting node and a reacti ng node.

Li kewi se, a Dianeter Agent nmay act as a reacting node fromthe
perspective of upstream nodes, and a reporting node fromthe
perspective of downstream nodes.

DA C nodes do not generate new nessages to carry DO C rel at ed
informati on. Rather, they "piggyback” DO C infornation over existing
D anet er nessages by inserting new AVPs into existing D aneter
requests and responses. Nodes indicate support for DO C, and any
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needed DA C paraneters, by inserting an OC- Support ed- Feat ures AVP
(Section 7.2) into existing requests and responses. Reporting nodes
send OLRs by inserting OC COLR AVPs (Section 7.3).

A given OLR applies to the Dianeter real mand application of the

D aneter nessage that carries it. |If a reporting node supports nore
than one real mand/or application, it reports independently for each
combi nation of real mand application. Sinilarly, the OC Supported-
Features AVP applies to the real mand application of the enclosing
message. This inplies that a node may support DO C for one
application and/or realm but not another, and nay indicate different
DA C paraneters for each application and realmfor which it supports
DA C.

Reacti ng nodes perform overl oad abat enent accordi ng to an agreed- upon
abatenent algorithm An abatenent al gorithm defines the neaning of
some of the paraneters of an OLR and the procedures required for

overl oad abatenent. An overl oad abatenent al gorithm separates

Di ameter requests into two sets. The first set contains the requests
that are to undergo overload abatenent treatment of either throttling
or diversion. The second set contains the requests that are to be
given normal routing treatnent. This docunment specifies a single
must - support algorithm nanmely the "l oss" algorithm (Section 6).
Future specifications nmay introduce new al gorithns.

Overload conditions may vary in scope. For exanple, a single

D aneter node may be overl oaded, in which case reacting nodes may
attenpt to send requests to other destinations. On the other hand,
an entire Dianeter real mnmay be overl oaded, in which case such
attenpts would do harm DO C OLRs have a concept of "report type"
(Section 7.6), where the type defines such behaviors. Report types
are extensible. This docunent defines report types for overload of a
specific host, and for overload of an entire realm

DA C wor ks through non supporting D aneter Agents that properly pass
unknown AVPs unchanged.

4.1. Piggybacking

There is no new Dianeter application defined to carry overl oad
related AVPs. The overload control AVPs defined in this

speci ficati on have been designed to be piggybacked on top of existing
application nessages. This is nmade possible by adding the optiona
overload control AVPs OC-OLR and OC- Supported-Features into existing
commands.
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Reacting nodes indicate support for DO C by including the OC
Supported-Features AVP in all request nessages originated or rel ayed
by the reacting node.

Reporting nodes indicate support for DO C by including the OC
Supported- Features AVP in all answer nessages originated or relayed
by the reporting node that are in response to a request that

cont ai ned the OC-Supported-Features AVP. Reporting nodes may include
overload reports using the OC-OLR AVP in answer nessages.

Note that the overload control solution does not have fixed server
and client roles. The DOC node role is deterni ned based on the
message type: whether the nessage is a request (i.e., sent by a
"reacting node") or an answer (i.e., sent by a "reporting node").
Therefore, in a typical "client-server"” deployment, the D aneter
Client may report its overload condition to the Dianeter Server for
any Diameter Server initiated nessage exchange. An exanple of such
is the D aneter Server requesting a re-authentication froma Di aneter
Client.

4.2. DA C Capability Announcenent

The DA C solution supports the ability for D aneter nodes to
determine if other nodes in the path of a request support the
solution. This capability is referred to as DO C Capability
Announcenent (DCA) and is separate from Di ameter Capability Exchange.

The DCA nechani sm uses the OC Supported-Features AVPs to indicate the
D anmeter overload features supported.

The first node in the path of a D aneter request that supports the
DA C solution inserts the OC Supported-Features AVP in the request
nessage.

The individual features supported by the DO C nodes are indicated in
the OC-Feature-Vector AVP. Any senmantics associated with the
features will be defined in extension specifications that introduce
the features.

Not e: As di scussed el sewhere in the docunent, agents in the path
of the request can nodify the OC Supported- Feat ures AVP.

Note: The DO C sol ution nust support depl oynents where Di aneter
Clients and/or D aneter Servers do not support the DA C sol ution.
In this scenario, D aneter Agents that support the DA C sol ution
may handl e overl oad abatenent for the non-supporting D aneter
nodes. In this case the DO C agent will insert the OC Supported-
Features AVP in requests that do not already contain one, telling
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the reporting node that there is a DO C node that will handle
overl oad abatenent. For transactions where there was an OC
Supporting-Features AVP in the request, the agent will insert the
OC- Supported-Features AVP in answers, telling the reacting node
that there is a reporting node.

The OC-Feature-Vector AVP will always contain an indication of
support for the | oss overload abatenent algorithmdefined in this
specification (see Section 6). This ensures that a reporting node
al ways supports at |east one of the advertized abatenent algorithns
received in a request nessages.

The reporting node inserts the OC Supported-Features AVP in al

answer nessages to requests that contained the OC Supported- Features
AVP. The contents of the reporting node’s OC Supported- Features AVP
i ndicate the set of Dianeter overload features supported by the
reporting node. This specification defines one exception - the
reporting node only includes an indication of support for one

over| oad abatenent al gorithm independent of the number of overl oad
abatenment al gorithms actually supported by the reacting node. The
overl oad abatenent algorithmindicated is the algorithmthat the
reporting node intends to use should it enter an overload condition
Reacting nodes can use the indicated overload abatenent algorithmto
prepare for possible overload reports and nust use the indicated
over|l oad abatenent algorithmif traffic reduction is actually

request ed.

Note that the loss algorithmdefined in this docunent is a

statel ess abatenment algorithm As a result it does not require
any actions by reacting nodes prior to the receipt of an overl oad
report. Stateful abatenent algorithms that base the abatenent
logic on a history of request nessages sent might require reacting
nodes to maintain state in advance of receiving an overl oad report
to ensure that the overload reports can be properly handl ed.

Wiile it should only be done in exceptional circunstances and not
during an active occurrence of overload, a reacting node that w shes
to transition to a different abatenent algorithm can stop advertising
support for the algorithmindicated by the reporting node, as |ong as
support for the loss algorithmis always advertised.

The DCA mechani sm nust al so all ow the scenario where the set of
features supported by the sender of a request and by agents in the
path of a request differ. |In this case, the agent can update the OC
Supported- Features AVP to reflect the mxture of the two sets of
supported features.
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Note: The logic to deternine if the content of the OC Supported-
Feat ures AVP shoul d be changed is out-of-scope for this docunent,
as is the logic to determ ne the content of a nodified OC
Supported- Features AVP. These are left to inplenentation
decisions. Care nust be taken not to introduce interoperability
i ssues for downstream or upstream DO C nodes. As such, the agent
must act as a fully conpliant reporting node to the downstream
reacting node and as a fully conpliant reacting node to the
upstream reporting node.

DA C Overl oad Condition Reporting

As with DO C capability announcenment, overload condition reporting
uses new AVPs (Section 7.3) to indicate an overl oad condition

The OC-OLR AVP is referred to as an overload report. The OC-OLR AVP
i ncludes the type of report, a sequence nunber, the length of tine
that the report is valid and abatement al gorithm specific AVPs.

Two types of overload reports are defined in this docunment: host
reports and real mreports.

A report of type "HOST REPORT" is sent to indicate the overload of a
specific host, identified by the Oigin-Host AVP of the nessage
containing the OLR, for the application-id indicated in the
transaction. Wen receiving an OLR of type "HOST_REPORT", a reacting
node applies overload abatenent treatment to the host-routed requests
identified by the overload abatenent algorithm (see definition in
Section 2) sent for this application to the overl oaded host.

A report of type "REALM REPORT" is sent to indicate the overload of a
realmfor the application-id indicated in the transaction. The
overloaded realmis identified by the Destination-Real mAVP of the
message containing the OLR. Wen receiving an OLR of type

"REALM REPORT", a reacting node applies overl oad abatenent treatnent
to real mrouted requests identified by the overl oad abat enent

al gorithm (see definition in Section 2) sent for this application to
the overl oaded realm

Thi s docunent assunmes that there is a single source for real mreports
for a given realm or that if nmultiple nodes can send real mreports,
that each such node has full know edge of the overload state of the
entire realm A reacting node cannot distinguish between receiving
realmreports froma single node, or frommultiple nodes.

Not e: Known issues exist if nultiple sources for overload reports

which apply to the sane Dianeter entity exist. Reacting nodes
have no way of determining the source and, as such, wll treat
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them as conming froma single source. Variance in sequence nunbers
bet ween the two sources can then cause incorrect overl oad
abatenment treatment to be applied for indeterm nate periods of
time.

Reporting nodes are responsible for determining the need for a
reduction of traffic. The nethod for nmaking this deternmination is

i npl ement ati on specific and depends on the type of overload report
bei ng generated. A host-report m ght be generated by tracking use of
resources required by the host to handl e transactions for the

D anmeter application. A realmreport generally inpacts the traffic
sent to multiple hosts and, as such, requires tracking the capacity
of all servers able to handle real mrouted requests for the
application and realm

Once a reporting node determ nes the need for a reduction in traffic,
it uses the DO C defined AVPs to report on the condition. These AVPs
are included in answer messages sent or relayed by the reporting
node. The reporting node indicates the overl oad abatenent al gorithm
that is to be used to handle the traffic reduction in the OC
Supported- Features AVP. The OC-CLR AVP is used to comuni cate

i nformati on about the requested reduction

Reacti ng nodes, upon receipt of an overload report, apply the

overl oad abatenent algorithmto traffic inpacted by the overl oad
report. The method used to determ ne the requests that are to
recei ve overl|l oad abatenent treatnment is dependent on the abat enent
algorithm The | oss abatenent algorithmis defined in this docunent
(Section 6). Oher abatenent algorithns can be defined in extensions
to the DA C sol ution

Two types of overl oad abatenent treatnent are defined, diversion and
throttling. Reacting nodes are responsible for deterni ning which
treatnment is appropriate for individual requests.

As the conditions that lead to the generation of the overload report
change the reporting node can send new overload reports requesting
greater reduction if the condition gets worse or |ess reduction if
the condition inproves. The reporting node sends an overload report
with a duration of zero to indicate that the overload condition has
ended and abatenent is no | onger needed.

The reacting node al so deterni nes when the overload report expires
based on the OCValidity-Duration AVP in the overload report and
stops applying the abatenent al gorithmwhen the report expires.

Not e that erroneous overload reports can be used for DoS attacks.
This includes the ability to indicate that a significant reduction in
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traffic, up to and including a request for no traffic, should be sent
to a reporting node. As such, care should be taken to verify the
sender of overload reports.

4.4, DAOC Extensibility

The DO C solution is designed to be extensible. This extensibility
is based on existing D anmeter based extensibility mechani sns, al ong
with the DO C capability announcement mnechani sm

There are multiple categories of extensions that are expected. This
i ncludes the definition of new overl oad abatenent al gorithns, the
definition of new report types and the definition of new scopes of
messages i npacted by an overload report.

A DO C node conmuni cates supported features by including themin the
COC- Feat ure- Vector AVP, as a sub- AVP of OC- Supported-Features. Any
non- backwar ds conpati bl e DO C ext ensi ons define new val ues for the
OC- Feat ure-Vector AVP. DO C extensions also have the ability to add
new AVPs to the OC- Supported-Features AVP, if additional information
about the new feature is required.

Overload reports can al so be extended by addi ng new sub-AVPs to the
OC- OLR AVP, allow ng reporting nodes to comuni cate additi onal
i nformati on about handling an overl oad conditi on.

If necessary, new extensions can also define new AVPs that are not
part of the OC Supported-Features and OC-OLR group AVPs. It is,
however, recomrended that DO C extensions use the OC Supported-
Features AVP and OC-OLR AVP to carry all DOC related AVPs.

4.5. Sinplified Exanple Architecture

Figure 1 illustrates the sinplified architecture for D aneter
overload information conveyance.
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Figure 1: Sinplified architecture choices for overload indication
delivery

In Figure 1, the Dianeter overload indication can be conveyed (1)
end-to-end between servers and clients or (2) between servers and
Di ameter agent inside the real mand then between the D aneter agent
and the clients.

5. Sol ution Procedures
This section outlines the normative behavior for the DO C sol ution
5.1. Capability Announcenent
This section defines DO C Capability Announcenent (DCA) behavi or
Note: This specification assunes that changes in DO C node
capabilities are relatively rare events that occur as a result of
adm nistrative action. Reacting nodes ought to m ninize changes

that force the reporting node to change the features being used,
especially during active overload conditions. But even if

reacti ng nodes avoid such changes, reporting nodes still have to
be prepared for themto occur. For exanple, differing
capabilities between multiple reacting nodes may still force a
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reporting node to select different features on a per-transaction
basi s.

5.1.1. Reacting Node Behavi or

A reacting node MJUST include the OC Supported-Features AVP in al
requests. It MAY include the OC- Feature-Vector AVP, as a sub-avp of
OC- Supported-Features. |If it does so, it MJIST indicate support for
the "loss" algorithm |If the reacting node is configured to support
features (including other algorithns) in addition to the | oss
algorithm it MUST indicate such support in an OC- Feature-Vector AVP

An OC- Supported- Features AVP in answer nessages indicates there is a
reporting node for the transaction. The reacting node MAY take
action, for example creating state for some stateful abatenent

al gorithm based on the features indicated in the OC Feature-Vector
AVP.

Not e: The | oss abatenent al gorithm does not require statefu
behavi or when there is no active overload report.

Reacting nodes need to be prepared for the reporting node to change
sel ected algorithns. This can happen at any tinme, including when the
reporting node has sent an active overload report. The reacting node
can ninimze the potential for changes by nodi fying the advertised
abatenment al gorithnms sent to an overl oaded reporting node to the
currently selected algorithmand loss (or just loss if it is the
currently selected algorithnm). This has the effect of limting the
potential change in abatenent algorithmfromthe currently sel ected
algorithmto | oss, avoiding changes to nore conpl ex abat enent
algorithms that require state to operate properly.

5.1.2. Reporting Node Behavi or

Upon recei pt of a request nessage, a reporting node determnes if
there is a reacting node for the transaction based on the presence of
t he OC- Supported-Features AVP in the request nessage.

If the request nessage contains an OC- Supported-Features AVP then a
reporting node MUST include the OC Supported-Features AVP in the
answer nessage for that transaction

Not e: Capability announcerment is done on a per transaction basis.
The reporting node cannot assume that the capabilities announced
by a reacting node will be the sane between transactions.

A reporting node MJUST NOT include the OC Supported-Features AVP, OC-
OLR AVP or any other overload control AVPs defined in extension

Kor honen, et al. Expi res February 20, 2016 [ Page 13]



Internet-Draft DA C August 2015

5.

1.

drafts in response nessages for transactions where the request
message does not include the OC Supported-Features AVP. Lack of the
OC- Supported-Features AVP in the request message indicates that there
is no reacting node for the transaction.

A reporting node knows what overload control functionality is
supported by the reacting node based on the content or absence of the
OC- Feat ure-Vector AVP within the OC Supported-Features AVP in the
request nessage.

A reporting node MIST sel ect a single abatenent algorithmin the OC
Feat ure-Vector AVP. The abatenent algorithm selected MJST indicate
the abatenment algorithmthe reporting node wants the reacting node to
use when the reporting node enters an overl oad condition.

The abatenent al gorithm sel ected MUST be fromthe set of abatenent
al gorithms contained in the request nessage’s OC- Feat ure-Vector AVP.

A reporting node that selects the loss algorithmmy do so by

i ncluding the OC- Feature-Vector AVP with an explicit indication of
the loss algorithm or it MAY omit OC Feature-Vector. |If it selects
a different algorithm it MJST include the OC Feature-Vector AVP wth
an explicit indication of the selected algorithm

The reporting node SHOULD i ndicate support for other DO C features
defined in extension drafts that it supports and that apply to the
transaction. It does so using the OC Feature-Vector AVP.

Note: Not all DOC features will apply to all Dianeter
applications or deploynent scenarios. The features included in
the OC-Feat ure-Vector AVP are based on |ocal reporting node

policy.
3. Agent Behavi or

D aneter Agents that support DO C can ensure that all nessages
rel ayed by the agent contain the OC Supported- Feat ures AVP.

A Di aneter Agent MAY take on reacting node behavior for Dianeter
endpoi nts that do not support the DO C solution. A D aneter Agent
detects that a Dianeter endpoint does not support DO C reacting node
behavi or when there is no OC Supported-Features AVP in a request
nmessage.

For a Dianmeter Agent to be a reacting node for a non-supporting

D anet er endpoi nt, the Di aneter Agent MJST include the OC Supported-
Features AVP in request nessages it relays that do not contain the
OC- Support ed- Feat ures AVP.
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A Di ameter Agent MAY take on reporting node behavior for Dianeter
endpoints that do not support the DO C solution. The D anmeter Agent
MUST have visibility to all traffic destined for the non-supporting
host in order to beconme the reporting node for the Di aneter endpoint.
A Di aneter Agent detects that a D aneter endpoint does not support
DA C reporting node behavi or when there is no OC Supported- Feat ures
AVP in an answer message for a transaction that contained the OC
Supported- Features AVP in the request nessage.

If a request already has the OC Supported-Features AVP, a D aneter
agent MAY nodify it to reflect the features appropriate for the
transaction. Oherw se, the agent relays the OC Supported- Feat ures
AVP wi t hout change.

For instance, if the agent supports a superset of the features
reported by the reacting node then the agent m ght choose, based
on local policy, to advertise that superset of features to the
reporting node.

If the Di aneter Agent changes the OC- Supported-Features AVP in a
request message then it is likely it will also need to nodify the OC
Supported- Features AVP in the answer nessage for the transaction. A
D aneter Agent MAY nodify the OC Supported-Features AVP carried in
answer mnessages.

When maki ng changes to the OC Supported- Features or OC-OLR AVPs, the
D aneter Agent needs to ensure consistency in its behavior with both
upstream and downstream DO C nodes.

5.2. Overload Report Processing

5.2.1. Overload Control State
Both reacting and reporting nodes nmaintain Overload Control State
(COCs) for active overload conditions. The follow ng sections define
behavi or associated with that OCS.
The contents of the OCS in the reporting node and in the reacting
node represent |ogical constructs. The actual internal physical
structure of the state included in the OCS is an inplenentation
deci si on.

5.2.1.1. Overload Control State for Reacting Nodes

A reacting node maintains the follow ng OCS per supported D aneter
application:
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0 A host-type OCS entry for each Destination-Host to which it sends
host -t ype requests and

0 Arealmtype OCS entry for each Destination-Realmto which it
sends real mtype requests.

A host-type OCS entry is identified by the pair of application-id and
the node’s Dianeterldentity.

Arealmtype OCS entry is identified by the pair of application-id
and realm

The host-type and real mtype OCS entries include the foll ow ng

information (the actual information stored is an inplenentation

deci sion):

0 Sequence nunber (as received in OC-OLR, see Section 7.3)

o Time of expiry (derived fromOC-Validity-Duration AVP received in
the OC-OLR AVP and tine of reception of the message carrying OC
OLR AVP)

0 Selected Abatenent Al gorithm (as received in the OC Supported-
Feat ures AVP)

0 Abatenent Al gorithmspecific input data (as received in the OC OLR
AVP, for exanple, OC- Reduction-Percentage for the Loss abatenent
al gorithm

5.2.1.2. Overload Control State for Reporting Nodes

A reporting node maintains OCS entries per supported D aneter

application, per supported (and eventually sel ected) Abatenent

Al gorithm and per report-type.

An OCS entry is identified by the tuple of Application-Id, Report-

Type and Abat enent Al gorithm and includes the follow ng information

(the actual information stored is an inplenmentation decision):

0 Sequence nunber

o Validity Duration

0 Expiration Tinme

0 Algorithmspecific input data (for exanple, the Reduction
Percentage for the Loss Abatenent Al gorithmn
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5.2.1.3. Reacting Node Miintenance of Overload Control State

When a reacting node receives an OC-COLR AVP, it MJST deternmine if it
is for an existing or new overl oad condition

Note: For the remainder of this section the termO.LR refers to the
conbi nati on of the contents of the received OC-O.LR AVP and t he
abatement algorithmindicated in the received OC Supported-

Feat ures AVP

When receiving an answer nessage with nmultiple OLRs of different
supported report types, a reacting node MJST process each received
OR

The QLR is for an existing overload condition if a reacting node has
an OCS that natches the received OLR

For a host-report this neans it matches the application-id and the
host’s Dianeterldentity in an existing host OCS entry.

For a realmreport this nmeans it matches the application-id and the
realmin an existing real m CCS entry.

If the LR is for an existing overload condition then a reacting node
MUST deternine if the OLRis a retransnission or an update to the
exi sting OLR

If the sequence nunber for the received QLR is greater than the
sequence nunber stored in the nmatching OCS entry then a reacting node
MUST update the matching OCS entry.

If the sequence nunber for the received OLRis less than or equal to
the sequence nunber in the matching OCS entry then a reacting node
MUST silently ignore the received OLR  The matching OCS MJUST NOT be
updated in this case.

If the reacting node determi nes that the sequence nunber has rolled
over then the reacting node MJST update the matching OCS entry. This
can be deternined by recognizing that the nunber has changed from
sonmet hing close to the maxi mum val ue in the OC Sequence- Nunber AVP to
sonmet hing close to the m ninumval ue in the OC Sequence- Number AVP

If the received OLRis for a new overload condition then a reacting
node MJST generate a new OCS entry for the overl oad condition

For a host-report this neans a reacting node creates on CCS entry

with the application-id in the received nessage and Di aneterldentity
of the Origin-Host in the received nessage.
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Note: This solution assunes that the Origin-Host AVP in the answer
message included by the reporting node is not changed al ong the
path to the reacting node.

For a realmreport this nmeans a reacting node creates on OCS entry
with the application-id in the received message and real mof the
Oigin-Realmin the received nessage.

If the received OLR contains a validity duration of zero ("0") then a
reacti ng node MJUST update the OCS entry as bei ng expired.

Note: It is not necessarily appropriate to delete the OCS entry,
as there is recommended behavi or that the reacting node slowy
returns to full traffic when ending an overl oad abatenment peri od.

The reacting node does not del ete an OCS when receiving an answer
message that does not contain an OC-OLR AVP (i.e., absence of OLR
means "no change").

5.2.1.4. Reporting Node Mintenance of Overload Control State

A reporting node SHOULD create a new COCS entry when entering an
overl oad condition.

Note: If a reporting node knows through absence of the OC
Supported- Features AVP in received nessages that there are no
reacti ng nodes supporting DO C then the reporting node can choose
to not create OCS entri es.

When generating a new OCS entry the sequence nunber SHOULD be set to
zero ("0").

When generating sequence nunbers for new overload conditions, the new
sequence nunber MJUST be greater than any sequence nunber in an active
(unexpired) overload report for the sane application and report-type
previously sent by the reporting node. This property MJST hold over
a reboot of the reporting node.

Note: One way of addressing this over a reboot of a reporting node
is touse atinme stanp for the first overload condition that
occurs after the report and to start using sequences begi nning
with zero for subsequent overload conditions.

A reporting node MJST update an OCS entry when it needs to adjust the
validity duration of the overload condition at reacting nodes.

For instance, if a reporting node wi shes to instruct reacting
nodes to continue overl oad abatement for a longer period of tine
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than originally communicated. This also applies if the reporting
node wi shes to shorten the period of time that overl oad abat enent
is to continue.

A reporting node MJST update an OCS entry when it wi shes to adjust
any abat enent al gorithm specific paraneters, including, for exanple,
the reduction percentage used for the Loss abatenent al gorithm

For instance, if a reporting node wi shes to change the reduction
percentage either higher, if the overload condition has worsened,
or lower, if the overload condition has inproved, then the
reporting node woul d update the appropriate OCS entry.

A reporting node MJST increnent the sequence number associated with
the OCS entry anytine the contents of the OCS entry are changed.
This will result in a new sequence nunber being sent to reacting
nodes, instructing reacting nodes to process the OC-OLR AVP

A reporting node SHOULD update an OCS entry with a validity duration
of zero ("0") when the overload condition ends.

Note: If a reporting node knows that the OCS entries in the
reacti ng nodes are near expiration then the reporting node m ght
decide not to send an OLR with a validity duration of zero.

A reporting node MIST keep an OCS entry with a validity duration of
zero ("0") for a period of time |long enough to ensure that any non-
expired reacting node’s OCS entry created as a result of the overl oad
condition in the reporting node is del eted.

5.2.2. Reacting Node Behavi or

When a reacting node sends a request it MJIST determine if that
request matches an active OCS

If the request matches an active OCS then the reacting node MIST use
the overl oad abatenment algorithmindicated in the OCS to determine if
the request is to receive overl oad abatenent treatnent.

For the Loss abatenent algorithmdefined in this specification, see
Section 6 for the overload abatenent algorithml ogic applied.

If the overl oad abatenent al gorithm selects the request for overload
abatenment treatment then the reacting node MJUST apply overl oad
abatenment treatment on the request. The abatenment treatnent applied
depends on the context of the request.
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If diversion abatenent treatnment is possible (i.e., a different path
for the request can be sel ected where the overl oaded node is not part
of the different path), then the reacting node SHOULD apply diversion
abatenent treatnment to the request. The reacting node MJST apply
throttling abatenent treatnment to requests identified for abatenent
treatment when diversion treatnent is not possible or was not

appl i ed.

Note: This only addresses the case where there are two defined
abatenent treatnments, diversion and throttling. Any extension
that defines a new abatenment treatnent nust al so define the
interaction of the new abatenent treatnent with existing
treatments.

If the overload abatenent treatnent results in throttling of the
request and if the reacting node is an agent then the agent MJST send
an appropriate error as defined in Section 8.

D aneter endpoints that throttle requests need to do so according to
the rules of the client application. Those rules will vary by
application, and are beyond the scope of this docunent.

In the case that the OCS entry indicated no traffic was to be sent to
the overl oaded entity and the validity duration expires then overl oad
abat ement associated with the overload report MJST be ended in a
controll ed fashion.

5.2.3. Reporting Node Behavi or

If there is an active OCS entry then a reporting node SHOULD i ncl ude
the OC-OLR AVP in all answers to requests that contain the OC
Supported- Features AVP and that match the active OCS entry.

Note: A request matches if the application-id in the request

mat ches the application-id in any active OCS entry and if the
report-type in the OCS entry matches a report-type supported by
the reporting node as indicated in the OC Supported-Features AVP

The contents of the OC- OLR AVP depend on the sel ected al gorithm
A reporting node MAY choose to not resend an overload report to a
reacting node if it can guarantee that this overload report is
al ready active in the reacting node.
Note: In some cases (e.g., when there are one or nore agents in

the path between reporting and reacting nodes, or when overl oad
reports are discarded by reacting nodes) a reporting node rmay not
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be able to guarantee that the reacting node has received the
report.

A reporting node MJUST NOT send overload reports of a type that has
not been advertised as supported by the reacting node.

Note: A reacting node inplicitly advertises support for the host
and real mreport types by including the OC Supported- Features AVP
in the request. Support for other report types will be explicitly
i ndi cated by new feature bits in the OC Feature-Vector AVP

A reporting node SHOULD explicitly indicate the end of an overl oad
occurrence by sending a new QLR with OC-Validity-Duration set to a
val ue of zero ("0"). The reporting node SHOULD ensure that all
reacti ng nodes receive the updated overload report.

A reporting node MAY rely on the OCValidity-Duration AVP val ues for
the inplicit overload control state cleanup on the reacting node.

Note: All OLRs sent have an expiration tine cal cul ated by addi ng
the validity-duration contained in the OLRto the tinme the nmessage
was sent. Transit tine for the OLR can be safely ignored. The
reporting node can ensure that all reacting nodes have received
the OLR by continuing to send it in answer nessages until the
expiration time for all OLRs sent for that overload condition have
expired.

When a reporting node sends an OLR, it effectively del egates any
necessary throttling to downstream nodes. |f the reporting node al so
locally throttles the sane set of nessages, the overall nunber of
throttled requests nmay be higher than intended. Therefore, before
appl ying | ocal message throttling, a reporting node needs to check if
these nessages match existing OCS entries, indicating that these
messages have survived throttling applied by downstream nodes t hat
have received the related OLR

However, even if the set of nessages match existing OCS entries, the
reporting node can still apply other abatement nethods such as

di version. The reporting node mght also need to throttle requests
for reasons other than overload. For exanple, an agent or server

m ght have a configured rate linmt for each client, and throttle
requests that exceed that linit, even if such requests had al ready
been candidates for throttling by downstream nodes. The reporting
node al so has the option to send new OLRs requesting greater
reductions in traffic, reducing the need for local throttling.

A reporting node SHOULD decrease requested overl oad abat enent
treatment in a controlled fashion to avoid oscillations in traffic.
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For exanple, it mght wait some period of tine after overload ends
before ternminating the OLR, or it mght send a series of O.Rs
i ndi cating progressively | ess overl oad severity.

Protocol Extensibility

The DA C solution can be extended. Types of potential extensions
i nclude new traffic abatenent algorithnms, new report types or other
new functionality.

When defining a new extension that requires new normative behavior,
the specification nmust define a new feature for the OC- Feature-
Vector. This feature bit is used to conmunicate support for the new
feature.

The extension nmay define new AVPs for use in DO C Capability
Announcenent and for use in DO C Overload reporting. These new AVPs
SHOULD be defined to be extensions to the OC Supported-Features or
OC- OLR AVPs defined in this docunent.

[ RFC6733] defined G ouped AVP extension nmechani snms apply. This
all ows, for exanple, defining a new feature that is nmandatory to be
under st ood even when pi ggybacked on an existing application.

When defining new report type val ues, the correspondi ng specification
must define the semantics of the new report types and how they affect
the OC-OLR AVP handl i ng.

The OC- Supported-Feature and OC-OLR AVPs can be expanded with
optional sub-AVPs only if a legacy DO C inplenentation can safely

i gnore them wi t hout breaking backward conpatibility for the given OC
Report-Type AVP value. Any new sub-AVPs nust not require that the

M bit be set.

Docunents that introduce new report types nust describe any
limtations on their use across non-supporting agents.

As with any Dianeter specification, RFC6733 requires all new AVPs to
be registered with I ANA. See Section 9 for the required procedures.
New features (feature bits in the OC Feature-Vector AVP) and report

types (in the OC Report-Type AVP) MUST be registered with | ANA

Loss Al gorithm

Thi s section docunents the D aneter overl oad | oss abat enent
al gorithm
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6.1. Overview

The DA C specification supports the ability for nmultiple overload
abatenent algorithns to be specified. The abatenent al gorithm used
for any instance of overload is determ ned by the D aneter Overl oad
Capabi lity Announcenent process docunented in Section 5.1

The | oss algorithmdescribed in this section is the default algorithm
that nmust be supported by all D anmeter nodes that support DO C

The | oss algorithmis designed to be a straightforward and statel ess
overl oad abatenent algorithm It is used by reporting nodes to
request a percentage reduction in the anount of traffic sent. The
traffic inpacted by the requested reduction depends on the type of
overl oad report.

Reporting nodes request the statel ess reduction of the nunber of
requests by an indicated percentage. This percentage reduction is in
compari son to the nunber of nmessages the node otherw se would send
regardl ess of how many requests the node m ght have sent in the past.

From a conceptual level, the logic at the reacting node could be
outlined as foll ows.

1. An overload report is received and the associated OCS is either
saved or updated (if required) by the reacting node.

2. A new D anmeter request is generated by the application running on
the reacting node.

3. The reacting node deternines that an active overload report
applies to the request, as indicated by the correspondi ng OCS
entry.

4. The reacting node deternines if overload abatenent treatnent
shoul d be applied to the request. One approach that could be
taken for each request is to select a uniformy selected random
nunber between 1 and 100. |If the random nunber is |ess than or
equal to the indicated reduction percentage then the request is
gi ven abatenent treatnent, otherw se the request is given norma
routing treatnent.

6.2. Reporting Node Behavi or
The method a reporting node uses to determne the anmount of traffic

reduction required to address an overload condition is an
i mpl enent ati on deci si on
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When a reporting node that has selected the | oss abatenment al gorithm
determ nes the need to request a reduction in traffic, it includes an
OC- OLR AVP in answer nessages as described in Section 5.2.3.

When sending the OC-OLR AVP, the reporting node MIST indicate a
percentage reduction in the OC Reduction-Percentage AVP

The reporting node MAY change the reduction percentage in subsequent
overload reports. When doing so the reporting node nmust conformto
overl oad report handing specified in Section 5.2.3.

6.3. Reacting Node Behavi or

The met hod a reacting node uses to determ ne which request nessages
are given abatenment treatnent is an inplenentation decision

When receiving an OC-OLR in an answer nessage where the al gorithm
indicated in the OC Supported-Features AVP is the loss algorithm the
reacti ng node MJST apply abatenent treatnment to the requested
percentage of request nmessages sent.

Note: The loss algorithmis a stateless algorithm As a result,
the reacting node does not guarantee that there will be an
absolute reduction in traffic sent. Rather, it guarantees that
the requested percentage of new requests will be given abatenent
treat nent.

If reacting node conmes out of the 100 percent traffic reduction
meaning it has received an OLR indicating that no traffic should be
sent, as a result of the overload report tining out the reacting node
sending the traffic SHOULD be conservative and, for exanple, first
send "probe" nmessages to learn the overload condition of the

over| oaded node before converging to any traffic anount/rate decided
by the sender. Simlar concerns apply in all cases when the overl oad
report times out unless the previous overload report stated 0O percent
reducti on.

The goal of this behavior is to reduce the probability of overload
condition thrashing where an inmedi ate transition from 100%
reduction to 0% reduction results in the reporting node noving

qui ckly back into an overload condition

7. Attribute Value Pairs
This section describes the encoding and senmantics of the Di aneter

Overload Indication Attribute Value Pairs (AVPs) defined in this
docunent .
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7

7

7

Refer to section 4 of [RFC6733] for nore information on AVPs and AVP
data types.

1. OC- Supported-Features AVP

2

3.

The OC- Supported- Features AVP (AVP code TBDl1l) is of type G ouped and
serves two purposes. First, it announces a node’'s support for the
DA C solution in general. Second, it contains the description of the
supported DA C features of the sending node. The OC- Support ed-

Feat ures AVP MUST be included in every D aneter request nessage a

DA C supporting node sends.

OC- Supported- Features ::= < AVP Header: TBDl >
[ OC Feature-Vector ]
* [ AVP ]

OC- Feat ur e- Vector AVP

The OC- Feat ure-Vector AVP (AVP code TBD2) is of type Unsignhed64 and
contains a 64 bit flags field of announced capabilities of a DO C
node. The value of zero (0) is reserved.

The OC- Feature-Vector sub-AVP is used to announce the DO C features
supported by the DO C node, in the formof a flag-bits field in which
each bit announces one feature or capability supported by the node.
The absence of the OC- Feature-Vector AVP in request nessages
indicates that only the default traffic abatenent al gorithm described
in this specification is supported. The absence of the OC Feature-
Vector AVP in answer nessages indicates that the default traffic

abat ement al gorithm described in this specification is selected
(while other traffic abatement algorithms may be supported), and no
features other than abatenment al gorithns are support ed.

The followi ng capabilities are defined in this docunent:
OLR_DEFAULT_ALGO (0x0000000000000001)

When this flag is set by the a DO C reacting node it neans that
the default traffic abatenment (loss) algorithmis supported. Wen
this flag is set by a DOC reporting node it neans that the | oss
algorithmw Il be used for requested overl oad abatement.

OC- LR AVP

The OC-OLR AVP (AVP code TBD3) is of type G ouped and contains the
i nformati on necessary to convey an overload report on an overl oad
condition at the reporting node. The application the OC CLR AVP
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applies to is the same as the Application-1d found in the Dianeter
message header. The host or realmthe OCOLR AVP concerns is
determned fromthe Oigin-Host AVP and/or Oigin-Real mAVP found in
the encapsul ati ng Di aneter command. The OC-CLR AVP is intended to be
sent only by a reporting node.

AVP Header: TBD2 >

OC- Sequence- Nunber >

OC- Report-Type >

OC- Reduct i on- Per cent age ]
OC-Validity-Duration ]
AVP ]

OC-AOR :: =

—r—— A A A

7.4. OC- Sequence- Nunber AVP

The OC- Sequence- Number AVP (AVP code TBD4) is of type Unsigned64.
Its usage in the context of overload control is described in
Section 5. 2.

Fromthe functionality point of view, the OC Sequence-Number AVP is
used as a non-volatile increasing counter for a sequence of overl oad
reports between two DO C nodes for the sane overl oad occurrence.
Sequence nunbers are treated in a uni-directional manner, i.e., two
sequence nunmbers on each directi on between two DO C nodes are not
rel ated or correl ated.

7.5. OC-Validity-Duration AVP

The OC-Validity-Duration AVP (AVP code TBD5) is of type Unsigned32
and indicates in seconds the validity time of the overload report.
The nunber of seconds is measured after reception of the first OC OLR
AVP with a given value of OC Sequence-Nunber AVP. The default val ue
for the OC-Validity-Duration AVP is 30 seconds. Wen the OC
Validity-Duration AVP is not present in the OC- OLR AVP, the default
val ue applies. The maxi numvalue for the OC-Validity-Duration AVP is
86, 400 seconds (24 hours). |If the value received in the OC Validity-
Duration is greater than the maxi mum value then the default val ue
appl i es.

7.6. OC-Report-Type AVP
The OC- Report-Type AVP (AVP code TBD6) is of type Enunerated. The
val ue of the AVP describes what the overload report concerns. The

followi ng values are initially defined:

HOST_REPORT 0 The overload report is for a host. Overload abatenent
treatment applies to host-routed requests.
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REALM REPORT 1 The overload report is for a realm Overl oad
abatenment treatnment applies to real mrouted requests.

7.7. OC-Reduction-Percentage AVP

The OC- Reducti on-Percentage AVP (AVP code TBD7) is of type Unsigned32
and describes the percentage of the traffic that the sender is
requested to reduce, conpared to what it otherwi se would send. The
OC- Reduct i on- Percentage AVP applies to the default (loss) algorithm
specified in this specification. However, the AVP can be reused for
future abatenment algorithnms, if its semantics fit into the new

al gorithm

The val ue of the Reduction-Percentage AVP is between zero (0) and one
hundred (100). Values greater than 100 are ignored. The val ue of
100 neans that all traffic is to be throttled, i.e., the reporting
node is under a severe |oad and ceases to process any new nessages
The value of 0 neans that the reporting node is in a stable state and
has no need for the reacting node to apply any traffic abatenent.

7.8. Attribute Value Pair flag rules

e +
| AVP flag |
| rul es [
Femm e m - ot

AVP  Section | | MUST|
Attribute Nane Code Defined Value Type | MJST| NOT|

. oot

| OC- Supported-Features TBD1 7.1 G ouped | | V |

S NN BT

| OC- Feat ur e- Vect or TBD2 7.2 Unsi gned64 | | V |

o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e memeem o B

| OC- LR TBD3 7.3 G ouped [ | V|

. oot

| OC- Sequence- Nurber B4 7.4 Unsi gned64 | | V |

T BT

| OC-Validity-Duration TBD5 7.5 Unsi gned32 | | V |

o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e memeem o B

| OC- Report - Type TBD6 7.6 Enurmerated | | V |

. oot

| OC- Reducti on | | |

| -Percentage TBD7 7.7 Unsi gned32 | | V|

s Fomm - - -+

As described in the Dianeter base protocol [RFC6733], the Mbit usage
for a given AVP in a given command may be defined by the application.
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8.

9.

9.

Error Response Codes

When a DO C node rejects a Diameter request due to overload, the DA C
node MJST sel ect an appropriate error response code. This
determination is nade based on the probability of the request
succeeding if retried on a different path.

Note: This only applies for DO C nodes that are not the originator
of the request.

A reporting node rejecting a D aneter request due to an overl oad
condi ti on SHOULD send a DI AMETER TOO BUSY error response, if it can
assune that the sanme request may succeed on a different path.

If a reporting node knows or assunmes that the same request will not
succeed on a different path, D AMETER UNABLE TO COWVPLY error response
SHOULD be used. Retrying would consune val uabl e resources during an
occurrence of overl oad.

For instance, if the request arrived at the reporting node wthout
a Destination-Host AVP then the reporting node m ght determ ne
that there is an alternative D aneter node that coul d successfully
process the request and that retrying the transacti on would not
negatively inpact the reporting node. DI AMETER TOO BUSY woul d be
sent in this case

If the request arrived at the reporting node with a Destination-
Host AVP popul ated with its own Dianeter identity then the
reporting node can assune that retrying the request would result
init comng to the sane reporting node.

DI AVETER_UNABLE _TO COWPLY woul d be sent in this case.

A second exanple is when an agent that supports the DA C sol ution
is performing the role of a reacting node for a non-supporting
client. Requests that are rejected as a result of DOC throttling
by the agent in this scenario would generally be rejected with a
DI AVETER_UNABLE TO COWVPLY response code.

| ANA Consi derations
1. AVP codes
New AVPs defined by this specification are listed in Section 7. Al

AVP codes are allocated fromthe 'Authentication, Authorization, and
Accounting (AAA) Paraneters’ AVP Codes registry.
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2. New registries

Two new registries are needed under the ’Authentication
Aut hori zation, and Accounting (AAA) Paraneters’ registry.

A new "Overload Control Feature Vector" registry is required. The
registry must contain the foll ow ng:

Feature Vector Val ue Nane
Feat ure Vector Val ue
Speci fication - the specification that defines the new val ue.

See Section 7.2 for the initial Feature Vector Value in the registry.
This specification is the specification defining the value. New

val ues can be added into the registry using the Specification
Required policy. [RFC5226].

A new "Overl oad Report Type" registry is required. The registry nust
contain the foll ow ng:

Report Type Val ue Nane
Report Type Val ue
Speci fication - the specification that defines the new val ue.

See Section 7.6 for the initial assignnent in the registry. New
types can be added using the Specification Required policy [RFC5226].

Security Considerations

DA C gives Dianeter nodes the ability to request that downstream
nodes send fewer Dianeter requests. Nodes do this by exchanging
overload reports that directly effect this reduction. This exchange
is potentially subject to multiple nethods of attack, and has the
potential to be used as a Denial -of-Service (DoS) attack vector. For
instance, a series of injected realmOLRs with a requested reduction
percentage of 100% could be used to conpletely elinmnate any traffic
frombeing sent to that realm

Overload reports may contain information about the topol ogy and
current status of a Diameter network. This information is
potentially sensitive. Network operators may wi sh to contro

di scl osure of overload reports to unauthorized parties to avoid its
use for conpetitive intelligence or to target attacks.
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D aneter does not include features to provide end-to-end

aut hentication, integrity protection, or confidentiality. This may
cause conplications when sendi ng overl oad reports between non-

adj acent nodes.

1. Potential Threat Mbdes

The Di anmeter protocol involves transactions in the formof requests
and answers exchanged between clients and servers. These clients and
servers may be peers, that is, they may share a direct transport
(e.g., TCP or SCTP) connection, or the nessages nmy traverse one or
nmore internediaries, known as Di aneter Agents. Dianmeter nodes use
TLS, DITLS, or IPsec to authenticate peers, and to provide
confidentiality and integrity protection of traffic between peers.
Nodes can make aut horization deci sions based on the peer identities
authenticated at the transport |ayer.

When agents are involved, this presents an effectively transitive
trust nodel. That is, a Dianeter client or server can authorize an
agent for certain actions, but it nust trust that agent to make
appropriate authorization decisions about its peers, and so on
Since confidentiality and integrity protection occurs at the
transport |ayer, agents can read, and perhaps nodify, any part of a
D anet er nmessage, including an overload report.

There are several ways an attacker night attenpt to exploit the
overload control nechanism An unauthorized third party m ght inject
an overload report into the network. [If this third party is upstream
of an agent, and that agent fails to apply proper authorization
policies, downstream nodes may ni stakenly trust the report. This
attack is at least partially mtigated by the assunption that nodes

i nclude overload reports in D aneter answers but not in requests.
This requires an attacker to have know edge of the original request
in order to construct an answer. Such an answer woul d al so need to
arrive at a Dianmeter node via a protected transport connection
Therefore, inplenmentations MIST validate that an answer containing an
overload report is a properly constructed response to a pendi ng
request prior to acting on the overload report, and that the answer
was received via an appropriate transport connection

A simlar attack involves a conprom sed but otherw se authorized node
that sends an inappropriate overload report. For exanple, a server
for the realm"exanple.cont might send an overload report indicating
that a conpetitor’s realm"exanple.net" is overloaded. |f other
nodes act on the report, they may falsely believe that "exanple.net"
is overl oaded, effectively reducing that realnis capacity.

Therefore, it’'s critical that nodes validate that an overload report
received froma peer actually falls within that peer’'s responsibility
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before acting on the report or forwarding the report to other peers.
For exanple, an overload report froma peer that applies to a realm
not handl ed by that peer is suspect. This may require out-of-band,
non Di aneter agreenents and/or nechani sns.

This attack is partially mtigated by the fact that the
application, as well as host and realm for a given QLR is
determined inplicitly by respective AVPs in the encl osi ng answer.
If a reporting node nodi fies any of those AVPs, the encl osing
transaction will also be affected.

2. Denial of Service Attacks

D aneter overload reports, especially real mreports, can cause a node
to cease sending sone or all Dianeter requests for an extended
period. This makes thema tenpting vector for DoS attacks.
Furthernore, since Dianeter is alnost always used in support of other
protocols, a DoS attack on Dianeter is likely to inpact those
protocols as well. In the worst case, where the Di ameter application
is being used for access control into an I P network, a coordinated
DCS attack could result in the bl ockage of all traffic into that
network. Therefore, Diameter nodes MJUST NOT honor or forward OLRs
received frompeers that are not trusted to send them

An attacker might use the information in an CLR to assist in DoS
attacks. For exanple, an attacker could use information about
current overload conditions to tinme an attack for maxi num effect, or
use subsequent overload reports as a feedback nechanismto |earn the
results of a previous or ongoing attack. Operators need the ability
to ensure that OLRs are not |eaked to untrusted parties.

3. Non-Compliant Nodes

In the absence of an overload control nechanism Dianeter nodes need
to inplenent strategies to protect thenselves fromfloods of
requests, and to nmake sure that a disproportionate |oad from one
source does not prevent other sources fromreceiving service. For
exanpl e, a Dianeter server mght throttle a certain percentage of
requests fromsources that exceed certain limts. Overload contro
can be thought of as an optim zation for such strategies, where
downstream nodes never send the excess requests in the first place.
However, the presence of an overload control mechani sm does not
renove the need for these other protection strategies.

When a Di aneter node sends an overload report, it cannot assume that
all nodes will conply, even if they indicate support for DOC A
non- conpl i ant node might continue to send requests with no reduction
in load. Such non-conpliance could be done accidentally, or
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mal i ciously to gain an unfair advantage over conpliant nodes.

Requi rement 28 [ RFC7068] indicates that the overl oad control solution
cannot assune that all Dianmeter nodes in a network are trusted. It

al so requires that malicious nodes not be all owed to take advantage
of the overload control nmechanismto get nore than their fair share
of service

10.4. End-to End-Security |ssues

The | ack of end-to-end integrity features makes it difficult to
establish trust in overload reports received from non-adjacent nodes.
Any agents in the nmessage path may insert or nodify overload reports
Nodes must trust that their adjacent peers perform proper checks on
overload reports fromtheir peers, and so on, creating a transitive-
trust requirenent extending for potentially |long chains of nodes.

Net wor k operators nust determine if this transitive trust requirenent
is acceptable for their deploynents. Nodes supporting D aneter
overload control MJST give operators the ability to select which
peers are trusted to deliver overload reports, and whether they are
trusted to forward overload reports from non-adjacent nodes. DO C
nodes MJST strip DO C AVPs from nessages received from peers that are
not trusted for DA C purposes

The | ack of end-to-end confidentiality protection neans that any

D aneter agent in the path of an overload report can view the
contents of that report. |In addition to the requirement to sel ect

whi ch peers are trusted to send overload reports, operators MJIST be
abl e to select which peers are authorized to receive reports. A node
MUST NOT send an overload report to a peer not authorized to receive
it. Furthernore, an agent MJST renpve any overload reports that

m ght have been inserted by other nodes before forwarding a D aneter
message to a peer that is not authorized to receive overload reports.

A DO C node cannot always automatically detect that a peer also
supports DO C. For exanple, a node mght have a peer that is a
non-supporting agent. |If nodes on the other side of that agent
send OC- Supported-Features AVPs, the agent is likely to forward
them as unknown AVPs. Messages received across the non-supporting
agent may be indistingui shabl e from messages received across a
DA C supporting agent, giving the false inpression that the non-
supporting agent actually supports DOC. This conplicates the
transitive-trust nature of DOC. (Operators need to be careful to
avoi d situations where a non-supporting agent is mstakenly
trusted to enforce DO C rel ated authorization policies.

It is expected that work on end-to-end D aneter security m ght nake

it easier to establish trust in non-adjacent nodes for overl oad
control purposes. Readers should be reninded, however, that the
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overl oad control mechanismallows D aneter agents to nodify AVPs in,
or insert additional AVPs into, existing nmessages that are originated
by other nodes. |If end-to-end security is enabled, there is a risk
that such nodification could violate integrity protection. The
details of using any future D aneter end-to-end security nmechani sm
with overload control will require careful consideration, and are
beyond the scope of this docunent.
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Appendi x A.  Issues left for future specifications

The base solution for the overl oad control does not cover al
possi bl e use cases. A nunber of solution aspects were intentionally
left for future specification and protocol work. The follow ng sub-
sections define sone of the potential extensions to the DOC

sol uti on.

A 1. Additional traffic abatenment al gorithns

This specification describes only neans for a sinple | oss based
algorithm Future algorithns can be added using the designed

sol ution extensi on nechanism The new al gorithnms need to be
registered with 1 ANA. See Sections 7.1 and 9 for the required | ANA
st eps.

A. 2. Agent Overl oad
This specification focuses on Dianeter endpoint (server or client)

overload. A separate extension will be required to outline the
handl i ng of the case of agent overl oad.
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A.3. New Error Diagnostic AVP

This specification indicates the use of existing error nmessages when
nodes reject requests due to overload. There is an expectation that
additional error codes or AVPs will be defined in a separate
specification to indicate that overload was the reason for the
rejection of the nessage.

Appendi x B. Depl oynent Considerations
Non- Supporting Agents

Due to the way that real mrouted requests are handled in Di aneter
networks with the server selection for the request done by an

agent, network operators should enable DO C at agents that perform
server selection first.

Topol ogy Hiding Interactions

There exi st proxies that inplenment what is referred to as Topol ogy
H ding. This can include cases where the agent nodifies the
Origin-Host in answer nessages. The behavior of the DA C sol ution
is not well understood when this happens. As such, the DO C

sol ution does not address this scenario.

Inter Real mM Adm ni strati ve Donai n Consi derati ons

There are likely to be special considerations for handling DO C
signaling across adm nistrative boundaries. This includes

consi derations for whether or not information included in the DO C
signal i ng should be sent across those boundaries. |In addition
consi deration should be taken as to whether or not a reacting node
in one real mcan be trusted to inplenent the requested overl oad
abat enent handling for overload reports received froma separately
adm ni stered realm

Appendi x C. Considerations for Applications Integrating the DOC
Sol ution

This section outlines considerations to be taken into account when
integrating the DO C solution into Dianeter applications.

C. 1. Application Cassification
The following is a classification of D anmeter applications and
request types. This discussion is neant to docunent factors that

play into decisions nade by the Dianeter entity responsible for
handl i ng overl oad reports.
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Section 8.1 of [RFC6733] defines two state machines that inply two
types of applications, session-less and session-based applications.
The primary di fference between these types of applications is the
lifetine of Session-Ids.

For session-based applications, the Session-1d is used to tie
mul tiple requests into a single session

The Credit-Control application defined in [ RFC4006] is an exanpl e of
a D aneter session-based application

In session-less applications, the lifetine of the Session-l1d is a
single Dianeter transaction, i.e., the sessionis inmplicitly

term nated after a single Dianeter transaction and a new Session-Id
is generated for each Di aneter request.

For the purposes of this discussion, session-less applications are
further divided into two types of applications:

Statel ess Applications:

Requests within a stateless application have no relationship to
each other. The 3GPP defined S13 application is an exanple of a
statel ess application [S13], where only a Dianeter command is
defined between a client and a server and no state is maintained
bet ween two consecutive transactions.

Pseudo- Sessi on Applications:

Applications that do not rely on the Session-1d AVP for
correlation of application nmessages related to the sane session
but use other session-related information in the D anmeter requests
for this purpose. The 3GPP defined Cx application [Cx] is an
exanpl e of a pseudo-session application

The handling of overload reports nust take the type of application
into consideration, as discussed in Appendi x C. 2.

C. 2. Application Type Overload Inplications

This section discusses considerations for nitigating overl oad
reported by a Dianeter entity. This discussion focuses on the type
of application. Appendix C. 3 discusses considerations for handling
vari ous request types when the target server is known to be in an
over| oaded state.

These di scussions assune that the strategy for mitigating the
reported overload is to reduce the overall workload sent to the
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overl oaded entity. The concept of applying overload treatnment to
requests targeted for an overl oaded D aneter entity is inherent to
this discussion. The nmethod used to reduce offered |load is not
specified here but could include routing requests to another Di aneter
entity known to be able to handle them or it could nean rejecting
certain requests. For a Dianmeter agent, rejecting requests wll
usual Iy mean generating appropriate D aneter error responses. For a
D anmeter client, rejecting requests will depend upon the application
For exanple, it could mean giving an indication to the entity
requesting the Dianmeter service that the network is busy and to try
again |ater.

St at el ess Applications:

By definition there is no relationship between individual requests
in a stateless application. As a result, when a request is sent
or relayed to an overl oaded D aneter entity - either a Dianeter
Server or a Dianeter Agent - the sending or relaying entity can
choose to apply the overload treatnment to any request targeted for
the overl oaded entity.

Pseudo- Sessi on Applications:

For pseudo-session applications, there is an inplied ordering of
requests. As a result, decisions about which requests towards an
overl oaded entity to reject could take the command code of the
request into consideration. This generally neans that
transactions later in the sequence of transactions should be given
nore favorabl e treatnent than nessages earlier in the sequence.
This is because nore work has al ready been done by the Di aneter
network for those transactions that occur later in the sequence.
Rej ecting themcould result in increasing the |l oad on the network
as the transactions earlier in the sequence mght also need to be
r epeat ed.

Sessi on- Based Applications:

Overload handling for session-based applications nmust take into
consi deration the work | oad associated with setting up and

mai ntai ning a session. As such, the entity sending requests
towards an overl oaded Dianeter entity for a session-based
application nmght tend to reject new session requests prior to
rejecting intra-session requests. |In addition, session ending
requests mght be given a | ower probability of being rejected as
rejecting session ending requests could result in session status
bei ng out of sync between the Dianeter clients and servers.
Application designers that would decide to reject md-session
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requests will need to consider whether the rejection invalidates
the session and any resulting session cl eanup procedures.

Request Transaction Cassification
| ndependent Request:

An independent request is not correlated to any other requests
and, as such, the lifetinme of the session-id is constrained to an
i ndi vi dual transaction

Session-lnitiating Request:

A session-initiating request is the initial message that
establishes a Di aneter session. The ACR nessage defined in
[ RFC6733] is an exanple of a session-initiating request.

Correl ated Session-lnitiating Request:

There are cases when nultiple session-initiated requests nmust be
correl ated and managed by the sanme Di aneter server. It is notably
the case in the 3GPP PCC architecture [PCC], where nultiple
apparently independent D aneter application sessions are actually
correlated and must be handl ed by the sane D aneter server

I ntra- Sessi on Request:

An intra-session request is a request that uses the sane Session-
Id than the one used in a previous request. An intra-session
request generally needs to be delivered to the server that handl ed
the session creating request for the session. The STR nessage
defined in [RFC6733] is an exanple of an intra-session request.

Pseudo- Sessi on Requests:

Pseudo- sessi on requests are i ndependent requests and do not use
the sane Session-1d but are correlated by other session-rel ated
informati on contained in the request. There exists Dianeter
applications that define an expected ordering of transactions.
Thi s sequenci ng of independent transactions results in a pseudo
session. The AIR, MAR and SAR requests in the 3GPP defined Cx
[Cx] application are exanples of pseudo-session requests.

Request Type Overload | nplications
The request classes identified in Appendix C 3 have inplications on

deci si ons about which requests should be throttled first. The
following list of request treatnent regarding throttling is provided
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as guidelines for application designers when inplenenting the

D aneter overload control nechani smdescribed in this docunment. The
exact behavior regarding throttling is a matter of |ocal policy,

unl ess specifically defined for the application

I ndependent Requests:

I ndependent requests can generally be given equal treatnment when
maki ng throttling decisions, unless otherw se indicated by
application requirenents or |ocal policy.

Session-lnitiating Requests:

Session-initiating requests often represent nmore work than

i ndependent or intra-session requests. Moreover, session-
initiating requests are typically followed by other session-

rel ated requests. Since the nain objective of the overl oad
control is to reduce the total nunber of requests sent to the
over|l oaded entity, throttling decisions night favor allow ng

i ntra-session requests over session-initiating requests. 1In the
absence of local policies or application specific requirements to
the contrary, Individual session-initiating requests can be given
equal treatnent when nmaeking throttling decisions.

Correl ated Session-lnitiating Requests:

A Request that results in a new binding, where the binding is used
for routing of subsequent session-initiating requests to the sane
server, represents nore work | oad than other requests. As such

t hese requests nmight be throttled nore frequently than other
request types.

Pseudo- Sessi on Requests:

Throttling decisions for pseudo-session requests can take into
consi deration where individual requests fit into the overal
sequence of requests within the pseudo session. Requests that are
earlier in the sequence might be throttled nore aggressively than
requests that occur later in the sequence.

I ntra- Sessi on Requests:

There are two types of intra-sessions requests, requests that
term nate a session and the remai nder of intra-session requests.
I mpl enenters and operators may choose to throttle session-
termnating requests |ess aggressively in order to gracefully
term nate sessions, allow cleanup of the related resources (e.g.
session state) and avoid the need for additional intra-session

Kor honen, et al. Expi res February 20, 2016 [ Page 39]



Internet-Draft DA C August 2015

requests. Favoring session-term nation requests nmay reduce the
sessi on managenent inpact on the overloaded entity. The default
handl i ng of other intra-session requests mght be to treat them
equal Iy when nmaking throttling decisions. There nmight also be
application | evel considerations whether sone request types are
favored over others.
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