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Abstract

Transm ssion capacity sharing TCP flows tend to synchroni ze anong
each other. This way rate variations of the individual flows, which
are caused by the congestion control algorithns, do not even out. The
effect is known as gl obal synchronization. Large queuing buffer
demand and large latency and jitter are the consequences. d oba
Synchroni zation Protection (GSP) is an extension of regular tail drop
packet queuing schenes that prevents global synchroni zation. For
large traffic aggregates the de-correlation between the individua
flow variations reduces buffer demand and packet sojourn time by an
order of nmagnitude and nore. Even though quite sinple, the solution
has a theoretical rationale and is not heuristic, and it has been
tested with a Linux inplenmentation
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1. Introduction

The congestion wi ndow (CAND) of a particular TCP connection, in
combination with the round trip time (RTT), limts the transm ssion
rate of the flow, which enables adaptation of the sending rate to the
actual network conditions, [1]. TCP uses a rather coarse congestion
control feedback by hal ving the congestion wi ndow in response to
packet loss. To fill a bottleneck link by 100% anyway, a packet
buffer in front of the link is required. For a single TCP flow a
buffer in the range of bottleneck capacity nultiplied by the round
trip tinme is required (bandw dth-delay product rule, BDP), [2]. For
aggregated traffic of nany flows the picture is not so clear.
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Conservative estimtions tend towards BDP of the whol e aggregate,

i.e. link capacity * RTT. At the other hand, rate reductions due to
CW\D hal ving are still only in the range of a particular flow rate.
Wth the assunption of N sharing flows, this yields ideally a buffer
size of only (link capacity/N*RTT. Unfortunately this value cannot
be reached in practice. It would require a uniformdistribution of
rate reductions by the different flows over tine. In opposite, rate
reductions of bottleneck sharing flows tend to synchroni ze anong each
other, which is called global synchronization. In worst case, wth
all flows synchronized, the buffer demand is back at BDP of the whole
traffic, thus confirming the conservative estination.

There are cases where gl obal synchronization does not occur, in
particul ar |arge nunber of flows (N>500), |arge spread of RTT between
the different flows, and high frequency of flow renewals. In these
cases the buffer size can be reduced to BDP/sqrt(N), which lies

bet ween the conservative and overly optim stic estimtions above,[3].
Nevert hel ess there are still doubts, whether the absence of gl oba
synchroni zation is a general reliable design assunption for high
capacity links, [4].

Most Active Queue Managenent (AQW algorithns like RED [5] are aimng
at better control of the queue size, which inplies control over

gl obal synchroni zati on. G obal Synchroni zati on Protection (GSP) goes
the other way round. It suppresses the root cause of gl oba
synchroni zati on and de-correlates the CMD vari ati ons of the
competing flows, but it does not inpact the behavior of a particular
flow This way it noves the buffer size demand down from conservative
BDP of the whole Iink into the direction towards the ideal BDP of a
single flow

2. Conventions used in this docunent

In this docunent, the term "packet drop" is used for congestion
notification, silently assum ng that congestion marking for ECN coul d
be equal ly appli ed.

In this docurment, the term "queue size" is preferably applied in
nunber of bytes, however, the algorithmcould be also applied to the
nunber of packets, or even to the queuing delay (mlliseconds).

3. Root cause of global synchronization
G obal synchroni zation occurs in cases where a nunber of greedy TCP
flows with conparably uniform RTT cross a tail drop queue in front of

a shared transm ssion link. Tail drop neans, a newy arriving packet
is placed at the end of the queue if buffer space permits. Cherw se
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4.

it is dropped. The queue is drained fromfront of the queue at the
speed of the link as long as packets are available. Geedy TCP fl ows
means, the applications try to send as fast as possible and the flows
are not linmted el sewhere in the network.

I n congestion avoi dance state, all senders gradually increase their
sending rate, in total exceeding the transmni ssion capacity so that
the queue is filling up. At some point in time, a first packet is
dropped due to | ack of buffer space. Ideally, the TCP flow, where the
dropped packet belongs to, reduces its sending rate, the queue

rel axes, and subsequently arriving packets can be placed in the
buffer. Senders are continuing to increase their sending rates unti
the next drop, and so on

Unfortunately, the rate reduction due to the dropped packet takes at
| east one RTT to take effect at the queue entry. During that RTT
interval all senders continue to gradually increase their sending
rates, whereas the queue is still full. Further packets need to be
dropped. It can be shown analytically that for N flows w th NewReno
and del ayed ACK the nunber of drops is in the range of N 2.
(Experinents confirmthis and show an even higher nunber with CUBIC.)
The outcone is that even though the rate reduction by one fl ow woul d
suffice, not one but half of the flows are triggered within one RTT
to reduce their sending rates - we have gl obal synchronization

Protecti ng queues of gl obal synchronization

4.1. Basic algorithm

The basic algorithmis as follows: Set a threshold on queue size
bel ow t he actual buffer size. If a new packet arrives and the queue
size is above the threshold, then drop that packet. After that,
ignore any further threshold violation for a timeout interval of 1 -
3 RIT. After expiry of the tinmeout proceed as above.
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Al gorithm

interval = e.g. 2 * RIT
threshold = e.g. 1/2 * buffer size
next possi ble_drop = now
at any packet enqueui ng do:
i f queue_size > threshold && now > next _possi bl e_drop
drop this packet
next _possi ble_drop = now + interva
el se
enqueue this packet
end

The first dropped packet is triggering the rate reduction. During the
ti meout the queue is growing further beyond the threshold until the
rate reduction takes effect at queue entry. Afterwards the queue size
shoul d have dropped bel ow the threshold, so that at expiry of the
timeout the threshold is typically not violated anynore. No explicit
action occurs at tineout expiry, which nmakes the paraneter rather
insensitive to the actual traffic characteristics. Even if the
timeout interval is too short, the algorithmstill reduces gl oba
synchroni zati on.

4.2. Interval adaptation at |arge flow nunbers

The basic algorithmworks well for noderate numbers of flows N, i.e.
in arange of 2 < N < 20. Mre precisely, at flow nunbers N smaller
than the average CWND of one of the sharing flows. At |arger nunbers
the total rate increase during the tineout interval is |arger than
the subsequent rate reduction by one of the flows. As consequence,

after timeout expiry the threshold is still violated, the queue is
growi ng further and further, and, eventually, reaches the buffer
limt and enters tail drop operation. The performance is still better

than plain tail drop and one could rely on the observation that at
| arge flow nunbers gl obal synchroni zati on di sappears, anyway.

Alternatively the initial timeout interval can be reduced, depending
on the actual traffic, in a way, where not just once, but tw ce, or
even nore tinmes per RIT the tineout expires. The adaptation criterion
is the proportion of tine above and bel ow threshold. In regul ar
operation according to the basic algorithm the queue is nost of the
time below the threshold. If, however, the queue is nore frequently
above than bel ow threshold, the interval should be reduced unti
equilibriumis reached. In this condition the queue is oscillating
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around the threshold, quite sinmlar to other AQM schenes like e.g
PED.

Al gorithm

at any packet enqueuei ng do:
theta = cunul ative tine {above - below} threshold
k = max(1l, gamma * theta)
interval = initial __interval/k

end

Ganmea is a scaling paraneter that controls the sensitivity of
adapt ati on.

4.3. Interval adaptation at small RTT

The RTT is not known exactly but there should be at |east a rough

i dea on the range of RTT for setting up the timeout interval. If this
estimation is nuch too large, a sinmilar situation occurs like in the
| arge flow nunbers case. The total rate increase during the tineout
interval (which turns out to be multiple RTTs) is larger than the
subsequent rate reduction by one flow. The adaptation rule is the
same as for large flow nunbers.

4.4. Threshol d adaptation
Tbc
4.5. Sanity checks and special cases

An additional rule can be introduced that prevents |arge packet
bursts fromimrediately triggering the drop: Restart the tineout not
only after a packet drop but al so whenever a packet is arriving at an

enpty queue.

5. Security Considerations

G obal synchronization is a particular problemof many elastic flows
sharing a bottleneck. GSP is there to prevent this. But it does not
protect of unresponsive flows. If the congestion notification
according to section 4.1. randomy hits an unresponsive flow then the
expected rate reduction within the timeout interval night sinply not
happen, which postpones the notification by one tinmeout interval. In
extreme cases, with a | arge amount of unresponsive traffic, GSP
behaves like plain tail drop
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6. | ANA Consi derati ons

There are no actions for | ANA

7. Concl usi ons

t bc
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