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To di agnose performance and connectivity problems, netrics on real
(non-synthetic) transm ssion are critical for tinmely end-to-end
probl em resol uti on. Such diagnostics may be real-tinme or after the
fact, but nmust not inpact an operational production network. These
metrics are defined in the | Pv6 Perfornmance and Di agnostic Metrics
Destination Option (PDM. The base netrics are: packet sequence
nunber and packet tinestanp. Other netrics may be derived fromthese
for use in diagnostics. This docunent specifies such netrics, their
cal cul ation, and usage.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htm
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Copyri ght and License Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1 Background

To di agnose performance and connectivity problenms, nmetrics on rea
(non-synthetic) transm ssion are critical for tinely end-to-end
probl em resol ution. Such diagnostics may be real-tinme or after the
fact, but nust not inpact an operational production network. The base
metrics are: packet sequence nunber and packet tinestanp. Metrics
derived fromthese will be described separately. This docunment starts
with the background and rationale for the requirenment for end-to-end
response tine and packet sequence nunber(s).

Current methods are inadequate for these purposes because they assune
unr easonabl e access to intermedi ate devices, are cost prohibitive,
require infeasible changes to a running production network, or do not
provide tinely data. The I Pv6 Performance and Di agnostic Metrics
destination option PDM provides a solution to these problens.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2 Wiy End-to-end Response Tinme is Needed

The tinestanps or delta values in the PDMtraveling along with the
packet will be used to cal cul ate end-to-end response time, w thout
requiring agents in devices along the path. In many networks, end-to-
end response tinmes are a critical conponent of Service Levels
Agreenments (SLAs).

End-to-end response is what the user of a network system actually
experiences. Wien the end user is an individual, he is generally
indifferent to what is happening al ong the network; what he really
cares about is howlong it takes to get a response back. But this is
not just a matter of individuals personal convenience. |In nany
cases, rapid response is critical to the business being conducted.

When the end user is a device (e.g. with the Internet of Things),
what matters is the speed with which requested data can be
transferred -- specifically, whether the requested data can be
transferred in time to acconplish the desired actions. This can be
i mportant when the rel evant external conditions are subject to rapid

change.

Response tinme and consistency are not just "nice to have". On nany
networ ks, the inpact can be financial hardship or endanger hunan
life. In sone cities, the energency police contact system operates
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over | P, law enforcenent uses TCP/IP networks, transactions on our
stock exchanges are settled using | P networks. The critical nature
of such activities to our daily lives and financial well-being demand
a solution. Section 1.5 will detail the current state of end-to-end
response tinme nonitoring today.

1.3 Trendi ng of Response Tine Data

In addition to the need for tracking current service, end-to-end
response tine is valuable for capacity planning. By tracking
response tines, and identifying trends, it becones possible to

det ermi ne when network capacity is being approached. This allows
additional capacity to be obtained before service levels fall bel ow
requirenents. Wthout that kind of tracking, the only option is to
wait until there is a problem and then scranble to get additiona
capacity on an energency (and probably high cost) basis.

1.4 What to neasure?
End to end response tinme can be broken down into 3 parts:
- Network delay - Application (or server) delay- dient delay

Net wor k del ay nmay be one-way del ay [ RFC2679] or round-trip del ay
[ RFC2681] .

Additionally, network delay may include nultiple hops. Application
and server delay include operating systemby stack tine. By and
|arge, the three tinmings are 'good enough’ neasurenents to all ow
rapid triage into the failing conponent.

Ways are avail abl e (provided by operating systens) to measure
Application and Cient times. Network time can also be neasured in

i solation via sone of the nmeasurenent techni ques described in section
1.5. The nost difficult portionis to integrate network tinme with the
server or application tinmes. Products exist to do this but are
avai |l abl e at an exorbitant cost, require agents, and will likely
becone nore prohibitive as the speed of networks grow and as the
wor | d becomes nore connected via nobile devices.

Measuring network time needs to occur at the end-points of the
transacti ons being neasured. The tinme needs to be avail abl e,
regardl ess of the upper |ayer protocol being used by the transaction
That is, it cannot be for just TCP packets.

1.5 TCP Ti nestanp not enough

Sone suggest that the TCP Tinestanp option might be sufficient to
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cal cul ate end-to-end response tine.

The TCP Tinmestanp Option is defined in RFC1323 [ RFC1323]. The reason
for the TCP Tinmestanp option is to be able to discard packets when
the TCP sequence nunber wraps. (PAWS)

The problenms with the TCP Ti nestanp option are:

1. Not everyone turns this on

2. It is only available for TCP applications

3 No indication of date in |long-running connections. (That is
connections which last |onger than one day)

4. The granularity of the tinestanp is at best at nillisecond |evel

In the future, as speeds of devices and networks grow and network
types proliferate, TCP tinestanp values, both in terns of granularity
and date specification, will beconme nore and nore inadequate. Even
today, on many networks, the timings are at mcrosecond | evel not
mllisecond. New networks called Delay Tol erant Networks may have
connection times which are very large indeed - hours or even days.

1.6 I nadequacy of Current Instrunmentation Technol ogy
The current technol ogy incl udes:

Synt hetic transactions

Pi ngs

Estimates of network tine
Server / Cient Agents

PP

Let us discuss each of these in detail
1.6.1 Synthetic transactions

Synthetic transactions, also known as active neasurenent, can be
extrenely useful. However, in a dynanmic network, the routes taken by
the packet or the current load on the application may not be the same
for the real transaction as when the active test was performed. For
exanple, if you time howlong it takes for ne to drive to work at
2:00amin the norning, that nay not be the sane as how long it takes
me to drive to work during rush hour at 8:00amin the norning. So,

it is inportant to have enbedded neasurement in the actual packet.

1.6.2 PING
An | CVP ping neasures network tine. First, you can PING the renote

device. Then you assune that the tinme it takes to get a response to
a PINGis the sane as the tinme that a transaction would take to
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traverse the network. However, QoS rules, firewalls, etc. may mean
that PING (and other synthetic transactions) may not be subject to
the sane conditions. PINGs, though extrenely useful, also measure
only network del ays. Server del ays nust al so be provided.

1.6.3 Estimtes of Network Tine

If a packet trace is done, it is possible to |ook at the time between
when a response was seen to be sent at the packet capture device and
when the ACK for the response cones back.

If you assume that the ACK took the same anmount of tine as the
original query, you have the network time. Unfortunately, the tine
for the ACK may not be the sane as the time for a nuch | arger query
transaction to traverse the network.

The biggest problemwith this method is that of TCP del ayed
acknow edgenents. |If the client is doing del ayed ACKs, then the ACK

will be held until the next request is ready to go out. |In this
case, the tinme to receive the ACK has no correlation with network
tinme.

1.6.4 Server /| Cdient Agents

There are al so products which claimthat they can deterni ne end-to-
end response times, integrating server and network tines - and i ndeed
they can do so. But they require agents which must be placed at each
point which is to be nonitored. That is, it is necessary to add

t hose agents EVERYWHERE around the network, at a very high cost -
both in terns of manpower, know edge and costs. These kind of
products can be purchased by only the richest 1% of the corporations.
As the speed of networks grow, and as the world beconmes nore
connected via nobile devices, such products will only becone nore
expensive. |If, indeed, their technol ogy can keep up

There are many situations where agents cannot be depl oyed. Many
situations which demand a |ightweight, cost effective solution. You
may think of an ISP with many custonmers. |f the custoner conpl ains
of poor response tine, it is nmuch nore cost-effective for the ISP to
simply take a packet trace with enbedded di agnostics than to
instrument the entire custoner network.

TCP/ I P networks, including the Internet, are used throughout the
world. If there is not a scalable and affordable way to nmeasure
performance bottl enecks and failures, the growmh of these networks
will suffer and indeed may reach a pl ateau where further growth
becones i npossi bl e.
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2 Sol ution Paraneters
What is needed is:

1) Anethod to identify and/or track the behavior of a connection
wi t hout assuming access to the transport devices.

2) A nethod to observe a connection in flight w thout introducing
agents.

3) a nethod to observe arbitrary flows at nmultiple points within a
network and correlate the results of those observations in a
consi stent nanner.

4) A nmethod to signal and correlate transport issues to application
end-t o-end behavi or

5) A nethod which does not require changes to a production network in
real tine.

6) Adequate granularity in the measurenent technique to provide the
needed netrics.

7) A nmethod that is scalable to very |arge networks.
8) A nmethod that is affordable to all
2.1 Rationale for proposed solution

The current | Pv6 specification does not provide a tinmestanp nor
simlar field in the IPv6 main header or in any extension header. So,
we propose the | Pv6 Performance and Di agnostic Metrics destination

option (PDM [ELKPDM .
2.2 Merits of tinmestanp / delta in PDM
Advant ages i ncl ude:

Less overhead than other alternatives.

Real nmeasure of actual transactions.

Less cost to provide solutions

More accurate and conplete information.

I ndependence fromtransport |ayer protocols.

Ability to span organizational boundaries wi th consistent
i nstrunent ati on

curwNE

In other words, this is a solution to a | ong-standing problem The
PDM wi Il provide a metric which will allow those responsible for
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network support to deternine what is happening in their network
wi t hout expensive equi prent (agents) at each device.

The PDM does not solve every response tine issue for every situation
Net wor k connections with rmultiple hops will still need nore granul ar
metrics, as will the differentiation between nultiple conponents at
each host. That is, TCP/IP stack tinme vs. applications tine wll
still need to be broken out by client software. Wat the PDM does
provide is the ability to do rapid triage. That is, to determne
quickly if the problemis in the network or in the server or
appl i cation.

2.3 What kind of tinmestanp?

Questions arise about exactly the kind of timestanp to use. Both the
Net work Tinme Protocol (NTP) [RFC5905] and Precision Tinme Protoco
(PTP) [I EEE1588] are used to provide tinng on TCP/IP networks.

NTP has evolved within the | ETF structure while PTP has evol ved
within the Institute of El ectrical and El ectronics Engi neers (| EEE)
community. By and | arge, operating systems such as Wndows, Linux,
and | BM rmai nframe conputers use NTP. These are the source and
destination systens for packets. Internedi ate nodes such as routers
and switches may prefer PTP.

Since we are describing a new extensi on header for destination
systens, the timestanp to be used will be in accordance with NTP. The
docunent, draft-ackermann-ntp- pdm nt p-usage [ NTPPDM, discusses

gui delines for inplenenting NTP for use with the PDM The tinestanp
is only relevant for PDMtype 1. PDMtype 2 uses delta values and
requires no time synchronization

2 Wiy Packet Sequence Nunber

Whi | e perfornming network diagnostics of an end-to-end connection, it
of ten becones necessary to find the device along the network path
creating problenms. Diagnostic data may be collected at nultiple

pl aces along the path (if possible), or at the source and
destination. Then, the diagnostic data nust be matched. Packet
sequence nunber is critical in this matching process. The tinestanp
or even the I P addresses may be different at different devices. In

| Pv4 networks, the IPID field was used as a de facto sequence nunber.

This method of data collection along the path is of special use on

large multi-tier networks to determ ne where packet | oss or packet

corruption is happening. Milti-tier networks are those which have

multiple routers or switches on the path between the sender and the
receiver.
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2.1 IPv4 IPID: DeFacto Sequence Number

Wth | Pv4 networks, on many stack inplenentations, but not all, the
IPID field has the property of sequentiality. That is, the IP stack
sendi ng the packets sent themin nunerical order. This was not a
requi renent for the field, but an inplenentation which turned out to
be quite useful in diagnostics.

2.1.1 Description of IPIDin |IPv4d

In IPv4, the 16 bit IP Identification (IPID) field is located at an
of fset of 4 bytes into the | Pv4 header and is described in RFC0791
[RFCO791]. In IPv6, the IPIDfield is a 32-bit field contained in the
Fragment Header defined by section 4.5 of RFC2460 [ RFC2460].
Unfortunately, unless fragnentation is being done by the source node,
the 1 Pv6 packet will not contain this Fragnent Header, and therefore
will have no Identification field.

The intended purpose of the IPID field, in both IPv4 and IPv6, is to
enabl e fragnentation and reassenbly, and as currently specified is
required to be unique within the nmaxi rum segnment lifetime (MSL) on
all datagrans. The MSL is often 2 m nutes.

2.1.2 DeFacto Use of |PID

In a number of networks, the IPID field is used for nore than
fragmentation. During network diagnostics, packet traces may be
taken at nultiple places along the path, or at the source and
destination. Then, packets can be nmatched by | ooking at the | PID.

The inclusion of the IPID makes it easier to identify flows bel ongi ng
to a single node, even if that node mi ght have a different IP
address. For exanple, in the case of sessions going through a NAT or
proxy server.

For its de-facto diagnostic node usage, the IPID field needs to be

avai | abl e whether or not fragnentation occurs. It also needs to be
uni que in the context of the session, and across all the connections
controlled by the stack. In IPv4, the IPIDis in the main header, so

it is available for all packets. As it is a 16-bit field, it wapped
during the course of the session and thus had sone limtations.

Even with these linitations, the | PID has been val uabl e and useful in
| Pv4 for diagnostics and problemresolution. It is a practica
solution that is 'good enough’ in many instances. Not having it
available in I Pv6, may be a major detrinent to new | Pv6 depl oynents
and contribute to protracted dowmntines in existing |Pv6 operations.
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2.1.3 Merits of DeFacto Usage

As network technol ogy evol ves, the uses to which fields are put can

change as well. De-facto use is powerful, and should not be lightly
ignored. In fact, it is a testanent to the power and pervasi veness

of the protocol that users create new uses for the origina

t echnol ogy.

For exanple, the use of the IPID goes beyond the vision of the
original authors. This sort of thing has happened wi th numnerous
ot her technol ogi es and protocol s.
The inplenentation of the traceroute comand sends | CVMP echo packets
with a varying TTL. This is a very useful for diagnostics yet
departs fromthe original purpose of TTL.
Simlarly, cell phones have evolved to be nore than just a neans of
vocal conmmuni cation, including |Internet comruni cations, photo-
sharing, stock exchange transactions, etc. |ndeed, the I|nternet
itself has evolved, froma snmall network for researchers and the
mlitary to share files into the pervasive global information
super highway that it is today.

2.1.4 Use Cases of IPv4 IPID in Diagnostics
Use Case # 1 --- Large Insurance Conpany
- (estimated tinme saved by use of IPID: 7 hours)
Per f ormance Tool produces extraneous packets

- Issue was whether a performance tool was accurately replicating
session flow during performance testing.

- Trace | PIDs showed nore uni que packets within sane fl ow from
performance tool conpared to | E Browser.

- Having the clear |PID sequence nunbers al so showed where and why
the extra packets were being generated.

- Solution: Problemrectified in subsequent version of perfornmance
t ool

- Wthout IPID, it was not clear if there was an i ssue at all

Use Case #2 --- Large Bank
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- (estimated time saved by use of IPID: 4 hours)

Batch transfer duration increases 12x

- A data transfer which formerly took 30 minutes to conplete started
taking 6-8 hours to conplete.

- Was there packet loss? Al the vendors said no.

- The other applications on the network did not report any probl ens.

- 4 trace points were used, and the IPIDs in the packets were
compar ed.

- The conparison showed 7% packet | oss.
- Solution: WAN hardware was replaced and probl em fixed.

- Wthout IPID, no one would agree a probl em exi sted

Use Case #3 --- Large Bank

- (estimated time saved by use of IPID: 6 hours)

Very slow interactive performance

- Al network l|inks | ooked good.

- Traces showed duplicated small packets (which can be OK)

- W saw that the IPID was the same in both packets but the TTL was
al ways + 1.

- A network device was "splitting" only small packets over two
i nterfaces.

- The small packets were control info, telling other side to slow
down.

- It erroneously |ooked |ike network congestion

- Solution: Network device replaced and good interactive performance
restored.

- Wthout IPID, flows would have appeared K
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Use Case #4 --- Large Covernnment Agency

- (estimated time saved by use of IPID: 9 hours)

VPN dr ops

- Cell phone connections to | aw enforcenment were being dropped. The
connecti ons were going through a VPN

- Al parties (both sides of VPN connection, application, etc.) said
it was not their problem The problem went on for weeks.

- Finally, we took a trace which showed packets with IPID and TTL
that did not match others in the flow AT ALL com ng fromthe
router nearest the application server end of VPN

- Solution: Provider for VPN for application server changed. Problem
resol ved.

- Wthout IPID, nmuch harder to di agnose problem Sanme case al so
happened with |l arge corporation. Again, all parties saying not
their fault until proven via packet trace.)

2.2 TCP sequence nunber is not enough

TCP Sequence nunber is defined in RFCO793 [ RFC0793]. Sone have
proposed that this field will neet the needs of diagnostics for a
packet sequence nunber. Indeed, the TCP Sequence Nunber along with
the TCP Acknow edgnent nunber can be used to cal cul ate dropped
packets, duplicate packets, out-of-order packets etc. That is, |IF the
packet flow itself reflects accurately what happened on the wire!

See Scenario 1 (Section 1.5.2) and Scenario 2 (Section 1.5.3) for
what happens with packet trace capture in real networks.

The TCP Sequence Nunber is, obviously, available only for TCP and not
ot her hi gher |ayer protocols.

2.3 I nadequacy of current nmeasurenent techni ques

The question arises of whether current methods of instrumentation
cannot be used without a change to the protocol. Current nethods of
measuring network data, other than packet traces, are inadequate
because they assune unreasonabl e access to internedi ate devices, are
cost prohibitive, require infeasible changes to a running production
network, or do not provide tinely data. This section will discuss
each of these in detail.
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Current methods include both instrunentation and third party
products. These include SNWP, CM P, router logs, and firewall 1| ogs.

2.3.1 SNMP / CM P Counters

The traditional network performance counters neasured by SNMP or CM P
do not provide information at the granularity desired on the behavior
of application flows across the network. The problemis that such
counters do not contain enough data be able to provide a detail ed and
realistic view of the end-to-end behavior of a connection

2.3.2 Router / Firewall Logs

Router and firewall |ogs may provide sone information for diagnhostics
Routers and firewalls in a production network are generally set to do
m ni mal | oggi ng and di agnostics to all ow maxi nrum effici ency and

t hroughput. Such devices cannot be asked to collect detail ed data
for an operational problem as this requires a change to a production
net wor k.

2.3.3 Netfl ow

Netflow is instrunmentation which is available fromsone mddle
devices. In production networks, such devices are generally set to
do minimal |ogging and diagnostics to allow maxi mrum efficiency and
t hr oughput .

It is often also not possible to start data collection in the mddle
of the day on a production network.

2.3.4 Access to Internedi ate Devices

The above current nmethods require access to the transport
infrastructure - that is, the routers, switches or other internediate
devices. |In some cases, this is possible; in others, the connections
in question may cross a nunber of adninistrative entities (both in
the transport and in the endpoints). Wen it is the enterprise at
the endpoint which is interested in the diagnostics, the

adm nistrative entities who own the devices in the niddle of the path
have no stake in operational measurenent at the enterprise or
application |evel. They have no reason to provide the necessary
data or to inpact the basic transport with the instrunentation
necessary to capture floworiented data as a continuous stream

sui tabl e for general consunption

In other words, if you don’t own the path end-to-end, you will not be

able to get the data you need if you are required to get it fromthe
devices in the mddle. Not only that, the devices in the mddle do
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not have the instrunmentation necessary to nmake it easy to do end-to-
end di agnostics because they are not responsible for that and so do
not want to burden their devices wi th doing those kind of functions.

Many networks nmay not own the path end-to-end. They may be working
with a business partner’s network or crossing the Internet.

2.3.4 Modifications to an Operational Production Network

Even when the enterprise does own all the devices along the entire
path, to get enough data to adequately resolve a probl em neans
changi ng the device configuration to do detail ed diagnostics. 1In a
production network, devices are generally set to do ninimal |ogging
and di agnostics. This is to allow nmaxi mum efficiency and throughput.
The nore | oggi ng and di agnosti cs such devices do, the fewer resources
they have for actually transmtting traffic across the network.

So, if devices are to be asked to collect nore data for an
operational problem this requires a change to a production networKk.
This is generally not possible as it destabilizes a critical network
during business hours, thus potentially disrupting nmany custoners.
Maki ng changes is usually a lengthy process requiring change control
testing on a test network, etc. On networks which are critical to

t he business function, changing configuration "in flight" is
generally not an option.

3 Sol ution Paraneters
What is needed is:

1) A nmethod to identify and/or track the behavior of a connection
wi t hout assuming access to the transport devices.

2) A nmethod to observe a connection in flight wi thout introducing
agents at endpoints.

3) Anmethod to observe arbitrary flows at nultiple points within a
network and correlate the results of those observations in a
consi stent manner.

4) A nethod to signal and correlate transport issues to application
end-t o- end behavi or

5) A met hod which does not require changes to a production network in
real tine.

6) Adequate granularity in the measurenent technique to provide the
needed netrics.

El ki ns Expires July, 2014 [ Page 16]



| NTERNET DRAFT el ki ns-i ppm pdm netri cs- 04 January 2014

3.1 Packet Trace Meets Criteria

The only instrunmentati on which provides enough detail to diagnose
end-to-end problens is a packet trace. Packet traces do not require
changes to devices in production node because in many networks,
products are available to capture packets in passive node. Such
products continuously monitor network traffic. Often, they are used
not for diagnostic reasons but for regulatory reasons. For exanple,
there may be |legal requirenents to log all stock exchange

transacti ons.

Products for packet tracing are available freely and can be used at a
client host without disrupting major portions of the network.

3.1.1 Limtations of Packet Capture

Even though packets are the only reliable way to provide data at the
needed granularity, there are linitations with collecting packet
traces in some situations. They are as foll ows:

3.1.2 Problem Scenario 1

1. Packets are captured for analysis at places |ike |arge core
switches. All packets are kept. Again, not necessarily for

di agnostic reasons but for regulatory ones. For exanple, records of
all stock trades may need to be kept for a certain nunber of years.

2. Wien there is a problem an analyst extracts the needed
i nformation.

3. If the extract is done incorrectly, as often happens, or the
packet capture itself is incorrect, then there may be fal se duplicate
packets which can be quite m sleading and can | ead to wong
conclusions. Are these real TCP duplicates? |Is there congestion on
the subnet? Are these retransm ssions? Situations have been seen
where routers incorrectly send two packets instead of one - is this
such a situation?

4. This is the type of problemthat can be solved by having an IP
packet sequence nunber.

3.1.2 Problem Scenario 2
1. In this scenario, packets are captured for analysis at places |like
a mddl eware box. It may be because problens are suspected with the
box itself or it is a central point of the suspected failure.

2. The box may not offer any way to tailor the packet capture. "You
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will get what we give you, howwe give it to you!" is their
phi | osophy.

3. The packet capture incorrectly duplicates only packets going to
certai n nodes.

4. Again, there are false duplicate packets which can be ni sl eading
and can lead to wong conclusions. Are these real TCP duplicates? 1Is
there congestion on the subnet? Situations have been seen where
routers incorrectly send two packets instead of one - is this such a
situation?

4 Rationale for Proposed Solution (PDV

The current |1 Pv6 specification does not provide a packet sequence
nunber or simlar field in the IPv6 nain header. One option mght be
to force all | Pv6 packets to contain a Fragnent Header. |In packets
which are entire in and of thenselves, the fragment | D would be zero-
that is, an atomic fragnment. Wiy was a new destination option header
defined rather than recomendi ng that Fragment Header be used?

Qur reasoning was that the PDM destination option header woul d
provide nmultiple benefits : the packet sequence nunber and the
timngs to cal cul ate response tine.

As defined in RFC2460 [ RFC2460], destination options are carried by
the 1Pv6 Destination Options extension header. Destination options
i nclude optional information that need be examined only by the | Pv6
node given as the destination address in the | Pv6 header, not by
routers in between

The PDM DOH wi Il be carried by each packet in the network, if this is
configured. That is, the PDMDOH is optional. |If the user of the CS
configures the PDM DOH to be used, then it will be carried in the
packet .

The metrics in the PDM are for 'real’ or passive data. That is, they
are of the traffic actually traveling on the network.

5 Performance and Di agnostic Metrics Destination Option Layout

5.1 Destination Options Header
The 1 Pv6 Destination Options Header is used to carry optiona
i nformati on that need be exam ned only by a packet’s destination
node(s). The Destination Options Header is identified by a Next

Header value of 60 in the imedi ately preceding header and is defined
i n RFC2460 [ RFC2460].
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5.2 PDM Types
The 1 Pv6 Performance and Di agnostic Metrics Destination Option (PDM
is an inplenentation of the Destination Options Header (Next Header
value = 60). Two types of PDM are defined. PDMtype 1 requires tine
synchroni zation. PDMtype 2 does not require tine synchronization.

PDM type 1 and PDMtype 2 are nmutually exclusive. That is, a 5-tuple
can either both send PDMtype 1 or both send PDM type 2.

5.3 Performance and Di agnostic Metrics Destination Option (Type 1)

PDM type 1 is used to facilitate diagnostics by including a packet
sequence nunmber and tinestanp.

The PDMtype 1 is encoded in type-length-value (TLV) format as
fol |l ows:

12
+- +-
Opt i
+

- +-

Ti meSt anp Thi s Packet (64-bit)

PSN Last Packet | Reserved
T T e e e e e e i i o i st sl ST TR T T S S S S

0
0
+
I
+
I
+
I
+
I
+
I
+
I
I
I
+
| . .
+ Ti meSt anp Last Packet (64-bit)
I

+

I

+

+
I
+
I
+
I
+
I
+
I
B I i i i S i i S I i I S R i ik N
I
+
I
+
I
+
I
+
I
+

i i i i i

Option Type
TBD = OxXX (TBD) [To be assigned by | ANA] [ RFC2780]

Option Length
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8-bit unsigned integer. Length of the option, in octets, excluding
the Option Type and Option Length fields. This field MJUST be set to
22.

Packet Sequence Nunber This Packet (PSNTP)

16-bit unsigned integer. This field will wap. It is intended for
human use

Initialized at a random nunber and nonotonically increnmented for
packet on the 5-tuple. The 5-tuple consists of the source and
destination | P addresses, the source and destination ports, and the
upper |ayer protocol (ex. TCP, ICWP, etc).

Operating systens MJST inplenent a separate packet sequence nunber
counter per 5-tuple. Qperating systens MJST NOT i npl enent a single
counter for all connections.

Note: This is consistent with the current inplenentation of the IPID
field in IPv4 for many, but not all, stacks.

Ti mreSt anp This Packet (TSTP)

A 64-bit unsigned integer field containing a tinmestanp that this
packet was sent by the source node. The val ue indicates the nunber
of seconds since January 1, 1970, 00:00 UTC, by using a fixed point
format. In this format, the integer nunmber of seconds is contained
inthe first 32 bits of the field, and the renmaining 32 bits resol ve
to pi coseconds.

This follows tinmestanp formats used in Network Tinme Protocol (NTP)
[ RFC5905] and SEND [ RFC3971]. A discussion of how to inplenment NTP
for use with PDM header type 1 is in draft-ackernmann- ntp-pdm ntp-
usage- 00 [ NTPPDM .

I mpl enentation note: This format is conpatible with the usua
representation of tine under UN X, although the nunmber of bits
available for the integer and fraction parts in different Unix
i npl ement ati ons vary.

Packet Sequence Nunber Last Received (PSNLR)

16-bit unsigned integer. This is the PSN of the packet |ast received
on the 5-tuple.
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Ti meSt anp Last Received (TSLR)

A 64-bit unsigned integer field containing a tinmestanp. This is the
timestanp of the packet |ast received on the 5-tuple. Format is the
same as TSTP.

5.4 Performance and Di agnostic Metrics Destination Option (Type 2)
The second type of |1Pv6 Performance and Di agnostic Metrics
Destination Option (PDM is as follows. PDMtype 1 and PDMtype 2
are nutually exclusive. That is, a 5-tuple can either both send PDM
type 1 or both send PDM type 2.

PDM type 2 contains the following fields:

PSNTP . Packet Sequence Nunber This Packet
PSNLR . Packet Sequence Nunber Last Received
DELTALR : Delta Last Received

PSNLS . Packet Sequence Number Last Sent

DELTALS : Delta Last Sent

PDM destination option type 2 is encoded in type-Ilength-value (TLV)
format as foll ows:

0 1 2 3
01234567890123456789012345678901
B o o ks s S S e i el T R e S S e o o o o o =
[ tion Type | Option Length | PSN This Packet [
T T T b i e S e i s s S S S S S
[ PSN Last Received | PSN Last Sent [
TR e i e T S o it R S
| Delta Last Received | Delta Last Sent |
B i S S T s i S T st i S S S S S S S S i
| TType |
R 4

Option Type

TBD = OxXX (TBD) [To be assigned by | ANA] [ RFC2780]
Option Length
8-bit unsigned integer. Length of the option, in octets, excluding

the Option Type and Option Length fields. This field MIUST be set to
22.
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Packet Sequence Nunber This Packet (PSNTP)

16-bit unsigned integer. This field will wap. It is intended for
human use

Initialized at a random nunber and nonotonically incremented for
packet on the 5-tuple. The 5-tuple consists of the source and
destination |IP addresses, the source and destination ports, and the
upper |ayer protocol (ex. TCP, ICWP, etc).

Operating systens MJST inpl enment a separate packet sequence nunber
counter per 5-tuple. Operating systenms MJST NOT i npl enent a single
counter for all connections.

Note: This is consistent with the current inplenentation of the IPID
field in IPv4 for many, but not all, stacks.

Packet Sequence Nunber Last Received (PSNLR)

16-bit unsigned integer. This is the PSN of the packet |ast received
on the 5-tuple.

Packet Sequence Number Last Sent (PSNLS)

16-bit unsigned integer. This is the PSN of the packet |ast sent on
the 5-tuple.

Delta TineStanmp Type (TI METYPE)

4-bit unsigned integer. This is the type of tine contained in the
delta fields bel ow

- unknown
- ti i
- ti
- ti
ti
- ti
- ti
- ti

units of nanoseconds
units m croseconds
units of mlliseconds
units of seconds
units of m nutes
units of hours

units of days

~NO U WNPEO
1

EEEEEEE

5 353 35 535 35 S

—
>
0]

values 5 - 7 are relevant for Delay Tol erant Networks (DTN) which
operate with |l ong del ays between packets.

2

Delta Last Received (DELTALR)
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A 16-bit unsigned integer field. This is server delay.
DELTALR = Send tinme packet 2 - Receive tine packet 1

The value is according to the scale in TI METYPE

Delta Last Sent (DELTALS)

A 16-bit unsigned integer field. This is round trip or end-to-end
time.

Delta Last Sent = Receive tine packet 2 - Send time packet 1

The value is in according to the scale in TI METYPE

Option Type

The two hi ghest-order bits of the Option Type field are encoded to
i ndi cate specific processing of the option; for the PDM destination
option, these two bits MJST be set to 00. This indicates the

foll owi ng processing requirenents:

00 - skip over this option and continue processing the header

RFC2460 [ RFC2460] defines other values for the Option Type field.
These MJUST NOT be used in the PDM The other values are as foll ows:

01 - discard the packet.

10 - discard the packet and, regardl ess of whether or not the
packet’ s Destination Address was a mnulticast address, send an | CW
Par anet er Problem Code 2, nessage to the packet’s Source Address
pointing to the unrecogni zed Option Type.

11 - discard the packet and, only if the packet’'s Destination Address
was not a multicast address, send an | CVMP Parameter Problem Code 2,
message to the packet’s Source Address, pointing to the unrecognized

Option Type.
In keeping with RFC2460 [ RFC2460], the third-highest-order bit of the

Option Type specifies whether or not the Option Data of that option
can change en-route to the packet’s final destination

In the PDM the value of the third-highest-order bit MJST be 0. The
possi bl e values are as foll ows:
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0 - Option Data does not change en-route

1 - Option Data may change en-route

The three high-order bits described above are to be treated as part
of the Option Type, not independent of the Option Type. That is, a
particular option is identified by a full 8-bit Option Type, not just
the loworder 5 bits of an Option Type.

6 Use of the PDM
6.1 Packet ldentification Data

Each packet contains information about the sender and receiver. In IP
protocol the identifying information is called a "5-tuple". The

fl ows described below are for the set of packets flow ng between A
and B without consideration of any other packets sent to any other
device from Host A or Host B.

The 5-tuple consists of:

SADDR : | P address of the sender

SPORT : Port for sender

DADDR : | P address of the destination

DPORT : Port for destination

PROTC : Protocol for upper |layer (ex. TCP, UDP, |ICWMP, etc.)

6.2 Data in the PDM Destination Option Headers
The 1 Pv6 Performance and Di aghostic Metrics Destination Option (PDM
is an inplenmentation of the Destination Options Header (Next Header
value = 60). Two types of PDM are defined. PDMtype 1 requires tine
synchroni zation. PDMtype 2 does not require tine synchronization.

PDM type 1 and PDMtype 2 are nutually exclusive. That is, a 5-tuple
can either both send PDMtype 1 or both send PDM type 2.

PDM type 1 contains the followi ng fields:
PSNTP : Packet Sequence Nunber This Packet
TSTP : Tinmestanp This Packet

PSNLR : Packet Sequence Nunber Last Received
TSLR : Timestanp Last Received

PDM type 2 contains the follow ng fields:

PSNTP . Packet Sequence Nunber This Packet
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PSNLR . Packet Sequence Nunmber Last Received
DELTALR : Delta Last Received
PSNLS . Packet Sequence Number Last Sent

DELTALS : Delta Last Sent

The metrics which may be derived fromthese fields will be discussed
in the follow ng sections.

7 Metrics Derived fromthe PDM Destination Options
A nunber of netrics nmay be derived fromthe data contained in the

PDM Sone are rel ationshi ps between two packets, others require
anal ysis of nultiple packets or multiple protocols.

These netrics fall into the foll ow ng categories:

1. Base derived netrics

2. Metrics used for triage

3. Metrics used for network di agnostics

4. Metrics used for session classification

5. Metrics used for end user performance optim zation

It nmust be understood that when a netric is discussed, it includes
the average, nedian, and other statistical variations of that nmetric.

In the next section, we will discuss the base netrics. In |ater
sections, we will discuss the nore advanced netrics and their uses.

8 Base Derived Metrics
The base netrics which may be derived fromthe PDM are
1. One-way del ay
2. Round-trip delay
3 Server del ay
8.1 One-Way Del ay
One-way delay is the time taken to traverse the path one way between
one network device to another. The path fromA to B is distinguished
fromthe path fromB to A For nany reasons, the paths may have
different characteristics and nay have different delays. One-way
delay is discussed in "A One-way Delay Metric for | PPM [ RFC2679].
8.2 Round-Trip Del ay

Round-trip delay is the tine taken to traverse the path both ways
bet ween one network device to another. The entire delay to trave
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fromAto Band Bto Ais used. Round-trip delay cannot tell if one
path is quite different fromanother. Round-trip delay is discussed
in "A Round-trip Delay Metric for |IPPM [RFC2681].

8.3 Server Del ay

Server delay is the interval between when a packet is received by a
devi ce and a subsequent packet is sent back in response. This may be
"Server Processing Tinme". It may al so be a delay caused by

acknow edgenents. Server processing tine includes the tine taken by
the conbinati on of the stack and application to return the response.

9 Sanple Inplenentation Fl ow (PDM Type 1)

Following is a sanple sinple flow with one packet sent from Host A
and one packet received by Host B

Ti me synchronization is required between Host A and Host B. See

dr aft - acker mann- nt p- pdm nt p- usage- 00 [ NTPPDM for a description of
how an NTP inpl ementation may be set up to achi eve good tinme
synchroni zati on.

Each packet, in addition to the PDM contains infornmation on the
sender and receiver. This is the 5-tuple consisting of:

SADDR : | P address of the sender

SPORT : Port for sender

DADDR : | P address of the destination

DPORT : Port for destination

PROTC : Protocol for upper |ayer (ex. TCP, UDP, ICWP, etc.)

It should be understood that the packet identification information is
in each packet. W will not repeat that in each of the follow ng
st eps.

9.1 Step 1 (PDM Type 1)

Packet 1 is sent fromHost Ato Host B. The tine for Host Ais set
initially to 10: 00AM

The tinestanp and packet sequence nunber are sent in the PDM
The initial PSNTP from Host A starts at a random nunber. In this

case, 25. The sub-second portion of the tinestanp has been onitted
for the sake of sinplicity.
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Packet 1

Fom e - + Fom e - +
I I I I
| Host | ---------- > | Host |
I A I I B I
I I I I
Fomm e e e o - + Fomm e e e o - +

PDM Cont ent s:

PSNTP : Packet Sequence Nunber This Packet: 25

TSTP : Tinmestanp This Packet: 10: 00: 00
PSNLR : Packet Sequence Nunber Last Received: -

TSLR : Tinmestanp Last Received: -

There are no derived statistics after packet 1.
9.2 Step 2 (PDM Type 1)

Packet 1 is received by Host B. The tine for Host B was synchronized
with Host A. Both were set initially to 10: 00AM

The tinestanp and PSN for the received packet are placed in the PSNLR
and TSLR fields. These are fromthe point of view of B. That is,
they indicate when the packet from A was received and whi ch packet it
was.

The PDMis not sent at this point. It is only prepared. It will be
sent when the response to packet 1 is sent by Host B

Packet 1 Received

PDM Cont ent s:

PSNTP : Packet Sequence Nunber This Packet: -

TSTP : Timestanp This Packet: -

PSNLR : Packet Sequence Nunber Last Received: 25

TSLR : Tinmestanp Last Received: 10: 00: 03

At this point, the following netric may be derived: one-way delay. In
fact, we now know the one-way delay and the path. We will call this

El ki ns Expires July, 2014 [ Page 27]



| NTERNET DRAFT el ki ns-i ppm pdm netri cs- 04 January 2014
path 1. This will be the outbound path fromthe point of view of
Host A and the inbound path fromthe point of view of Host B
The cal cul ati on of one-way delay (path 1) is as follows:

One-way delay (path 1) = Tine packet 1 was received by B - Tine
Packet 1 was sent by A

If we make the substitutions fromour sanple case above, then
One-way delay (path 1) = 10:00:03 - 10:00:00 or 3 seconds
9.3 Step 3 (PDM Type 1)

Packet 2 is sent fromHost Bto Host A. The initial PSNTP from Host
B starts at a random nunber. In this case, 12.

Packet 2
Fomm e e e o - + Fomm e e e o - +
I I I I
[ Host | <---------- [ Host [
I A I I B I
I I I I
[ + [ +
PDM Cont ent s
PSNTP : Packet Sequence Nunber This Packet: 12
TSTP : Tinmestanp This Packet: 10: 00: 07
PSNLR : Packet Sequence Nunber Last Received: 25
TSLR : Tinmestanp Last Received: 10: 00: 03

After Packet 2 is sent, the following netric nay be derived: server
del ay.

The cal cul ation of server delay is as follows:

Server delay = Tinme Packet 2 is sent by B - Tine Packet 1 was
recei ved by B

Again, making the substitutions fromthe sanple case: Server delay =
10: 00: 07 - 10:00: 03 or 4 seconds

Furt her el aborations of server delay may be done by limting the data
length to be greater than 1. Sone protocols, for exanple, TCP, have
acknow edgenents with a data length of 0 or keep-alive packets with a
data length of 1. An ACK nmay preceed the actual response data
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packet. Keep-alives may be interspersed within the data fl ow

9.4 Step 4 (PDM Type 1)
Packet 2 is received by Host A
The tinestanp and PSN for the received packet are placed in the PSNLR
and TSLR fields. These are fromthe point of view of A That is,
they indicate when the packet from B was received and whi ch packet it

was.

The PDMis not sent at this point. It is only prepared. It will be
sent when the NEXT packet to Host B is sent by Host A

Packet 2 Recei ved

PDM Cont ent s:

PSNTP : Packet Sequence Nunber This Packet: -

TSTP : Tinmestanp This Packet: -

PSNLR : Packet Sequence Nunber Last Received: 12

TSLR : Tinestanp Last Received: 10: 00: 10

However, at this point, the following netric may be derived: one-way
del ay (path 2).

The cal cul ati on of one-way delay (path 2) is as follows:

One-way delay (path 2) = Tine packet 2 received by A - Tinme packet 2
sent by B

If we make the substitutions fromour sanple case above, then

One-way delay (path 2) = 10:00: 10 - 10:00:07 or 3 seconds
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9.5 Step 5 (PDM Type 1)

10

10.

Packet 3 is sent from Host A to Host B.

Packet 3
[ R + [ R +
I I I I
[ Host | ---------- > | Host [
I A I I B I
I I I I
[ RS + [ RS +

PDM Cont ent s:

PSNTP : Packet Sequence Nunber This Packet: 26

TSTP : Tinmestanp This Packet: 10: 00: 50
PSNLR : Packet Sequence Nunber Last Received: 12
TSLR : Timestanp Last Received: 10: 00: 10

At this point the PDMflows across the network revealing the |ast
recei ved tinmestanp and PSN.

Sampl e | npl enent ati on Fl ow ( PDM 2)

Following is a sanple sinple flow for PDMtype 2 with one packet sent
from Host A and one packet received by Host B. PDMtype 2 does not
require time synchronizati on between Host A and Host B. The

cal cul ations to derive nmeaningful netrics for network diagnostics is
shown bel ow each packet sent or received.

Each packet, in addition to the PDM contains information on the
sender and receiver. As discussed before, a 5- tuple consists of:

SADDR : | P address of the sender

SPORT : Port for sender

DADDR : | P address of the destination

DPORT : Port for destination

PROTC : Protocol for upper layer (ex. TCP, UDP, | CWP)

It should be understood that the packet identification information is

in each packet. W will not repeat that in each of the follow ng
st eps.

1 Step 1 (PDM Type 2)
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10.

Packet 1 is sent fromHost Ato Host B. The tinme for Host A is set
initially to 10: 00AM

The tinestanp and packet sequence nunber are noted by the sender
internally. The packet sequence nunber and tinestanp are sent in the
packet .

Packet 1

>
o9}

PDM type 2 Contents:

PSNTP . Packet Sequence Nunber This Packet: 25
PSNLR : Packet Sequence Number Last Received: -
DELTALR : Delta Last Received: -
PSNLS . Packet Sequence Number Last Sent: -

DELTALS : Delta Last Sent: -

Internally, within the sender, Host A it nust keep

PSNTP : Packet Sequence Nunber This Packet: 25
TSTP : Timestanp This Packet: 10: 00: 00
Note, the initial PSNTP from Host A starts at a random nunber. In

this case, 25. The sub-second portion of the tinmestanp has been
omtted for the sake of sinplicity.

There are no derived statistics after packet 1.
2 Step 2 (PDM Type 2)

Packet 1 is received at Host B. Hs tine is set to one hour | ater
than Host A. In this case, 11: 00AM

Internally, within the receiver, Host B, it nust keep

PSNLR : Packet Sequence Nunber Last Received: 25
TSLR : Timestanp Last Received : 11: 00: 03

Note, this tinestanp is in Host Btine. It has nothing whatsoever to
do with Host A tine.
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At this point, we have no derived statistics. In PDMtype 1, the
derived statistic one-way delay (path 1) could have been cal cul at ed.
In PDMtype 2, this is not possible because there is no time
synchroni zati on.

10.3 Step 3 (PDM Type 2)
Packet 2 is sent by Host Bto Host A. Note, the initial PSNTP from
Host B starts at a random nunber. |In this case, 12. Bef ore sendi ng
the packet, Host B does a calculation of deltas. Since Host B knows
when it is sending the packet, and it knows when it received the
previ ous packet, it can do the follow ng cal cul ation
Sending time (packet 2) - receive time (packet 1)
W will call the result of this calculation: Delta Last Received.
That is:
DELTALR = Sending tinme (packet 2) - receive time (packet 1)
Note, both sending tine and receive tine are saved internally in Host
B. They do not travel in the packet. Only the Delta is in the
packet .
Assume that within Host B is the follow ng:

PSNLR : Packet Sequence Nunber Last Received: 25

TSLR : Tinmestanp Last Received : 11: 00: 03
PSNTP : Packet Sequence Nunber This Packet : 12
TSTP : Timestanp This Packet : 11: 00: 07
Hence, DELTALR becones:
4 seconds = 11:00:07 - 11:00:03
Let us look at the PDM and then we will |ook at the derived netrics

at this point.

Packet 2
Fommmm e oo + Fommmm e oo +
I I I I
| Host | <---------- | Host |
| A | | B |
I I I I
e mm e oo + e mm e oo +
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PDM Type 2 Contents:

PSNTP . Packet Sequence Nunber This Packet: 12
PSNLR . Packet Sequence Number Last Received: 25
DELTALR : Delta Last Received: 4
PSNLS . Packet Sequence Number Last Sent: -

DELTALS : Delta Last Sent: -
After Packet 2, the following netrics may be derived:
Server delay = DELTALR
Metrics left to be calculated are the path delay for path 2. This may
be cal cul ated when Packet 3 is sent. Clearly, if there is NO next
packet for the 5-tuple, then this value will be m ssing.

10.4 Step 4 (PDM Type 2)

Packet 2 is received at Host AL Renenber, its tine is set to one
hour earlier than Host B. It will keep internally:

PSNLR : Packet Sequence Nunber Last Received: 12
TSLR : Tinmestanp Last Received : 10: 00: 12

Note, this timestanp is in Host Atine. |t has nothing whatsoever to
do with Host B tine.

At this point, we have two derived netrics

1. Two-way delay or Round Trip tine
2. Total end-to-end tine

The formula for end-to-tinme is:
Time Last Received - Tine Last Sent

For exanpl e, packet 25 was sent by Host A at 10: 00: 00. Packet 12 was
recei ved by Host A at 10:00: 12 so:

End-to-End response tine = 10:00:12 - 10:00: 00 or 12

This derived netric we will call DELTALS or Delta Last Sent.
To cal cul ate two-way delay, the formula is:

Two-way delay = DELTALS - DELTALR

O
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Two-way delay = 12 - 4 or 8

Now, the only problemis that at this point all nmetrics are in the
Host and not exposed in a packet. To do that, we need a third packet.

10.5 Step 5 (PDM Type 2)

Packet 3 is sent fromHost A to Host B

Packet 3

[ RS + [ RS +

I I I I

| Host | ---------- > | Host |

| A | | B |

I I I I

[ SR + [ SR +
PDM Type 2 Contents:
PSNTP Packet Sequence Nunber This Packet: 26
PSNLR Packet Sequence Nunber Last Received: 12
DELTALR Delta Last Received: *
PSNLS Packet Sequence Nunber Last Sent: 25
DELTALS Delta Last Sent: 12

11 Derived Metrics : Advanced

A nunber of nore advanced netrics may be derived fromthe data
contained in the PDM Sone are rel ationshi ps between two packets
others require analysis of nultiple packets. The nore advanced

metrics fall into the categories shown bel ow

1. Metrics used for triage

2. Metrics used for network diagnostics

3. Metrics used for session classification

4. Metrics used for end user performance optim zation

We will discuss

each of these in turn

11.1 Advanced Derived Metrics : Triage

In this case, triage neans to distingui sh between problens occurring
on the network paths or the server. The PDM provi des one-way del ay

and server del ay.
bottl eneck as well

El ki ns

This will enable distinguishing which path is a
as whether the server is a bottl eneck.
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11.

11.

2 Advanced Derived Metrics : Network Diagnhostics

The data provided by the PDM may be used in conbination with data
fields in other protocols. W wll call this Inter-Protocol Network
Di agnostics (1 PND).

The PDM al so allows us to use only a single trace point for a nunber
of diagnostic situations where today we need to trace at multiple
points to get required data. In diagnostics, there is often the
question of did the end device really send the packet and it got | ost
in the network or did it not send it at all.

So, what is done is that diagnostic traces are run at both client and
server to get the required data. Wth the data provided by the PDM
in a nunber of the cases, this will not be necessary.

For exanple, taking PDM values along with data fields in the TCP
protocol, the follow ng may be found:

1. Retransmt duplication (RD)

2. ACK | ag (AL)

3. Third-party connection reset (TPCR)
4. El apsed tine connection reset (ETCR)

A description of these foll ows.
2.1 Retransmit Duplication (RD)

The TCP protocol will retransmt segnents given indications fromthe
partner that it has not received them The retransnmtted segnments
contain the TCP sequence nunber and acknow edgenent. The sequence
nunber is started at a random nunber and increased by the anount of
data sent in each packet.

Consi der the follow ng scenario. There is a packet sequence nunber
in the packet at the IP layer. This is in the PDMthat we have
defined. The TCP sequence nunber already exists in the protocol.
Host A sends the foll ow ng packets:

I P PSN 20, TCP SEQ 10

IP PSN 21, TCP SEQ 11

I P PSN 22, TCP SEQ 12

Host B receives:

I P PSN 20, TCP SEQ 10
I P PSN 22, TCP SEQ 12
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11.

11.

Host B indicates to Host A to resend packet with TCP SEQ 2.
Retransmits are done at the TCP | ayer.

Host A sends the foll ow ng packet:
IP PSN 23, TCP SEQ 11

The packet never reaches B. B waits until a tineout for retransmits
expires. It asks for the packet again.

Host A sends the foll ow ng packet:
I P PSN 24, TCP SEQ 11

This time, it reaches Host B. Having the conbination of PSN (as
provided in the PDM and the TCP sequence nunber allows us to see
whet her the problemis that the network is |osing the packet or
sonehow, the sender is not sending the packet correctly.

As we said before, this also allows us a single trace point rather
than at the client and server to get the required data.

2.2 ACK Lag (AL)

Sone protocols, such as TCP, acknow edge packets. The PDMwi Il all ow
or a calculation of rate of ACKs. Cients can be reconfigured to
optim ze acknow edgenents and to speed traffic fl ow

2.3 Third-party Connection Reset (TPCR)

Connections may be aborted by a packet containing a particular flag.
In the TCP protocol, this is the RESET flag. Sometines a third-
party, for exanple, a VPN router, will abort the connection. This
may happen because the router is overloaded, the traffic is too

noi sy, or other reasons. This can also be quite hard to detect
because the third-party will spoof the address of the sender

Miuch time can be spent by the two endpoints pointing fingers at the
other for having dropped the connection

Such a third-party spoofer would |ikely not have the PDM Destination
Option. Routers and other m ddl e boxes are not required to support
the Destination Options Extension Header. Even if a PDM DCH was
generated, it would nost likely violate the pattern of PSNs and time
stanps being used. This would be a clue to the diagnostician that
the TPCR event has occurred.
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11.

12

2.4 Potential Hang (PH)

Connections may be aborted by a packet containing a particular flag.

In the TCP protocol, this is the RESET flag. Sonetines this is done

because a set anpbunt of time has el apsed without activity. The PSN in
the PDM can be used to determine the |ast packet sent by the partner

and if a response is required -- a "hang" situation.

This can be distingui shed from connections which are set to be
aborted after a certain period of inactivity.

3 Advanced Metrics : Session Cassification
The PDM may be used to classify sessions as foll ows:

One way traffic flow

Two way traffic flow

One way traffic flow with keep-alive
Two way traffic flow with keep-alive
Multiple send traffic flow

Multiple receive traffic flow

Ful | duplex traffic flow

Hal f duplex traffic flow

I medi ate ACK data flow
Del ayed ACK data fl ow
Proxi ed ACK data fl ow

A session classification systemw |l assist the network
di agnostician. This systemw |l also help in categorizing the server
del ay.

Use Cases

The schene outlined above can al so handle the follow ng types of
cases:

Host cl ocks not synchroni zed (shown above)
| P fragnmentation
Multiple sends fromone side (nultiple segnents)
Qut of order segnents
Retransnmits
One-way transmit only (ex. FTP)
One-way transmit only
(e.g.real tine transports and streamni ng protocols)
Dupl i cate ACKs
Duplicate segnents
10. Del ayed ACKs

NogkrwNE

©
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14

15

15.

11. ACKs preceeding send for another reason

12. Proxy servers

13. Full duplex traffic

14. Keep alive (0 / 1 byte segnents, |arger segnents)

15. No response from other side

16. Drop without retransmt (real tine transports)

17. Looped packets (where the same packet may pass the sane point
multiple times without duplication)

18. Multihomi ng via SH M

Security Considerations

There are no security considerations.
| ANA Consi derations

There are no | ANA consi derati ons.
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