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Abst r act

The On-Demand Mul ticast Routing Protocol (ODVRP) is a multicast
routing protocol designed for ad hoc networks with nobile hosts.
ODMRP i s a nesh-based, rather than a conventional tree-based,
mul ti cast schenme and uses a forwardi ng group concept (only a subset
of nodes forwards the nulticast packets via scoped flooding). It
appl i es on-denmand procedures to dynamically build routes and naintain
mul ticast group nmenbership, without relying on pre-existing unicast
routing protocols. ODMRP is well suited for ad hoc wirel ess networks
with nmobil e hosts where bandwidth is |imted, topol ogy changes
frequently and rapidly, and power is constrained.
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1. Introduction

Thi s docunment describes the On-Demand Multicast Routing Protoco
(ODVRP) [ ODVRP-Journal]. CODVRP applies "on-denand" routing

techni ques to avoi d channel overhead and inprove scalability. It
uses the concept of "forwarding group" [FGW], a set of nodes
responsible for forwarding rmulticast data, to build a forwardi ng nesh
for each multicast group. By mmintaining and using a nmesh instead of
a tree, the drawbacks of nulticast trees in nobile wrel ess networks
(e.g., intermttent connectivity, traffic concentration, frequent
tree reconfiguration, non-shortest path in a shared tree, etc.) are
avoi ded. A soft-state approach is taken to maintain nmulticast group
menbers, meaning that no explicit control message is required to

| eave the group. ODVMRP does not rely on any unicast routing
protocol: in particular, it can operate in conjunction with both
reactive and proactive unicast routing protocols.

1.1. Motivation and Experinents

The main rationale for CDMRP is its potential to reduce control and
traffic overhead in certain MANET depl oynents, typically where
multicast traffic is relatively sparse. Wile this protocol has been
extensively studied in sinulations, it does not yet benefit from
sufficient operational experience in order to be considered for
Standards Track. In addition to general operational experience such
as interoperability testing, this specification is intended to
collect data on the foll owi ng points:

0 As a multicast routing protocol for MANET, ODVRP can be conpared
with [ RFC6621], but can al so be used in conjunction, taking
advantage of its Duplicate Packet Detection and optinized flooding
mechani sms. The rationale behind ODVMRP is that, with sparser
traffic, and in particular |ess sources, ODVRP should reduce the
control overhead and nunber of data packets transmtted by naking
use of Forwarding Groups. This hypothesis should be validated,
and experinments and operational deploynents denonstrating the
scenarios in which ODVRP performs better, or worse, than [ RFC6621]
shoul d be perforned.

0 The potential scope of deploynent of ODVRP should be assessed,
particularly in conparison to other MANET protocols.

0 Default values and guidelines for the paraneters described in
Section 5 should be provided, based on operational experience
gathered frominpl enenti ng and depl oying this specification

0 The feasability of inplenenting ODVMRP in conmmon MANET situations
shoul d be exanmined. |In particular, it should be deternined if a
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i nux user space inplenmentation is possible.

2. Term nol ogy and Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in

[ RFC2119] .

Thi s docunent al so nakes use of the term nol ogy defined in [ RFC5444].
Additionally, it uses the notation defined in Section 2.1, and the
termnmi nol ogy defined in Section 2. 2.

2. 1. Not at i on

ODMRP Routers generate and process nessages, each of which has a
nunber of distinct fields. For describing the protocol operations,
specifically the generation and processi ng of such nessages, the
foll owi ng notation is enpl oyed:

MsgType. field

wher e:
MsgType - is the type of nessage (e.g., JQor JR);
field - is the field in the nessage (e.g., SourceAddress).

Furthernmore, the follow ng notational conventions are used:

a := b an assignnent operator, whereby the left side (a) is assigned
the value of the right side (b)

¢c =d a conparison operator, returning TRUE if and only if the val ue
of the left side (c) is equal to the value of the right side (d)

[x] alist containing x as its only el ement

The different nessages, their fields and their nmeaning are described
in Section 7.

2.2. Term nol ogy

Yi, et al. Expi res August 29, 2015 [ Page 5]
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ODVRP Router - A router that inplenments this protocol. An CDVRP
Router is equipped with at |east one, and possibly nore, ODVRP
I nterfaces.

ODMRP Interface - An ODMRP Router’s attachment to a conmuni cation
medi um over which it receives and generates control nessages,
according to this specification. An ODVRP Interface is assigned
one or nore addresses.

&

i ghbor (ODVRP) Router - An ODVRP Router A is a neighbor of another
ODMRP Router B if B can receive control nessages from A according
to this specification. This relationship is not necessarily
symretrical .

&

i ghbor (ODVRP) Interface - An interface X of an ODMRP Router Ais
a neighbor relative to interface Y of ODVMRP Router B if B can
recei ve control nessages sent by A over the link X - Y. The I|ink,
and this relationship, are not necessarily symetrical.

Mul ticast session - The entity defined by a (multicast group,
source) pair, representing the group to which a source sends
mul ti cast packets.

Forwardi ng group - A group of ODVRP Routers participating in
mul ti cast packet forwarding for a given Milticast Session. In
particular, the Forwarding Group is constituted of the Milticast
Source, the Miulticast Receivers and the Internedi ate Routers.

Miul ticast Receiver - An ODVRP Router is a Milticast Receiver,
relative to a given Milticast Session, if it subscribes to the
Miul ticast Session in order to receive data packets sent by the
Mul ticast Source.

Internmedi ate Router - An Internediate Router is an ODVRP Router that
is a menber of a Forwarding Group wthout being a Milticast
Receiver. In other words, it joined the Forwarding Goup to
transmt control and data traffic between the Milticast Source and
the Mul ti cast Recei vers.

Join Query - The control nessage sent by Milticast Sources to
establish and update group nenbershi ps and routes.

Join Reply - The control nmessage sent by Milticast Receivers and

forwarded by Internmediate Routers to build the Forwardi ng G oup
according to group nenbership information.

et al. Expi res August 29, 2015 [ Page 6]
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Upstream - An ODMRP Router (A) is said to be "upstream conpared to
anot her CDVMRP Router (B), relatively to a given Milticast Session,
if Ais on the path, which is discovered by a Join Query-Join
Reply exchange and used by data packets, between B and the
Mul ticast Source. |In other words, any data packet sent within the
Mul ticast Session has to transit through A before reaching B.

Downstream - An ODVMRP Router (A) is said to be "downstreant conpared
to another ODMRP Router (B), relatively to a given Milticast
Session, if Bis on the path which is discovered by a Join Query-
Join Reply exchange and used by data packets, between A and the
Mul ticast Source. In other words, Ais "downstreant fromB if B
is "upstreant from A

Applicability Statenent

This protocol is a nulticast routing protocol, intended for use in
Mobi |l e Ad Hoc Networks (MANETS). MANETs generally have constrained
resources (processing power, battery, etc.) and very dynanic

topol ogies. Wth ODVRP, routing state is installed and maintained in
an on-dermand fashion, which avoids the issue of frequent tree
reconfiguration seen with nore classic nmulticast routing protocols.

ODVRP does not rely on the use of any unicast routing protocol,

whet her reactive or proactive, but MAY be used coinjointly with such
protocol s, such as [RFC7181] or [RFC3561]. Additionally, ODVRP can
run in conjunction with [RFC6621], and take advantage of any
optinized floodi ng nechanismused in the network, such as those

of fered by SMF, to dissem nate Join Query nessages as described in
Section 12.

Pr ot ocol Overvi ew and Functi oni ng

The objective of this protocol is to allow each ODVRP Router to:

0 Build a Forwarding Goup only when it has data traffic to send to
a Multicast group.

0 Mintain the Forwarding Goup for as |long as necessary, until
there is no nore data to be sent to the Multicast group.

0 Join any Forwarding Goup, in order to receive nmulticast data
packets fromthe corresponding nulticast source. The decision to
join a given Forwarding Group is triggered by Milticast nmenbership
information relative to the corresponding Milticast session. Such
i nformati on can be received from other protocols, such as | GW
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[ RFC3376] and M.D [ RFC3810].
Routers and I nterfaces

Each ODVRP Router MJUST be provisioned with at | east one ODVRP
Interface, and keep a list of all these interfaces, as described in
Section 9. The managenent of these interfaces (addition, deletion
re-addressing of any interface) is out of scope for this docunent.

I nformati on Base Overvi ew

Protocol state is recorded in eight distinct information sets: the
Local Interface Set, the Neighbor Interface Set, the Milticast
Routing Set, the Forwarding Table, the Pending Acknow edgenent Set,
the Pre-acknow edgenent Set, the Blacklist and the Sent JQ Set. Wth
the exception of the Local Interface Set, all these information sets
are both used and updated by this protocol.

The Local Interface Set records a list matching each ODMRP interface
of this router to the addresses in use for this interface. This set
is used, but not updated by this protocol

The Nei ghbor Interface Set records all the known addresses of

nei ghbor ODVRP interfaces, by way of recording data fromreceived JQ
messages. This set can al so be updated by other protocols with

know edge of nei ghbor interfaces, such as [RFC6130].

The Multicast Routing Set contains tuples, each representing the
address of a multicast group, the address of a source sending data to
this nulticast group, and the next hop towards the nulticast source.

The Forwardi ng Tabl e contains tuples, each representing a given
Mul ticast session for which the ODVRP Router forwards packets.

The Pendi ng Acknow egenent Set contains tuples, each corresponding to
a Join Reply nessage whi ch has been sent by this Router and is
wai ting for an acknow edgenent from a chosen upstream Router

The Pre-acknow edgenent Set contains tuples, representing overheard
Join Reply nessages, that are not destined to this Router but may
pre-acknow edge a future Join Reply fromthis Router

The Bl acklist contains tuples, correspondi ng to nei ghbor CDVRP
Routers, with which connectivity has been detected to be
uni di recti onal

The Sent JQ Set matches interfaces of this Router with the address
carried by the last JQ nessage to have transited through that
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interface.

4. 3.

Si gnal i ng Overview

This protocol generates and processes the followi ng routing nessages:

Join Query - Generated by an ODMRP Router while it has data packets

Joi

4.4,

to send to a nmulticast group, and flooded periodically to naintain
the Forwardi ng Group necessary to deliver these data packets. A
Join Query nessage hence advertises a Milticast Session, and
cont ai ns:

* The multicast group address

* The source address

* A sequence nunber

* The last address used by this interface to send a JQ nessage
n Reply - Generated by an ODMRP Router belonging to a nulticast
session, inreply to a Join Query nessage advertising this
nmul ti cast session (corresponding Join Query), then forwarded by
ODMRP Routers belonging to the same nulticast session along the
reverse path to the nulticast source. A Join Reply nessage

cont ai ns:

* The nulticast group address and source address, identifying the
mul ti cast session

* The sequence nunber carried by the correspondi ng Join Query

* The address of the next hop on the path towards the nulticast
sessi on source

Overvi ew

The objectives of this protocol are achieved, for each ODVRP Router,
by the follow ng operations:

(0]

When having data to send to a nmulticast group, for which no
Forwarding Group is already established, an ODMRP Router generates
a Join Query and transmits it over all of its ODVMRP Interfaces.

It then periodically repeat this process, until it has no nore
data to send to the multicast group

Upon receiving a Join Query, an ODVRP Router installs or refreshes
a tuple in the Miulticast Routing Set indicating the reverse path

Yi, et al. Expi res August 29, 2015 [ Page 9]
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towards the source of the Join Query, then considers it for
forwardi ng, according to the forwardi ng nechani sm specified for
t he network.

o |If this Router belongs to, i.e., has attached hosts whi ch have
subscribed to, the nmulticast session that the Join Query
advertises, it originates a Join Reply and transnmits it over al
of its ODVRP Interfaces.

o Upon receiving a Join Reply, an ODVMRP Router inspects the next hop
address carried by this packet:

* |f it corresponds to the address of an interface of this
Router, and if this Router has a tuple in its Milticast Routing
Set, corresponding to the advertised source, the ODVRP Router
bel ongs to the Forwarding G oup for the Milticast Session
Consequently, it installs or refreshes the corresponding entry
inits Forwarding Table. It then considers the Join Reply for
forwardi ng, according to the forwardi ng mechani sm specified for
t he networ k.

* Oherwise, it verifies if any Pendi ng Acknow edgenent tuple
corresponds to this Join Reply and narks each such tuple as
acknow edged. It silently discards the Join Reply.

0 After sending a Join Reply, addressed to an upstreamrouter A an
ODMRP Router looks in its Pre-acknow edgement Set for a
correspondi ng Overheard tuple.

* |f such a tuple exists, the Overheard tuple is discarded and no
further action is taken

* Otherwise, i.e., if the Pre-acknow edgenent Set does not
contain any corresponding Overheard tuple, it creates a Pending
Acknowl edgenent tuple in the Pendi ng Acknowl edgenent Set. |If
this tuple expires without being acknow edged, the Iink with
router Ais considered unidirectional: it is blacklisted, and
the current router MAY try other means of joining the
For war di ng G oup.

0 Wile it has data to send to the nmulticast group, an ODVRP Rout er

periodically originates a Join Query and transmits it to all of
its neighbors, in order to maintain the Forwardi ng G oup

Yi, et al. Expi res August 29, 2015 [ Page 10]
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5.

5.

Paramet ers and Constants

This specification uses both Router paraneters, described in
Section 5.1, and per-interface paraneters, described in Section 5. 2.

1. Router Paraneters
This specification uses the foll ow ng Router paraneters:

ROUTE_REFRESH | NTERVAL - is the interval between two perodic Join
Queries sent by a Multicast Source

FG_TI MEQUT - is the mnimumtine a Forwardi ng Tupl e SHOULD be kept
in the Forwarding Table after it was |ast refreshed

5. 2. Interface Paraneters

Yi,

This specification uses the following interface paraneters:

ROUTE_TI MEQUT - is the mnimumtinme a Routing Tuple SHOULD be kept
in the Routing Set after it was |ast refreshed

JR _RETRI ES - is the nunber of tinmes an ODVRP Router SHOULD attenpt
to retransmit a given Join Reply before declaring the link with
t he upstream nei ghbor interface unidirectiona

ACK_TI MEQUT - is the time after which a Pending Tuple expires and
MUST be considered invalid, as well as trigger the appropriate
action according to Section 11

PRE_ACK_TI MEQUT - is the time after which an Overheard Tupl e
expi res and MJST be considered invalid

LOCAL_ADDRESS TI MEQUT - is the time after which a sent JQ tuple
expires and MJST be considered invalid. This paranmeter SHOULD be
less than the tinme an interface address is expected to be in use
for the correspondi ng commruni cati on medi um

NElI GHBOR_ADDRESS Tl MEQUT - is the time after which an address tuple
of a neighbor interface tuple expires and MJST be consi dered
invalid. This paraneter SHOULD be less than the tinme an interface
address is expected to be in use for the correspondi ng
conmuni cati on nedi um

et al. Expi res August 29, 2015 [ Page 11]
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6. Sequence Nunbers

Each ODVRP Rout er maintains a single sequence nunber, which nust be
included in each Join Query nessage it generates. Each ODVRP Rout er
MUST nake sure that no two Join Query nessages are generated with the
same sequence nunber, and MJST generate sequence nunbers such that
these are nmonotonically increasing. This sequence nunber is used as
freshness information for when conparing routes to the ODVRP Rout er
havi ng generated the message.

However, with a limted nunber of bits for representing sequence
nunbers, wap-around (that the sequence nunber is increnmented from

t he maxi num possi ble value to zero) will occur. To prevent this from
interfering with the operation of the protocol, the foll owing MIST be
observed. The term MAX _SEQ NUM desi gnates in the follow ng the

| ar gest possible value for a sequence nunber. The sequence nunber S1
is said to be "greater than" (denoted '>") the sequence nunber S2 if:

S2 < S1 AND S1 - S2 <= MAX_SEQ NUM 2 OR

S1 < S2 AND S2 - S1 > MAX_SEQ NUM 2

7. Packets and Messages
This section describes the protocol nessages generated and processed
by ODVMRP, according to the notations defined in Section 2. The
obj ective of this section is to specify the content and neani ng of
each nessage. The specifics of the encoding of these nessages,
i ncluding the exact type and length of each field, in accordance with
[ RFC5444], are described in Section 8.

7.1. Join Qery Format
A Join Query (JQ nessage has the follow ng fields
JQ AddressLength encodes the I ength of the addresses carried by this

message as foll ows:

JQ AddressLength := the length of an address in octets - 1

JQ Mul ticast GoupAddress encodes the address of the Milticast G oup,
to which this Join Query is addressed

Yi, et al. Expi res August 29, 2015 [ Page 12]
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JQ Sour ceAddress encodes an address of the source of this Join Query

JQ SequenceNunber encodes the sequence nunber (see Section 6) of the
ODMRP Router, generating the Join Query nessage

JQ Last Address encodes the address set as the source address of the

| ast | P datagram sent through the sane interface and containing a

JQ nessage, or of the I P datagramcarrying this JQ nmessage if no

such datagramis known

Join Reply Fornmat

A Join Reply (JR) nmessage has the followi ng fields

JR AddressLength encodes the I ength of the addresses carried by this
message as foll ows:
JR AddressLength := the length of an address in octets - 1

JR Mul ticast GoupAddress encodes the address of the Milticast G oup
to which this Join Reply is addressed

JR AckRequired is a boolean flag. When set (1), it specifies that
the recipient of the Join Reply MJUST acknow edge its reception by
a sending Join Reply nessage. |If cleared ('0’), the recipient of
this message MAY suppress it’'s Join Reply transm ssion, according
to Section 10

JR. Sour ceAddress encodes the address of the Source of the Milticast
Sessi on

JR SequenceNunber encodes the sequence nunber (see Section 6) of the
correspondi ng Join Query nessage

JR. Next HopAddress encodes the the address of the next hop on the
path towards the source of the multicast session

RFC5444 Encodi ng

This section describes the encoding of ODVMRP nessages using
[ RFC5444] .
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8.1. Join Query Encoding

This protocol defines the Join Query nessage type. Hence, according
to [ RFC5444], all Join Query nessages are generated, processed and
transmitted following this specification. Table 1 shows the napping
bet ween the Join Query elenents described in Section 7.1 and their
encoding. All elements described in Table 1 MJST be included in
every Join Query nessage, with the exception of the JQ Last Address
el ement. JQ Last Address MAY be omitted in a given JQ nmessage if it
corresponds to the source address of the I P datagramcontaining this

nessage.
T T T T e +
| JQ El enent | RFC5444 El enent |
o e e e e e e e e e o mm e e e e e e e e e e e e +

[ JQ AddresslLength [ <msg- addr - | engt h> [
| JQ Sour ceAddr ess | <msQ- ori g- addr > |
| JQ MulticastGroupAddress | Address in address block + TLV |
| JQ SequenceNumnber | <msg- seq- nunp |
| JQ Last Addr ess | Address in address block + TLV |

Table 1: Join Query Message El enents
8.2. Join Reply Encoding

This protocol defines the Join Reply nessage type. Hence, according
to [ RFC5444], all Join Reply nessages are generated, processed and
transmitted following this specification. Table 2 shows the napping
bet ween the Join Reply elenments described in Section 7.2 and their
encoding. Wth the exception of the ACKREQUI RED TLV, all elenents
described in Table 2 MJUST be included in every Join Reply nmessage.

| JR Addr esslLengt h | <msg- addr - | engt h>

| JR Sour ceAddr ess | <msg- ori g- addr >

| JR MulticastGoupAddress | Address in address block + TL
[ JR SequenceNumnber [ <msQ- seq- nunp

| JR. Next HopAddr ess | Address in address bl ock + TL
| JR AckRequired | ACKREQUI RED TLV

< <

Table 2: Join Reply Message El enents
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9.

9.

9.

I nformati on Bases

Each router maintains an Information Base, containing a Loca
Interface Set, a Neighbor Interface Set, a Miulticast Routing Set, a
Forwar di ng Tabl e, a Pendi ng Acknow edgenent Set, a Pre-

Acknow edgenent Set, a Blacklist and a Sent JQ Set, as described in
the followi ng sections. These information sets are given so as to
facilitate description of message generation, forwarding and
processing rules. |In particular, an inplenmentation may chose any
representation or structure for when nmaintaining this information

1. Local Interface Set

The Local Interface Set records a list of all the interfaces of the
ODMRP Router, which participate in the operations of this protocol
that is, over which ODVRP control nessages are exchanged, according
to this specification. Each tuple of the Interface Set, or Interface
Tuple, is as follows:

(I _interface, | _interface_address_list)
Wher e:
| _interface - The | ocal ODMRP Interface
| interface address list - The list of addresses used by the |oca

interface in the operations of this protocol
2. Neighbor Interface Set

The Nei ghbor Interface Set records the known addresses of Nei ghbor
ODMRP Interfaces. It is used by this protocol, and can be updated by
this protocol or by any other suitable protocol in operation that
provi des the necessary information, such as NHDP [ RFC6130]. Each

nei ghbor interface tuple is as foll ows:

(N_interface_address_list)

Wher e:

N interface_address |list - I's an unordered list of at |east one
address tuple (i_addr, i_addr_exp_tinme), where:
i _addr - is a knowmn address of the Neighbor Interface, i.e., an

address that was set as the sender of an |IP datagram sent
through this interface
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i _addr_exp_tinme - is the time at which the address tuple MJST be
consi dered expired and thus MJST NOT be taken in considerations
for the operations of this protoco

A nei ghbor interface tuple that contains no valid (i.e., non-expired)
address tuple MJST consi dered expired and MJUST NOT be taken in
consi derations for the operations of this protoco

9.3. Milticast Routing Set

9. 4.

Yi,

The Multicast Routing Set contains Routing Tuples, indicating the
path towards Milticast Sources, and containing the follow ng fields:

(R_source, R next_hop, R local _interface,
R seq_num R exp_tine)

Wher e:

R source - is the address of the Milticast Source.

R next _hop - is an address of the next hop along the path to the
Mul ticast Source, i.e., an address of one of the interfaces of the

nei ghbor ODVRP Router, fromwhich the last valid Join Query
message fromthis source was received, as recorded by the packet
containing this Join Query.

R local _interface - is the local interface, through which the next
hop can be reached.

R seq_num - corresponds to the JQ SequenceNunber of the last valid
Join Query originated by the Milticast Source and received by this
ODVRP Rout er.

R exp_time - is the tinme at which the tuple MJIST be consi dered
expired and thus MUST NOT be taken into consideration by the
operations of this protocol

Forwar di ng Tabl e

The Forwardi ng Tabl e contains Forwardi ng Tupl es, representing
Mul ticast Sessions for which the ODVMRP Router forwards nessages,
i.e., the ODMRP Router is part of these Milticast Sessions
Forwardi ng Groups. These tuples are as follows:

(F_mul ticast_group, F_nulticast_source,
F seq_num F _exp_tine)

Wher e:
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F _nmul ticast_group - is the address of the Miulticast Goup of the
Mul ticast Session, for which the ODMRP Router forwards nessages.

F source - is the address of the Miulticast Source of the Milticast
Session, for which the ODMRP Router forwards nessages.

F_seq_num - i s the sequence nunber, corresponding to the last Join
Query sent by the multicast source for the nulticast session

F exp_time - is the tinme at which the tuple MJIST be consi dered
expired and thus MUST NOT be taken into consideration by the
operations of this protocol

Pendi ng Acknow edgenent s

The Pendi ng Acknow edgenents Set contains Pendi ng Acknow edgenent

tupl es, representing Join Reply nessages that are waiting to be
acknow edged by the sel ected upstream Forwardi ng Group nenber. These
tuples are as follows:

(P_mul ticast_group, P_multicast_source, P_seq_nhum
P_local _interface, P_next _hop, P_nth_ tine, P_exp_tine)

Wher e:

P_nulticast_group - is the JR Multicast G oupAddress carried in the
Join Reply awaiting acknow edgenent (henceforth corresponding Join

Reply).

P_nulticast_source - is the JR SourceAddress field carried in the
correspondi ng Join Reply.

P_seq_num - is the JR SequenceNunber field of the correspondi ng
Join Reply.

P_next hop - is the JR Next HopAddress field of the correspondi ng
Join Reply.

P _local _interface - is the local interface, through which the Join

Reply was sent.

P nth time - corresponds to the nunber of tinmes this Join Reply has
been previously sent w thout being acknow edged.

P_exp_time - is the time at which this tuple MIST be consi dered
expired.
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P_acknow edged - is a bool ean indicating whether the corresponding
Join Reply has been acknow edged.

Pr e- acknow edgenent s

The Pre-acknow edgenments Set contains Overheard Tuples, corresponding
to Join Reply nessages, which have been sent by neighbors of this
ODMRP Router but do not contain an address of this Router and do not
acknow edge any tuple in the Pending Acknow edgenent Set. The
Overheared Tuples are as foll ows:

(O multicast_group, O nmulticast_source, O seq_hum
O originator, O exp_tine)

Wher e:

O mul ticast_group - is the JR Multicast GoupAddress carried in the
overheard Join Reply.

O multicast_source - is the JR SourceAddress field carried in the
correspondi ng Join Reply.

O seq_hum - is the JR SequenceNunber field of the correspondi ng
Join Reply.
O originator - is the address of the ODMRP Router’s interface which

has sent the Join Reply.

O exp_tinme - is the tine at which this tuple expires MJST be
consi dered invalid.

Bl ackl i st

The Bl acklist contains Blacklisted Tuples, corresponding to nei ghbor
ODMRP Router interfaces, with which connectivity has been detected to
be unidirectional, e.g., which have not acknow edged Join Replies
fromthis Router, as specified in Section 10. |In other words, a

Bl ackl i sted Tuple corresponds to a link between one |ocal interface
and one nei ghbor interface which has been detected to be
unidirectional or broken. The Blacklist Tuples are as follows:

(B_nei ghbor _interface, B_local _interface, B_exp_tine)

Wher e:
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B_nei ghbor _i nterface_address_Ilist - is alist of addresses
bel onging to the bl acklisted interface.

B local _interface - is the interface of this ODVRP router over
whi ch packets fromthe blacklisted interface were received

B exp_tine - is the time at which this tuple expires and MJST be
consi dered invalid.

Sent JQ set

The Sent JQ Set contains tuples nmatching transnitted (generated or
relayed) Join Queries with interfaces addresses. Each of its tuples
contains the source address, multicast group address and sequence
nunber uniquely identifying a JQ nessage, as well as an interface and
the address of that interface that was advertised when transmitting
the packet containing the Join Query. Mre precisely, given a
transmitted Join Query and an interface over which it was
transmtted, a tuple of this set, or Sent JQ Tuple, is as follows:

\Wher e:

S interface - is the local interface, through which the JQ nessage
was sent

S interface_address - is the address of the OCDVRP interface that

was set as the packet source

S exp_tinme - is the time at which this tuple expires and MIST be
consi dered invalid.

Protocol Details

This protocol generates and processes Join Query and Join Reply
messages, according to the operations described in the follow ng
sections. This section uses the additional notation and vari abl es:

previ ous- hop- addr ess - refers to the address of the nei ghbor ODVRP
interface recorded by the source address field of the I P datagram
carrying the nessage currently being processed (Join Query or Join

Repl y)
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this Router - refers to the CDVRP Router generating, processing or
forwardi ng the nmessage (Join Query or Join Reply)

Receiving Interface (receiving-interface) - refers to the |l oca
ODMRP I nterface, over which the nessage currently being processed
was received

1. Join Query

A Join Query is generated by an ODVRP Router, which has data to send

to a multicast group, for which no nulticast session has been

initialized. Join Queries are then periodically originated by the

ODMRP Router while it has data to send to the nulticast group

1.1. Invalid Join Queries

A Join Query, received by an ODVRP Router, is invalid and MUST be

di scarded wit hout processing (and in particular, MJST NOT be

considered for forwarding) if any of these conditions applies:

0 The address length carried by the Join Query (see Section 7)
differs fromthe | ength of the addresses of this Router

o The Multicast Routing Set of this Router contains a Milticast
Routing tuple, for which

* R rmulticast_source = JQ SourceAddress, and

* R segnum > JQ SequenceNunber or R seqnum = JQ SequenceNunber
0 JQ SourceAddress is an address of an interface of this Router
o The Blacklist contains a Blacklisted Tuple, for which

* previous-hop-address is contained in
B _nei ghbor _interface_address_Ii st

* B local _interface = receiving-interface
1.2. Join Query Ceneration

A Join Query is generated according to Section 7 with the follow ng
content:

0 JQ AddressLength set to the length of the addresses of this Router
mnus 1, as specified in Section 7
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JQ Mul ticast GoupAddress set to the address of the multicast
group, to which this Router is sending data

JQ Sour ceAddress set to an address of this ODVRP Router

JQ SequenceNunber set to the current sequence nunber of this
Router, as specified in Section 6

10.1.3. Join Query Processing

Yi,

Upon receiving a valid Join Query nessage, an CDVRP Router proceeds
as foll ows:

1.

Fi nd the nei ghbor interface tuple such as

N interface_address_list contains an address tuple with i_addr =
previ ous- hop- address, and update the address tuple such as

i _addr_exp_time := current-time + NEl GHBOR _ADDRESS TI MEQUT

If no such tuple exists, create one with:

* N.interface_address_list := [(previous-hop-address, current-
time + NEI GHBOR_ADDRESS_TI MEQUT) ]

Find the Routing Tuple which satisfies: R source =
JQ Sour ceAddr ess

If no such tuple exists, create a Routing Tuple with the
followi ng fields:

*  R_source := JQ SourceAddress

* R next _hop := previous-hop

* Rlocal interface := receiving-interface

* R seqg_num:= JQ SequenceNunber

* Rexp_tine :=current-tinme + ROUTE_TI MEQUT

and insert this tuple in the Routing Set

Else, i.e., if such a tuple exist, update it as follows:
* R next_hop := previous-hop

* R seqg_num:= JQ SequenceNunber
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* R local _interface := receiving-interface
* Rexp_tine := current-tinme + ROUTE_TI MEQUT

6. Consider the Join Query for forwarding, according to
Section 10.1.4

7. If this Router is a nmenber of the Miulticast G oup, addressed by
JQ Mul ticast GoupAddress, create a new Join Reply according to
Section 10.2 and transmit it to all of this Router’s neighbors

10.1. 4. Join Query Forwarding
This section defines the follow ng additional variables:

this-interface - is the ODVRP interface being considered

packet - sour ce- address - is the source address of the outbound IP
datagram carrying the JQ nessage being transmitted

For each ODVMRP interface over which a JQ nessage is to be
transmitted, a router MJST proceed as follows:

o Find the corresponding sent JQtuple in the sent JQ set, such as
S interface = this-interface

o If no such tuple exists, create one wth:
* Sinterface := this-interface
* S interface_address := packet-source-address
* S exp_tine := current-tinme + LOCAL_ADDRESS TI MEQUT
0 Set JQ LastAddress to S interface_address
o0 Update the correspondi ng sent JQ tuple such as:
* S interface_address = packet-source-address
* S exp_tine = current-tinme + LOCAL_ADDRESS Tl MEQUT
10.2. Join Reply
A Join Reply is generated by an ODVRP Router when it receives a Join
Query such that at |east one host attached to the ODVRP Router is a

menber of the Milticast Session advertised by the Join Query. This
section nmakes use of the variable "newjr", which is a boolean flag
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set to TRUE if the Join Reply being processed contains nore recent

data than in the current information base. It has an initial value
of FALSE.
2.1. Invalid Join Replies

A Join Reply, received by an ODMRP Router, is invalid and MJUST be
di scarded wi t hout processing (and in particular, MJST NOT be
consi dered for forwarding) if:

0 The address length carried by the Join Reply (see Section 7)
differs fromthe length of the address of the ODVRP Router

0 There exists a Forwarding Tuple in this Router’s Forwarding G oup
tabl e, such as:

* F_source = JR Ml ticast SourceAddress

* F_seq_num > JR SequenceNunber
2.2. Join Reply Ceneration
An ODVRP Rout er MUST generate a Join Reply in response to a received
Join Query (henceforth "corresponding Join Query"), if at |east one
host attached to this Router is a nenmber of the Multicast Session
advertised by the Join Query. A Join Reply is generated according to
Section 7 with the follow ng content:

0 JR AddressLength is set to the length of the address of this
router mnus 1, as specified in Section 7

o JR MulticastGoupAddress is set to JQ Milticast G oupAddress for
the correspondi ng Join Query

0 JR SourceAddress is set to JQ SourceAddress for the correspondi ng
Join Query

0 JR SequenceNunber is set to JQ SequenceNunber for the
correspondi ng Join Query

0 JR Next HopAddress is set to the source address of the | P datagram
containing the Join Query nessage

2.3. Join Reply Processing

Upon receiving a valid Join Reply, an ODVMRP Router proceeds as
fol |l ows:
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I f JR Next HopAddress corresponds to an address recorded in the
Local Interface Set of this ODVRP Router:

1. Find the Forwardi ng Tupl e (henceforth Matching Forwarding
Tupl e) such that:

+ F_multicast_group = JR Milticast G oupAddress
+ F_multicast_source = JR Milticast SourceAddress

2. |If no such tuple exists, insert in the Forwardi ng Table a new
Forwar di ng Tupl e such that:

+ F_multicast_group = JR Milticast G oupAddress
+ F_multicast_source = JR Milticast Sour ceAddr ess
+ F_seqg_num = JR SequenceNunber
+ F_exp_time = current-time + FG_TI MEQUT
And set newjr to TRUE
3. Oherwise, the variable "newjr" is set to TRUE if
JR SequenceNumber > F_seq_num and to FALSE ot herw se. Then,
the pre-existing Matching Forwarding Tuple is updated as
fol | ows:
+ F_seqg_num: = JR SequenceNunber
+ F_exp_time :=current-tine + FG_TI MEQUT
4. If newjr = TRUE or if JR AckRequired is set the Join Reply
is considered for forwarding. Oherwise, it is not processed
further; in particular, it MJST NOT be considered for

f or war di ng.

O herwise, find the Multicast Routing Tuple in the Routing Set
(henceforth "Matching Miulticast Routing Tuple"), such as:

* R source = JR Sour ceAddress
* R seqg_num <= JR SequenceNunber
I f previous-hop-address = R next_hop, then:

3. If the Pending Acknowl edgenent Set contains a Pending Tuple
(henceforth "Matchi ng Pendi ng Tuple") such as:
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+ P_multicast_group = JR Milticast Address

+ P_multicast_source = JR SourceAddress

+ P_seqg_num = JR SequenceNunber

+ P_next _hop = previous-hop-address

The Mat chi ng Pendi ng Tupl e MUST be updated as foll ows:
+ P_acknow edged = TRUE

+ P_exp_time = EXPlI RED

The Join Reply is not processed further, and in particul ar
MUST NOT be considered for forwarding

4, Oherwise, if the Pre-Acknow edgenent Set does not contain
any Overheard Tuple such as:

+ O mlticast_group = JR Milticast G oupAddress

+ O multicast_source = JR SourceAddress

+ O_seg_nhum = JR SequenceNunber

+ O.originator = previous-hop-address

Insert a tuple with these fields, and O exp_tinme = current-
time + PRE_ACK TIMEQUT in the Pre-Acknow edgenent Set. The

Join Reply is not processed further, and in particular MJST

NOT be consi dered for forwarding

3. Oherwise, the Join Reply is silently discarded w thout further
processi ng

10.2.4. Join Reply Forwarding
A Join Reply, considered for forwardi ng, MJST be updated as foll ows:
o Find the Matching Routing Tuple, such that:
* R_source = JR Ml ticast Sour ceAddr ess

* R seqg_num <= JR SequenceNunber
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o |If no such tuple exists, then the Join Reply is not processed
further, and in particular MJST NOT be forwarded

0 Oherw se, set JR NextHop to R next_hop
The Join Reply is then transnitted according to Section 10.2.5
2.5. Join Reply Transm ssion

A Join Reply is transmitted to all of an ODVMRP Router’s neighbors, in
order to achieve two objectives:

0 Set up or refresh the correspondi ng Forwarding Tuple for the
upst ream ODMRP nei ghbor

o If the Join Reply was not originated by this router, acknow edge
its reception to the previous hop

Before transnmitting the Join Reply, the Informati on Base is updated
as foll ows:

1. If the Pre-acknow edgenent Set contains a tuple, such that:
* Omulticast_group = JR Miulticast GroupAddress
* O.multicast_source = JR SourceAddress
* O_seqg_num = JR SequenceNunber
* Q.ooriginator = JR Next HopAddress
Then clear the JR AckRequired flag, and set O exp_time to EXPlI RED

2. Oherwise, if the Pending Acknow edgenent Set contains a Pending
Tupl e such as:

* P_multicast_group = JR Miulticast G oupAddress

* P _rmulticast_source = JR SourceAddress

*  P_seq_num = JR SequenceNunber

* P_next _hop = JR Next HopAddress

Then set JR AckRequired, and increase P_nth_time by 1

3. Finally, if neither the Pre-acknow edgenent Set nor the Pending
Acknow edgenent Set contain a correspondi ng tuple:
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1. Insert a Pending Tuple in the Pendi ng Acknow edgenment Set,
such as:

+ P_multicast_group = JR Ml ticast G oupAddress
+ P_multicast_source = JR SourceAddress

+ P_seqg_num = JR SequenceNunber

+

P_next _hop = JR Next HopAddress

+

1

P nth_tine
+ P_acknow edged = FALSE
+ P_expiration_tinme = current-time + ACK TI MEQUT
2. (Cear the JR AckRequired fl ag
3. Forwardi ng G- oup Mi ntenance

Whil e an ODVRP Router has data to send to a Miulticast Group (on
behal f of the Miulticast Source), it MJST naintain the Forwarding
Group generated by the initial Join Query. To this end, it MJST
periodically generate JQ nessages, according to Section 10.1.2. The
interval between two Join Queries SHOULD be no | ess than
ROUTE_REFRESH | NTERVAL. Note should be taken that, if the Milticast
Sessi on has no nenber other than the source, the Forwardi ng G oup nay
contain only the designated ODVMRP Router for the Multicast Source.
That Router still needs to periodically flood Join Queries in order
to rebuild a Forwarding Group if necessary.

4. Message Transm ssion
When usi ng physical nedia subject to collisions and packet |oss, both
Join Query and Join Reply nmessages SHOULD be jittered to nmininize the
effect of collisions, as described in [ RFC5148]

Uni directional Links Handling
After sending a Join Reply, an ODMRP Router MJST verify that the
upstream nei ghbor has joined the Forwarding Goup. To this end, the
followi ng three nechanisns are used after transmitting a given Join

Repl y:

o |If the ODVRP Router overhears a corresponding Join Reply fromthe
upstream nei ghbor (see Section 10.2.3), this verifies that the
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link is bidirectional and that the upstream nei ghbor has joi ned
the Forwardi ng Group (passive acknow edgenent)

If the ODVMRP Router has already overheard a correspondi ng Join
Reply fromthe upstream nei ghbor prior to transmtting its own
Join Reply, this nmeans that the upstream nei ghbor has al ready
joined the Forwarding G oup (see Section 10.2.3) (pre-

acknow edgenent)

O herwise, i.e., if neither the pre-acknow edgenent nor the
passi ve acknow edgenent have verified that the upstream nei ghbor
joined the Forwarding Goup (i.e., if the correspondi ng Pending

Tupl e expires with P_acknow edged set to Fal se), then the ODVRP
Rout er MUST proceed as foll ows:

1. If the corresponding Pending tuple verifies P nth tinme <
JR RETRIES, then the ODVMRP Router MUST retransnit the Join
Reply with the JR AckRequired flag set

2. Oherwise, the link between the local interface and the
interface of the upstream OCDVRP Router identified by
JR. Next HopAddress is considered unidirectional. |In that case,
the ODVRP Router SHOULD proceed as foll ows:

+ Find the neighbor interface tuple such that N address_li st
contains an address tuple with i_addr = JR Next HopAddress,
and set the variable blacklisted-addresses to the list of
addresses contained in N address_|ist

+ Oherwise, if no such tuple exists, set the variable
bl ackl i st ed- addresses to [ JR Next HopAddr ess]

+ Add a tuple in the Blacklist such as:

- B_neighbor_interface_address |list := blacklisted-
addr esses
- Blocal interface := P local _interface

- B exp_time = current-time + BLACKLI ST_TI MEOUT

An ODVRP Router MAY attenpt to use other mechani snms, such as
[1-D.gerl a-manet - odnr p-asynj, to resume the Forwardi ng G oup
bui l di ng process, instead of or in addition to using the

Bl ackl i st
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SMF consi derations

This protocol MAY be run in conjunction with SM- [ RFC6621], and
benefit fromsone of its features. |In particular, if SM-is in use,
it is RECOWENDED that its duplicate packet detection feature
described in Section 6 be used for nulticast packet forwarding.
Additionally, optimzed fl oodi ng mechani snms, such as E-CDS or S-MPR
as specified in Appendices A through C of [RFC6621], MAY be used to
flood Join Query messages throughout the network.

| GW and M.D consi derati ons

In order to determ ne whether or not it needs to reply to a Join
Query nessage with a Join Reply nessage (as specified in

Section 10.1.3), an ODVRP Router needs Milticast G oup nenbership
information. Such information can be provided by protocols such as
| GW [ RFC3376] and/or M.D [RFC3810]. |In particular, an ODVMRP Router
MUST reply with a Join Reply nessage to a valid Join Query nessages
advertising a Miulticast Session if any of those conditions apply:

0 This Router is subscribed to the corresponding Multicast G oup

0 A host attached to this Router has signaled, for exanple using
|GW, that it has subscribed to the corresponding Milticast G oup
Mul ti cast Packet Forwarding

ODVRP Routers originating and forwarding mul ti cast packets MJST

i mpl ement a duplicate packet detection (DPD) mechanism |If using

| Pv4 or | PV6 addresses, the use of SMF [ RFC6621] is RECOMVENDED, as

described in Section 12.

An ODVRP Router, receiving a non-duplicate nmulticast data packet,

transmits it over all of its interfaces if it is a menber of the

forwarding group for this data packet, i.e., there exists a tuple in

the Forwardi ng Group Tabl e such as:

F nulticast_group correspond to the nulticast address of this
packet

F _nmul ticast_source corresponds to the source of this packet
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Security Considerations

As a multicast routing protocol, this protocol is potentially

vul nerable to a nunber of attacks. This section attenpts to describe
the envisioned threats to the protocol, as well as sone guidelines as
to how to ensure confidentiality and integrity of the operations of
ODMRP, and to mitigate threats of network overl oad.

This protocol relies on the use of a Duplicate Packet Detection (DPD)
mechani sm such as one described in [RFC6621] (SMF), and suggests the
use of optinized flooding to dissem nate JQ nessages. Sone

depl oynents of ODVRP are thus expected to function on top of

[ RFC6621] by taking advantage of the DPD and optimnm zed fl ooding
mechani sms provi ded by SM~. Such depl oynments are thus subject to the
same security threats as SMF, such as those described in
[I-D.ietf-manet-snf-threats].

1. Confidentiality

ODMRP routers which forward packets for nulticast data source have to
periodically transmt JQ nessages throughout the network. In an
unsecured network, an attacker could then eavesdrop on those nessages
and learn part or all of the network topol ogy, depending on the
traffic pattern

2. Integrity

ODVRP relies on routers, in particular internediate routers, to
correctly transmt JQ and JR nessages. An ODVRP router could, by
mal i ce or mal function, originate JQ nessages on behalf of a target

mul ticast source with high enough sequence nunbers to replace routing
information in other routers. Such behavior would prevent the
interested nulticast receivers fromreceiving data packets sent by
the target nulticast source. An ODVMRP router could also forward JQ
messages with altered sequence nunbers, thus preventing future
routing updates. Both behaviors can be nitigated by end-to-end

aut henti cation of routing nessages.

If NHDP [ RFC6130] is not in use to update the Nei ghbor Interface Set,
ODVMRP relies on routers correctly informng their nei ghbors of the
addresses they use via the JQ Last Address field. Upon transm ssion
of a JQ nessage, an ODVRP router could, by nalice or nmal function, set
JQ Last Address to a network address that does not belong to this
router (address spoofing). This could force nei ghbor ODVRP routers
to blacklist this address in case the malicious router sinulate

unidirectional |inks by wthholding JR nessages. This behavior would
break or slow down protocol convergence, potentially triggering data
packet |loss for multicast receivers. |f NHDP is in use, the
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depl oynent is subject to its own security vulnerabilities, such as
those described in [ RFC7186].

3. Channel Overl oad

ODMRP's main construct, the forwarding group, is built and naintai ned
by having the source ODVRP router periodically flood JQ nessages,

whi ch can be a costly operation in ternms of bandw dth, processing and
battery life, if applicable. A malicious router could flood JQ
messages at a very high rate to overload the network. It is thus
RECOMVENDED t hat ODMRP routers in a given depl oynent inplenment a
rate-limt mechanismto prevent such behavior.

The efficiency (in ternms of nunber of mnulticast data packets
transmtted) of forwardi ng groups depends on routers actually sending
JR nessages only when necessary, in order to build a graph as sparse
as possi bl e and avoi d redundant transm ssions. Thus an ODVRP router
which replies to JQ nessages by transmtting one JR nessage for each
of its known nei ghbors and with JR Next HopAddress set to an address
of this neighbor, would severely harmthe efficiency of CDVRP by
forcing the routers to build a forwardi ng group with unnecessary
redundancy. Such behavior could also result in routing |oops.

| ANA Consi derati ons
This specification defines two new Message Types, Join Query and Join
Reply, which nust be allocated fromthe "Message Type" repository of
[ RFC5444] .
1. Join Query Registries
I ANA is requested to create a registry for Message- Type-specific

Message TLV Types for Join Query nmessages, with initial assignnments
according to Table 3.

I . T +
| Type | Description | Allocation Policy |
Fomm e o TSRS B +
| 128-223 | Unassigned | Expert Review [
N N - +

Tabl e 3: Join Query Message- Type-specific Message TLV Types
I ANA is requested to create a registry for Message- Type-specific

Address Bl ock TLV Types for Join Query nessages, with initial
assi gnnents according to Table 4.

et al. Expi res August 29, 2015 [ Page 31]



Internet-Draft CDVRP February 2015

16.

Yi,

I . T +
| Type | Description | Allocation Policy |
Fomm e o TSRS B +
[ 128 | ADDR-TYPE | [
| 129-223 | Unassigned | Expert Review |
N . T +

Tabl e 4: Join Query Message- Type-specific Address Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe Join Query specific Address
Bl ock TLV Types will create a new Type Extension Registry with
initial assignments as specified in Table 5.

B T oo - [ S B RS +
| Nane | Type | Type | Description | Al. |
[ [ Ext. | | Policy [
N . N S . +
| ADDR-TYPE | 128 | 0 | MUILTI CAST- GROUP- ADDRESS | |
| ADDR-TYPE | 128 | 1 | LAST- ADDRESS [ [
| ADDR-TYPE | 128 | 2-255 | Unassigned | Expert |
| | | | | Review |
S - - - - - E S o S +

Tabl e 5: Address Bl ock TLV Type assi gnment for ADDR- TYPE
2. Join Reply Registries
I ANA is requested to create a registry for Message- Type-Specific

Message TLV Types for Join Reply nessages, with initial assignnments
according to Table 6.

[ B TS B +
| Type | Description | Allocation Policy |
E S S S +

128 | ACKREQUI RED | |
| 129-223 | Unassigned | Expert Review |
T o m e Fom e e e e oo +

Tabl e 6: Join Reply Message- Type-specific Message TLV Types
I ANA is requested to create a registry for Message- Type-specific

Address Bl ock TLV Types for Join Reply nmessages, with initial
assignnents according to Table 7.
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I . T +
| Type | Description | Allocation Policy |
Fomm e o TSRS B +
[ 128 | ADDR-TYPE | [
| 129-223 | Unassigned | Expert Review |
N . T +

Table 7: Join Reply Message- Type-specific Addres Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe Join Reply specific Address
Bl ock TLV Types will create a new Type Extension Registry with
initial assignments as specified in Table 8.

B T oo - [ S B RS +
| Nane | Type | Type | Description | Al. |
[ [ [ Ext. | | Policy [
Fomm e eaaan e Foemmmmaas o e e e e e e aaaas o mmm e o +
| ADDR-TYPE | 128 | 0 | MUILTI CAST- GROUP- ADDRESS | |
| ADDR-TYPE | 128 | 1 | NEXT- HOP- ADDRESS | Expert [
| | | | | Review |
| ADDR-TYPE | 128 | 2-255 | Unassigned | Expert |
[ [ [ [ | Review [
Fomm e eaaan e Foemmmmaas o e e e e e e aaaas o mmm e o +

Tabl e 8: Address Bl ock TLV Type assi gnment for ADDR- TYPE
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Appendi x A.  Illustrations

This section shows exanpl es of CDVMRP control nessages encoded using
[ RFC5444]). [ RFC5444] specifies that a packet is fornmed by a packet
header, an optional TLV block and zero or nore nessages. This

speci fication does not use or require any packet TLV. Additionally,
the mnimal packet header required by ODMRP is shown in Figure 1.

0
01234567
B e SN S S
| Ver=0 | PF=0 |
B i

Figure 1: Packet Header
A 1. Join Query Message

JQ nessages are instances of [ RFC5444] nessages. This section
illustrates an exanpl e of one such nmessage.

The JQ nessage’s header’s flag octet has a value of 9, neaning that

t he sequence nunber and source address fields are present, encoding
respectively the sequence nunber and the address of the multicast
source that originated the message. Additionally, the address length
field (MAL) is set to 3, corresponding to an address |l ength of 4
octets (i.e., the length of an I Pv4 address). The overall nessage
size is 23 octets.

An addi tional Message- Type specific address block is present, with
one address and a flag octet (ABF) having value 0, neaning that the
address bl ock has no Head or Tail elenent. The Md el enent encodes
the Multicast group address. The associated TLV is of type ADDR- TYPE
and value 0, i.e. MJILTI CAST- GROUP- ADDRESS

The Last Address elenent is onitted, neaning that the |ast JQ nessage
fromthis interface was transmtted using the sane address as this
one.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Join Query |1 00 1] MAL=3 | Message Length = 23 [
T T e i i e e £ o S S SR N SR
| Mul ticast Source Address |
e e e e i e s S e R CE o o R
| Message Sequence Number | TLVs length = 0 |
B i S S T s i S T st i S S S S S S S S i
| Num Addrs = 1 | ABF = 0 [ Mul ticast G oup -
B T e b i i e e s . S I SR S
| ... Addr ess | Address TLV Block Length = 3 |
e T e e e i e S S e R E o o R
[ ADDR-TYPE |1 0000 0 0 Of 0 [

B i i S S I T i i T S R

Join Reply Message

JR nessages are instances of [RFC5444] nessages. This section
illustrates an exanpl e of one such nmessage.

The JR nessage’s header’s flag octet has a value of 9, neaning that

t he sequence nunber and source address fields are present, encoding
respectively the sequence nunber and the address of the multicast
source that originated the message. Additionally, the address length
field (MAL) is set to 3, corresponding to an address |l ength of 4
octets (i.e., the length of an I Pv4 address). The overall nessage
size is 34 octets.

Two additional Message-Type specific address bl ocks are present, both
with one address and a flag octet (ABF) having value 0, neaning that
the address bl ock has no Head or Tail elenment. For the first address
bl ock, the Md el enment encodes the Milticast group address; the
associ at ed Message- Type-specific TLV is of type ADDR-TYPE and val ue
0, i.e. MILTI CAST- GROUP- ADDRESS. The second address block’s Md

el ement encodes the Next Hop address; its associ ated Message- Type-
specific TLV is of type ADDR-TYPE and value 1, i.e., NEXT-HOP-
ADDRESS.
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3

01234567890123456789012345678901

Message Sequence Number |
[ S
Num Addrs = 1 | ABF = 0 [
- 4= -

ADDR-TYPE |1 00 0 0 0 O O] 0

10000000 1 |
I S S S SR S R Sy e

e Tt T S e S R S R

Aut hors’ Addresses
Yunj ung i
University of California, Los Angeles

Sung-Ju Lee
University of California, Los Angeles

WIliam Su
The Boei ng Conpany

Email: william su@oeing.com
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B s T i T I T i S S I S S S T S S
Join Reply |1 00 1] MAL=3 | Message Length = 34
B e i S S i i i i T S S S S R e

Mul ti cast Source Address
R S S et et i o i i i R T T T S S S S S S e e e 2

TLVs

Ml ti

2015

-+

+
I
R
I

length = 0 |

B T T S S e A S S it Sl S S SUp SIS

cast G oup -

B e e i T e i S S S e i T S S T S
Addr ess | Address TLV Block Length = 3 |
R S S et et i o i i i R T T T S S S S S S e e e 2

|  Num Addrs = 1]

B T i S S I el s S P S S S S S S N e S
ABF = 0 | Next Hop
B S S i i i i i I S S

Addr ess | Address TLV Block Length =
T i S e S S i R i e o

o e e e e e e et
3| ADDRTYPE |
Sk S
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