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Abst r act

Thi s docunent describes an enhancenent to the Echo Request and Echo
Response nessage to carry upstream mapping information for co-routed
bi di rectional MPLS-TP tunnels.
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1. Introduction

Detecting MPLS Data Plane Failures [RFC4379] defines mechani sns for
col l ecti ng downstream mappi ng i nformati on usi ng Downstream Mappi ng
(DSMAP) TLV. However, it does not describe a nethod by which simlar
i nformati on can be captured for the upstream nmapping. An operator
woul d generally be interested in the path taken by a packet in both
the downstream and the upstreamdirection. Currently the only way
the operator would be able to get that information would be by
runni ng the same command fromthe other end point. This docunent
descri bes a nethod by which both Downstream Mappi ng (DSVAP) and
Upst ream Mappi ng (UPMAP) information can be collected by the sane
devi ce.

1.1. Conventions Used in This Docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119] [RFC2119].

1.2. Abbreviations

| DSMAP | Downstream Mappi ng |
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3.

3.

Mot i vati on

Detecting MPLS Data Pl ane Failures [RFC4379], describes the nethod by
whi ch an operator can find a fault in a bidirectional LSP. The
operator starts by issuing a traceroute command froma node in the
network to a node that is beyond the failed node. The operator then
has to issue the same command fromthe node that was targeted in the
first command. In many cases, the operator does not have access to
the other node in the network. The operator is however interested in
bot h the upstream and downstream LSP. This draft suggests a nethod
by which the operator can issue a single traceroute conmand from one
of the nodes in the network and npls echo request and response packet
will carry information to validate both the DSMAP and UPMAP
informati on. The UPMAP can only be used in case of a bidirectiona
LSP, where the Forward LSP and the Reverse LSP share their path.

When used in a non-bidirectional LSP, the UPMAP information will be
filled with zeros and SHOULD be ignored on reception. A router that
does not support the UPMAP TLV will silently ignore the TLV.

Packet format

The packet format is simlar to the packet fornmat described in
Section 3 of RCF4379. [RFC4379]

This draft proposes to add two new return codes as outlined in
section and a new TLV as specified in section .

1. Return Codes

[ R, oo e e e e e e e e e e e e e e e e ee e +
| Value | Meaning |

Fom e - o mm m e e e e e e e e e e e e e e e e e me e eao o +
| TBD | Upstream Mapping M smatch [

I I

| TBD | Downstream and Upstream Mappi ng M snatch

[ R, oo e e e e e e e e e e e e e e e e ee e +

2. Upstream TLV
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The upstream mapping TLV is an object that MJST be included for all
reply nodes in the MPLS Echo packet when the operator has requested a
traceroute on a bidirectional LSP, where the Forward LSP and Reverse
LSP share the sane path. The presence of an upstream TLV by the
requester neans that the replying router SHOULD validate the upstream
TLV and if correct, fill the upstream TLV wi th upstream FEC of the
replying router. |If incorrect, it should fill the return code with
one of the values specified in section to indicate "Upstream Mappi ng
M smat ch" and | eave the upstream TLV as is. |If the node is an LER
router and the upstream TLV is included in the MPLS echo request
packet, it SHOULD fill the upstream TLV with the appropriate

i nformati on and MJUST include it in the MPLS echo reply.

As defined in RFC 4379, the length of this TLVis K+ M+ 4*N octets,
where Mis the Miltipath Length, and N is the nunber of Downstream
Labels. Values for Kare found in the description of Address Type
bel ow. The Value field of a Upstream TLV has the follow ng fornat:

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Mru | Address Type | DS Fl ags [
B T e b i i e e s . S I S S
| Upstream | P Address (4 or 16 octets) |
T e e e i e S S e R T h o o R
| Upstream I nterface Address (4 or 16 octets) |
B i S S T s i S T st i S S S S S S S S i
| Multipath Type| Depth Limt [ Mul ti path Length [
T T e i i i S S ek i NI Se

(Multipath I nformation)
B S T S T S i i S s S S S S

Upstream Label [ Pr ot ocol [
B i i S S i I e i S S R L e e e e

B i S S T s i S T st i S S S S S S S S i
Upstream Label Pr ot ocol [
B e i i e o e e S T S e e s i i TR S

Upstream | P Address and Upstream I nterface Address
I Pv4 addresses and interface indices are encoded in 4 octets; |Pv6

addresses are encoded in 16 octets. |If the interface to the upstream
node i s nunbered, then the Address Type MJST be set to | Pv4d or |Pv6,
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4.

4.

the Upstream | P Address MJUST be set to either the Upstream node’s
Router ID or the interface address of the Upstream node, and the
Upstream I nterface Address MJST be set to the upstream node’s
interface address. |If the interface to the upstreamnode is
unnunbered, the Address Type MJST be | Pv4 Unnunbered or | Pv6
Unnunbered, the Upstream | P Address MJST be the upstream node’'s
Router I D, and the Upstream Interface Address MJST be set to the
i ndex assigned by the node to the interface.

If a node does not know the |P address of its neighbor, then it MJST
set the Address Type to either |Pv4 Unnunbered or | Pv6 Unnunbered.
For IPv4, it nust set the Upstream | P Address to 127.0.0.1; for |Pv6
the address is set to 0::1. In both cases, the interface i ndex MJST
be set to 0.

Upst ream Label (s)

The set of labels in the |abel stack should appear as if this router
were forwardi ng the packet through this interface. Any Inplicit Nul
| abel s are explicitly included. Labels are treated as nunbers, i.e.
they are right justified in the field.

A Upstream Label is 24 bits, in the same format as an MPLS | abel
mnus the TTL field, i.e., the MSBit of the label is bit 0, the LSBit
is bit 19, the EXP bits are bits 20-22, and bit 23 is the S bit. The
replying router SHOULD fill in the EXP and S bits; the LSR receiving
the echo reply MAY choose to ignore these bhits.

For explanation of rest of the fields in the Upstream TLV pl ease
refer section 3.3 of Detecting MPLS Data Pl ane Fail ures [ RFC4379].

Theory of Operations

1. Usefulness of Upstream TLV in a Bidirectional LSP sharing the sane
pat h

The Upstream TLV MJST only be used in case of a bidirectional LSP
where Forward and Reverse Paths are same, for exanple, MPLS-TP Co-
routed tunnels or Multisegnment Pseudo wire. |In which case, the
transit nodes will know all the information required to fill both the
Downst r eam Mappi ng TLV and Upstream TLV.

Consi der the follow ng exanpl e:
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In the above fig, LERL is the ingress node with forward out going

| abel LO and reverse in coning label of L3. LSRl is the transit
router with forward inconing and outgoing | abels as LO and L1
respectively and reverse incom ng and outgoing | abels of L2 and L3
respectively. LER2 is the egress router with forward incom ng | abe
of L1 and reverse outgoing | abel of L2

The i ngress node SHOULD fill its Downstream TLV for |abel LO and
Upstream TLV for |abel L3. Wen this MPLS Echo request packet
(containing the Upstream TLV and the DownStream TLV) reaches the
transit node, then the node validates both Upstream TLV for |abel L3
and Downstream TLV for Label LO. |If the Downstream TLV for |abel LO
specified in the packet does not match the information the transit
node has, then the transit node sends a return code specifying
Downstream TLV mismatch. Simlarly, if the Upstream TLV specified in
t he packet does not match the Upstreaminformation the transit node
has, then the transit node SHOULD send a return code of Upstream TLV
m smatch. |f both, the Upstream TLV and Downstream TLV does not

mat ch then the transit node should send a return code of Upstream and
Downst ream TLV mismatch. And if both the TLVs match then the transit
node popul ates it’'s Downstream Mappi ng for |label L1 and the Upstream
Mappi ng for label L2 and sends the reply back to the ingress node.
The ingress node uses this new Downstream TLV and Upstream TLV in
it’s next Echo Request packet. The egress node on receiving the Echo
Request packet validates Upstream TLV and Downstream TLV. [|f both
the TLVs match then the egress node SHOULD send a return code of
Replying router is egress, else it SHOULD send the return code
dependi ng on which TLV did not match.

In case a bidirectional LSP does not share the Forward and Reverse
pat h, for exanple, MPLS-TP Associated LSPs, traceroute SHOULD NOT add
Upstream TLV as part of the MPLS Echo Request. |f the Forward and
Reverse LSPs are not on the sane node then the transit node of the
Forward LSP won’t have any information to fill the Upstream TLV.

5. Security Considerations

Security considerations, as discussed in Detecting MPLS Data Pl ane
Failures [RFC4379], are applicable to this docunent.
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6. | ANA Consi derati ons
6.1. New TLV

I ANA woul d have to assign a new TLV value to the followi ng TLV from
the "Ml tiprotocol Label Switching Architecture (MPLS) Label Switched
Pat hs (LSPs) Ping Parameters" registry, "TLVs and sub-TLVs" sub-
registry.

Upstream Det ai |l ed Mapping TLV (see Section ).

6.2. New Returns Codes
| ANA needs to assign a new Return Code values fromthe "Milti-
Prot ocol Label Switching (MPLS) Label Switched Paths (LSPs) Ping

Par anet ers" registry, "Return Codes" sub-registry, as follows using a
St andards Action val ue.

[ R, oo e e e e e e e e e e e e e e e e ee e +
| Value | Meaning |
Fom e - o mm m e e e e e e e e e e e e e e e e e me e eao o +
| TBD | Upstream mappi ng m smatch [
I I
| TBD | Downstream and Upstream napping ni smatch |
[ R, oo e e e e e e e e e e e e e e e e ee e +
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