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descri bes policies which can be used for detecting, classifying, and
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Finally, reconmendations of maxi mumtol erable delays to be added by
optinmization techniques are reported. Reconmendations are presented
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size ratio, which will also be denoted as "small -packet flows").
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1. Introduction

Thi s docunment extends the draft [TCM with a set of recommendations
regarding the processes of traffic optinization, which may include
compressing, multiplexing, and/or tunneling a nunber of packets.
These recomendati ons are needed because these traffic optimzation
techni ques, whil e saving bandw dth and reduci ng overhead, nay cause
network inpairments if packets are del ayed before being sent
together. These techniques are al so proposed at |layer 2. For
exanple, in [I|EEE. 802-11N. 2009], a nunber of Protocol Data Units can
be grouped and transnmitted together

Network delay is one of the main factors which can degrade the
Qual ity of Experience (QE) of real-tine network services RFC 6390
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[ RFC6390] [ TGPP_TR26.944]. In order to prevent the perceived quality
degradation of the services when using TCM a policy defining a
mul ti pl exi ng period can be enpl oyed.

First, the docunent describes different nmultiplexing policies which
can be enpl oyed for defining which native packets are nul tipl exed
together. A policy conbining a nultiplexing period and a packet size
limt is proposed in order to put an upper bound on the added del ay.

Additionally, this docunent describes the policies that can be
enpl oyed for detecting, classifying, and choosing the network flows
suitable for TCM optim zation

Finally, values for maxi mumtol erable del ays presented here fromthe
base of the proposed multiplexing policy. The recomendations are
presented for both real-tinme and non real -tinme network services in
whi ch TCM bandwi dth optim zation is applicable (i.e., services which
have | ow payl oad-t o- header-size ratio, which results in high protoco
overhead, which will also be denoted as snall-packet flows).

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2. Term nol ogy

This docunent uses a nunber of terns to refer to the roles played by
participants in, and objects of, the TCM sessi ons

TCM optim zer

The host where TCM optim zation is deployed. |If that hosts
corresponds to the ingress of the tunnel where native packets are
included it is called TCMingress optimzer (TCM10O).

The host where TCM nul ti pl exed packets are received and rebuilt to
their native formis called TCMegress optimzer (TCMIOQ. It
corresponds to the tunnel egress.

pol i cy manager

A network entity which rmakes the decisions about TCM paraneters:

mul ti pl exing period; flows to be nultipl exed together, dependi ng on
their I P addresses, ports, etc. It is connected with a nunber of TCM
optinizers, and orchestrates the optim zation that takes place

bet ween t hem
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native packet

A packet sent by an application, belonging to a flow that can be
optim zed by neans of TCM

TCM optim zed packet

A packet including a nunmber of multiplexed and header-conpressed
native ones, and also a tunneling header shared by all the packets,
as detailed by TCM

3. Considered services

The services considered suitable for being optimzed by TCM are t hose
that generate long-termflows of small packets, with a | ow payload to
header size ratio. Sone real-time and sone non real -tine services
are suitable for optimzation by neans of TCM

3.1. Real-tinme services

Under the term"real -tine network services" we consider both
conversational and stream ng service classes as defined in [TGPP_TS].
Interactive and background services are considered non real -tine.
Fundanmental requirements of real-time network services include
conversational pattern (stringent and | ow del ay) and preservation of
the tine relation (variation) between the information entities of the
stream

We identify the following real-tinme network services with | ow payl oad
to header size ratio as candidates for the bandw dth optim zation
techni ques presented in TCM

o Voice over IP

o0 Online ganes

0 Renote desktop services

Wil e video services are considered real-tinme, they are not suitable

for bandwi dth optim zation techni ques proposed in [TCM, due to their
hi gh payl oad to header size ratio. Due to the sane reason, we do not

take into account cloud gaming services. |In such gaming services al
the cal cul ati ons of the gane state are deployed at the server and a
real -tine video streamis sent to the client. |In these cases, TCM

optim zation is neither interesting nor applicable.
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3.2. Non real-tinme services

On the other hand, TCM can be applied for some non real -tinme services
such as streaning audi o, and instant nessaging. These applications
are suitable for TCMin terns of payload to header size ratio, but

di fferent studies have shown that acceptable delays for these
services are up to several seconds [ITU-T_G 1010]. Also, some types
of machine to machine (MM traffic (e.g., netering nmessages from
various sensors) may have traffic properties suitable for TCM
Accept abl e del ays for these services can be go up to an hour

[Liu MM. W list limtations for these services as well, although
in the practical application TCM should not introduce del ays which
woul d be noticeable in comparison with delays of such magnitude
(i.e., seconds and nore).

4, Muiltiplexing policies in TCM

A mul tiplexing policy defines the decision process for determ ning
whi ch native packet goes in which nultiplexed packet. The policies
proposed for TCM are

0 Fixed nunber of packets - once a fixed nunber of packets (N) has
arrived, a nultiplexed packet is created and sent.

0 Sizelimt - once asizelinmt is reached (e.g., next to the MIU
of the underlying network), a nultiplexed packet is sent.

0o Period - a nultiplexed packet is sent every tine period T.

o Timeout - sends a multiplexed packet if a native one arrives and
the tine since the last nultipl exed packet departure is above a
defined tineout val ue.

Only the two latter policies are able to control the additional delay
introduced by multiplexing. In addition, different policies can be
comnbi ned.

In this docunent we focus on the conbination of "size limt" and
"period" policies, as shown in Figure 1. A multiplexed packet is

sent at the end of each "period". However, if the size limt is
reached, then a nultiplexed packet is sent inmediately, and the
period is "reset". Thus, the added delay is for the worst case

scenario equal to the defined period.
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native traffic:

| <--P-->|<--P-->| <--P-->| <--P-->| <-t*->| <--P-- >

I I I I
[# # | # # | | # # w2 #

* period reset (t<P) because size limt is reached
Conbi ned "period" and "size limt" policies
Figure 1

It should be noted that the nunber of aggregated flows and their
packet rate will have an influence on the average nul tipl exi ng del ay
added. |f the nunber of flows is high, then the MIU size will be
reached before the end of the period in nost cases, so the additiona
delay will be smaller than the period. The reconmendations presented
in this docunent present the maxi num period values to be used as a
limt, in order to avoid delays which could inpair the quality of the
servi ce.

5. Detecting, classifying, and choosing network flows to be optinized

Three basic issues need to be solved in order to enploy TCM

optim zation. First, the flows which are candidates for optim zation
need to be detected fromthe overall traffic mx. Secondly, the
flows need to be classified into one of the defined categories so an
adequate nultipl exing period can be assigned. Finally, the decision
whet her a specific floww Il be optimzed or not using TCM needs to
be made.

5.1. Optimzation within an adnministrative domain
Several scenarios can be considered for the use of TCM |f the
optinization is deployed within an adm nistrative dormain, then all
the data of the end hosts, the service class, etc., are known by the
TCM optim zers.

Two exanples of this are 1) the end-to-end optim zation and
aggregation of a nunber of flows between two offices of the sanme
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company and 2) the agreenment between a network operator and a gane
provider in order to multiplex all the packets generated in an
aggregation network with destination on a game server. In these
cases, the detection and classification of the desired flows will be
straightforward, since the TCM optim zer can sinply inspect the
destination | P address and port, and apply the traffic category
according to the kind of service

5.2. Optimzation based on statistics

If the optimzation is not perfornmed within an admi nistrative donain,
then the detection and classification of the flows, and the decision
about nultiplexing them wll have to be based on statistics of the
traffic and heuristics. The intelligence of the flow identification
met hod can be inproved according to the statistics of already
classified flows. E.g., if a nunber of small-packet flows sharing
the same | P destination address are found, then this destination host
can be classified as a frequent receiver of snall-packet flows, and a
tunnel including all the packets addressed to it can be set within a
comon networ k pat h.

In addition, statistics can be enriched by the assignnent of the
traffic class, taking into account that sone services, in addition to
wel | - known ports, also have well-known | P addresses. E.g., the
traffic travelling to the I P address of a popul ar online game server
can be associated with the proper traffic class; or the ports
corresponding to certain services can also be identified and used in
order to inprove the classification

The detection of the flows candidates for TCM optim zati on should be
done based on fl ow characteristics, primarily on the packet payl oad
to header ratio and on the packet rate. As these properties cannot
be established fromstatistics of just one packet, it is needed to
gather a certain nunber of packets for each new flow arriving at the
TCM optim zer, and to use sone heuristics in order to deci de whether
to nultiplex a certain flow or not.

The cl assification nethod enpl oyed for the TCM needs to identify only
the flows which are candidates for the TCM optim zation. Therefore,
the classification problemis significantly sinplified by renoval of
peer to peer (P2P) downl oadi ng applications, video stream ng, data
transfer, and all other services which in general, utilize |large
packets. This is especially inportant as P2P applications are known
to use various non assigned ports which may greatly ruin the
performance of sinple traffic classification nmethods. For the

pur poses of TCM optim zation there is no need to identify a
particul ar application, only the delay sensitive class in which that
application falls. Also, the traffic classification nethods enpl oyed
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by TCM need to be able to assign flows to respective delay sensitive
classes inreal tine. Current network traffic classification nethods
can be grouped into [ Nguyen_TCSurvey]:

o Port based - through | ookup of port nunbers of endpoints in the
I nternet Assigned Numbers Authority (1ANA)’'s list of registered
ports.

o Payl oad based - through stateful reconstruction of session and
application information fromeach packet’s content.

o Statistical - through conparison of the statistical properties of
the traffic at the network |ayer

Wi | e payl oad i nspection does give the best results, and is often
used as ground truth in classification of network traffic, it is
demandi ng conputation wi se. Also, these techniques nmay be
interpreted as a violation of privacy. For the purposes of TCM we
recomend using a conbi nati on of port based classification (which can
yield very good results for games based on a client-server
architecture and renote desktop services), and inspection of
statistical properties of the flows. One such algorithm has been
enpl oyed for classification of different types of gane flows and
showed good results [Han_Ganed assification]. TCM should use

nmet adata information regarding the traffic class of particular flow
where such information is available as that significantly sinplifies
the detection and classification problem

The deci si on whether the flow should be optim zed with TCM can be
made based on the follow ng policies (configurations of the
mul ti pl exi ng node):

0 A static configuration - predefined rule set for each new
occurring flow, so the TCM opti m zer nmakes a deci si on

0 A policy manager which dynam cally enforces the rule set.

0 The TCM optim zer demands instructions for each new flow fromthe
pol i cy manager.

6. Delay recomendati ons

The three normally considered network inpairnents in the studies
related to subjective quality in real-tinme interactive ganes are

0 delay - can be reported as one-way-delay (OAD) [ RFC2679] and two-

way-del ay (Round Trip Tine) [RFC2681]. In this docunent, under
the terml atency, one way end-to-end delay is considered.
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0 delay variation - which is a statistical variance of the data
packet inter-arrival tinme, in other words the variation of the
del ay as defined in RFC 3393 [ RFC3393].

0 packet loss - nore inportant for certain applications, while other
i nclude very good algorithnms for concealing it (e.g., sone gane
genres).

In this document we give recommendati ons for overall tolerable del ays
to be taken into account when optim zing network services by neans of
TCM In an interactive service, the total delay is conposed by the
addition of delays as defined in 3GPP TR 26. 944 [ TGPP_TR26. 944] .

o0 Transfer delay - fromHostl to Host2 at time T is defined by the
statement: Hostl1l sent the first bit of a unit data to Host2 at
wire-tinme T and that Host2 received the last bit of that packet at
wire-tinme T+dT. Thus, it includes the transmi ssion delay (the
anount of tinme Hostl requires to push all of the packet's bits
into the wire) and the propagation delay in the network (the
anount of time it takes for the head of the packet to travel from
Host1 to Host2).

0 Transaction delay - the sumof the tine for a data packet to wait
in queue and receive the service during the server transaction

B + B +

| Host 1 | | Host 2

[ S + [ S +
S _______ | VAN VAN
| e | |
I | transf [
[ | |
I | v |
e >R |
I I I I
| |transac. total RTT
I I I I
Rt S v I
[ e I N I
i I I I
/! e | transf |
| - I I I
R<------ | \%} \%

I

S: Packet sent
R Packet received

Fi gure 2
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Figure 2 illustrates these delays. The labeled tines (S and R
designate the times in which the packet is sent and received
respectively, by the network card interface.

The use of TCMrequires the addition of TCMoptinizers in the
scenario. A nunber of flows are multiplexed together before being
sent through the network. The packets are denultiplexed and rebuilt
before being forwarded to the application server. A schene of TCMis
included in Figure 3:

S +
|[client 1] __
IR + \
\ _
[ SR + [ SR + (" ) [ SR + - - - - - +
|[client 2|---> TCM 10O |--> ( ) ‘) ---> TCMEO |-->|server
S NIy + S NIy + (_ (_ . ) ) Aeeeee--- + e +
/ I nt er net
/
Fo-mm - - - + |/ S TCM - --------- >
|client n|_/
B R +
Fi gure 3

This techni que groups packets in order to build a nultiplexed one.

As previously stated, the focus of this docunment is on "nultiplexing
period" policy for creating the nmultiplexed packet conbined with size
limt policy. Miltiplexing periodis atinme frame in which the TCM
optinmizer waits for native packets to arrive in order to send them as
one mnultiplexed packet. If the nultiplexed packet size limt is
reached before the multiplexing period has run out (i.e., if enough
native packets arrive to fill the limt), the nultiplexed packet is
sent right away. |In this way a certain anmount of delay caused by the
TCM optim zation is added in the conmunication. It is inportant to
enphasi ze that multiplexing delay can’t exceed the nultiplexing
period, and that it will only reach the value of nultiplexing period
on alink with a lowtraffic load. Miltiplexing delay can be
classified as caused by the m ddl ebox presence as defined in RFC 6390
RFC 6390 [ RFC6390]. The delay in the TCM 1O includes the tine during
whi ch the packets are retained until the bundled packet is sent, plus
processing time. |In the TCM EO however, the packets are not

retained, so only the processing tine is considered.

Figure 4 shows the total delay, when a TCMoptim zers are added. It

shoul d be noted that nultiplexing can be depl oyed i ndependently in
both directions, or only in one of them
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| Host 1 | | TCMIO | | TCM EO | | Host 2 |
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RS | | | |
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[ [ [ [ | transf. [
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I R A I I I
| | denux | | t ot al
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I S--v | v I
I | - >R 7 I
I I I I
| | transac. |
I I I I
s S v |
i | " I
R I I I
I | transf |
T I I I
R<-------- | \% \%

|

S: Packet sent
R Packet received

Fi gure 4

Wth respect to efficiency in terns of use of the bandw dth, a
tradeof f appears: the longer the nultiplexing period, the higher the
nunber of packets which can be grouped, thus obtaining better

bandwi dth savings. So in order to cal culate the maxi mrum nul ti pl exi ng
period, the rest of the delays have to be considered: if the sum of
transaction, and transfer delays is under the maxi numtol erabl e
delay, then nultiplexing will be possible w thout harm ng the user
experience. The overall delay nmay be cal cul ated according to the

| TU-T Y. 1541 recommendation [I TU-T_Y.1541]. Subtracting propagation
processing, and transmi ssion delay fromthe tol erable delay for
specific service results in the maxi mum val ue of the multipl exing
peri od.

Next, we will report the maxi numtol erable latency for the previously
listed real-tinme network services.
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6.1. VolP

For conversational audio, the International Tel econmunication Union
recomends [ITU-T G 114] less than 150 nillisecond one-way end-to-end
delay for high-quality real tine traffic, but delays between 150 ns
and 400 ns are acceptable. Wen considering conversational audio it
shoul d be noted that this delay linmts include jitter buffers and
codec processing. For stream ng audi o, delay constraints are nuch

| ooser, the delay should be less than 10 s [ITU-T_G 1010]. Tunneling
Mul ti pl exed Conpressed RTP (TCRTP) [RFC4170] already considers
tunnel i ng, conpressing and nul tipl exi ng Vol P packets.

6.2. Online ganes

Online ganes conprise gane genres which have different |atency
requirenents. This draft focuses on real-tine online ganes and
endorses the general game categorization proposed in

[ aypool Latency] in which online ganmes have been divided into:

o0 Omipresent, with the threshold of acceptable latency (i.e.
| atency in which performance is above 75% of the uninpaired
performance) of 1000 ns. The nobst representative genre of
omi present ganes are Real -Tinme Strategies

o0 Third Person Avatar, with the threshold of acceptable |atency of
500 ns. These ganes include Role Playing Games (RPG and
Massively Multiplayer Online Rol e-Playing Ganes ( MMORPG).

0 First Person Avatar, in which threshold of acceptable latency is
100 ns. The nost popul ar subgenre of themare First Person
Shooters, such as "Call of Duty" or "Hal 0" series.

As remarked in [Bernier_Latency] and [AQiveira_online], different

met hods can be enployed to conbat delay in online ganes. The so-
called "client-side prediction" has been largely used in First Person
Shooters. It can be divided into "input prediction" and "dead
reckoni ng," where input prediction hides the latency for the client-
controll ed actions whil e dead reckoning hides the |atency of other
participating players.

The study [ aypool Latency] eval uated players’ performance in
certain tasks, while increasing |atency, and reported val ues at which
t he performance dropped bel ow 75% of the performance under uninpaired
network conditions. Wile measuring objective performance netrics,
this method highly underestinmates the inpact of delays on players
QoE. Further studies accessing a particul ar gane genre reported nuch
| ower |atency threshol ds for uninpaired ganepl ay.
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O her approach sonme studies have taken is to perform "objective
measur enent s" [ Kai ser _obj ective] a nunber of identical "bots", i.e.
virtual avatars controlled by Artificial Intelligence, are placed in
the sane virtual scenario and a nunber of parties between themare
performed. |If the nunber of parties if high enough, then the score
will be the same for all the bots. Then, different network
impairments (latency, jitter, packet |1o0ss) are added to one of the
bots, and another set of tests is performed. The perfornmance
degradation of the network-inpaired bot can then be statistically
characteri zed.

A survey using a |arge nunber of First Person Shooter games has been
carried out in [Dick_Analysis]. They state that |atency about 80 ns
coul d be considered as acceptable, since the ganes have been rated as
"uni npai red". Besides service QOE, it has been shown that delay has
great inpact on the user’s decision to join a gane, but significantly
| ess on the decision to | eave the gane [ Henderson_QoS].

A study on Mean Opinion Score (MOS) eval uation, based on variation of
delay and jitter for MMORPGs, suggested that MOS drops bel ow 4 for
del ays greater than 120 ns [ R es_ QQEMMORPGE . The MOS score of 5

i ndi cates excellent quality, while MOS score of 1 indicates bad
quality. Another study focused on extracting the duration of play
sessions for MMORPGs fromthe network traffic traces showed that the
session durations start to decline sharply when round trip time is
bet ween 150 ns and 200 ns [ Chen_HowSensitive].

While original classification work [C aypool Latency] states that
|atency up to 1 second is tolerated by omi present ganes, other
studies argued that only latency up to 200 ns is tolerated by players
of RTS ganes [Caj ada_RTS].

Renot e desktop access

For the renote conputer access services, the delays are dependent on
the task perfornmed through the renote desktop. Tasks may include
operations with audio, video and data (e.g., reading, web browsing,
docunent creation). A QOE study indicates that for audio |atency
bel ow 225 nms and for data | atency bel ow 200 ns is tol erated

[ Dusi _Thin].

Non real -ti ne service

Traffic fl ows of several types of non real-tine services can be

optim zed using TCM Under this category we include services for MM
metering information, stream ng audi o, and instant nessaging. MM
metering services are suitable for TCM optim zation not only due to
their very | oose delay requirenments, but al so because of the one way
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nature of the comunication (i.e., nost information travels from
sensors to the central server) [Liu_MM. The signalling information
related to M2M can al so be optinized. Internet of Things application
| ayer protocols such as CoAP RFC 7252 [ RFC7252], used in Constrained
RESTf ul Envi ronnents (CoRE)[ RFC6690], work over UDP and send snal |
packets. The ACK TI MEQUT period in CoAP is set to 2 seconds.

I nstant nessaging (despite "instant” in its nanme) has been
categori zed as data service by the ITUT, and it has been designated
with acceptabl e delays of up to a few seconds [I TU-T_G 1010].

6.5. Summary

We group all the results in the Table 1 indicating the maxi mum

al l oned | atency and proposed mul tipl exi ng periods. Proposed

mul ti pl exi ng periods are guidelines, since the exact values are
dependant of the existing delay in the network. It should be noted
that reported tolerable |atency is based on values of preferred

del ays, and delays in which QoE estimation is not significantly
degraded. Miltiplexing periods of about 1 second can be consi dered
as sufficient for non real-time services (e.g., stream ng audio).

o e e e e e e e oo o e e e e e e e oo e e e - +
| Service | Tolerable latency (OAND) | Mux. period

e e e e oo +
| Voi ce conmuni cati on | < 150ns | < 30ns [
| Omi present ganes | < 200ns | < 40ns |
| First person avatar | < 80ns | < 15ns

I games I I I
| Third person avatar | < 120ns | < 25ns |
I games I I I
| Renot e deskt op | < 200ns | < 40ns |
| I nstant nmessagi ng | < 5s | < 1s |
| M2M (et eri ng) | < lhour | < 1s |
o e e e e e e e oo o e e e e e e e oo e e e - +

Tabl e 1: Final recomendati ons
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9.

10.

10.
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Security Considerations
No rel evant security considerations have been identified
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