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Abstract

Thi s docunent describes the environnment, problem statenent, and goals
of On-The-Fly (OTF) scheduling, a Layer-3 nmechanismfor 6Ti SCH
networks. The purpose of OIF is to dynamically adapt the aggregate
bandwi dth, i.e., the nunber of reserved soft cells between nei ghbor
nodes, based on the specific application constraints to be satisfied.
When using OTF, softcell and bundle reservation is distributed:
through the 6top interface, neighbor nodes negotiate the cell(s) to
be (re)allocated/ deleted, with no intervention needed of a
centralized entity. This docunent ainms at defining a nodul e which
uses the functionalities provided by the 6top sublayer to (i) extract
statistics and (ii) determi ne when to reserve/delete soft cells in
the schedule. The exact reservation and deletion algorithm and the
nunber and type of statistics to be used in the algorithmare out of
scope. OTF deals only with the nunber of softcells to be reserved/
deleted; it is up to 6top to select the specific soft cells within
the TSCH schedul e.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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This Internet-Draft will expire on January 5, 2015.
Copyright Notice

Copyright (c) 2014 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.
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1. Introduction

The | EEE802. 15. 4e standard [| EEE802154e] was published in 2012 as an
anmendnment to the Medi um Access Control (MAC) protocol defined by the
| EEE802. 15. 4- 2011 [ | EEE802154] standard. The Timeslotted Channe

Hoppi ng (TSCH) node of | EEE802.15.4e is the object of this docunent.

On-The-Fly (OTF) scheduling is a 1-hop protocol with which a node
negoti ates the nunber of soft cells scheduled with its neighbors,

wi thout requiring any intervention of a centralized entity (e.g., a
PCE). This docunent describes the OIF allocation policies and

met hods used by two neighbors to allocate one or nore softcells in a
distribution fashion. It also proposes an algorithns for estinmating
the required bandwidth (BW. This docunent defines the interface
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bet ween OTF and the 6top sublayer ([I-D.wang-6tisch-6top]), to
collect and retrieve statistics, or allocate/delete cells and

bundl es. This docunent defines a framework; the al gorithm and
statistics used are out of scope. This draft follow the term nol ogy
defined in [I-D.ietf-6tisch-termni nology] and addresses the open issue
related to the scheduling nmechani sns raised in
[I-Dietf-6tisch-tsch].

2. Allocation policy

OTF is a distributed scheduling protocol which increases/decreases

t he bandwi dth between two nei ghbor nodes (i.e., adding/deleting
sofcells) by interacting with the 6top sublayer. It retrieves
statistics from6top, and uses that information to trigger 6top to
add/ del ete softcells to a particul ar neighbor. The algorithm which
deci des when to add/del ete softcells is out of scope. For exanple,
6top mght decide to add a cell if sonme queue of outbound frames is
overflowing. Simlarly, OTF can delete cells when the queue has been
enpty for sone tine. OIF only triggers 6top to add/del ete the soft
cells, it is the responsibility of the 6top sublayer to deternine the

exact slotOfset/channel Ofset of those cells. In this docunment, the
term"cell" and "soft cell" are used interchageably.
Al'l the softcells allocated are part of best effort track, i.e. wth

Trackl D=00, as defined i [|-D.wang-6tisch-6top]. These cells can be
used for forwardi ng any packet in the queue, regardl ess of the
specific track it belongs to. OIF nanages the gl obal bandw dth
requi renents between two nei ghbor nodes; per-track managenent is
currently out of scope.

OTF is prone to schedule collisions. Nodes night not be aware of the
cells allocated by other pairs of nodes. A schedule collision occurs
when the sane cell is allocated by different pairs in the sane
interference space. The probability of having allocation collision
may be kept |ow by grouping cells into chunks (see
[I-Dietf-6tisch-terminology] and [I-D.ietf-6tisch-architecture] for
nore details). The use of chunks is outside the scope of this
current version of the OIF draft.

The "allocation policy" is the algorithmused by OTF to deci de when
to increase/decrease the bandwi dth all ocated between two nei ghbor
nodes in order to satisfy the traffic requirenents. These

requi renents can be expressed in terns of throughput, |atency or

ot her constraints.

An OTF all ocation policy MAY be defined according to a conbination of
two di fferent approaches: reactive and proactive.
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In a reactive approach, the allocation policy follows the increased/
decreased need for bandw dth. Upon reception of a bandw dth request,
OTF sends softcell allocation requests to the 6top sublayer. OIF
estimates the nunber of cells to be allocated per neighbor. |[If the
traffic exchanged between two nei ghbors reduces, OTF asks 6top to de-
all ocate one or nore cells. Once the cells are deleted, 6top
notifies OTF, which updates its internal state.

In a proactive approach, the allocation policy over-provisions the
nunber of cells reserved in a bundle between two nei ghbors, i.e.
cells are schedul ed in advance. Wen OTF issues a bundl e allocation
request to 6top, it indicates the desired size of the bundle and the
Trackl D=00. 6top selects the cells belonging to the bundl e on the
best effort track. Based on the network traffic conditions (e.g.
queue utilization), sone portion of those cells are used for

communi cation. In any case, allocated cells within a bundle are
consecutive, starting fromthe first cell in the block. The cells
which are not currently used, are still reserved for that pair of

nodes, for possible future use.

It is up to the inplenentor to sel ect the approach nost appropriate
for the application. The reactive approach is, in general, be nore
energy-efficient (it allocates only the cells needed), at the expense
of increased cell allocation latency (negotiating to add/delete cells
takes some tine).

The proactive approach conpared to the reactive one reduces the cel
all ocation latency. Cells within a bundle are over-provisioned, and
a priori schedul ed. Wen needed, the 6top subl ayer of the node can
al l ocate them w thout going through any negotiation phase with the
6top | ayer of the neighbor node. Thus, the proactive approach
provides a | owdel ay response after a surge in bandw dth usage. In
fact, soft cells within a bundl e are already schedul ed and becone

i medi atel y avail abl e, upon bandw dth request, w thout the need of a
negoti ati on phase. The use of bundl es does force the receiver nodul e
of the node to be active during the whole | ength of the bundle,
resulting in increased power consunption.

Thi s docunent introduces the follow ng paraneters to acconplish both
approaches previously descri bed:

SCHEDULEBW The ampunt of cells scheduled in a bundle on the best
effort track between two nei ghbors.

REQUI REDBW  Bandw dth requested by OTF to 6top, a non-negative
nunber. How this is conputed is out of the scope. It MAY be the
an i nstantaneous bandwi dth request, or a val ue averaged on severa
measur enent, or an over-provisioned val ue.
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PROACTI VETHRESH:  Threshol d paraneter to introduce pro-activity in
the allocation policy, described below It is a non-negative
bandwi dt h value. What value to use is application specific and
out of scope. The maxi mum acceptable value for this paranmeter is
equal to the current SCHEDULEBW

The OTF allocation policy conpares the required bandw dt h agai nst the
schedul ed one, using the pro-activity threshold for bounding the
signaling overhead due to negotiations of newcells. 1In details:

1. |If REQU REDBWis greater than SCHEDULEBW OTF asks 6top to add
REQUI REDBW SCHEDULEBW cel | s to the bundl e on the best effort
track.

2. |If REQU REDBWis greater or equal than SCHEDULEBW
PROACTI VETHRESH, and it is |lower than or equal to SCHEDULEBW OTF
does not perform any bundl e resizing, since the schedul ed
bandwi dth is sufficient for managing the current traffic
condi tions.

3. |If REQU REDBWis | ower than SCHEDULEBW PROACTI VETHRESH, OTF asks
6t op to del et e SCHEDULEBW PROACTI VETHRESH REQUI REDBW from t he
bundl e on the best effor track

A purely reactive approach uses PROACTI VETHRESH=0. |In this case, OIF
does not perform any allocating/deall ocating operation when the
required bandwidth is equal to the schedul ed one.
A purely proactive approach uses PROACTI VETHRESH=SCHEDULEBW |n this
case, OTF resizes the bundle only when the required bandwidth is
greater than the schedul ed one.

3. Allocation nethods

Beyond the allocation policies that describe the approach used by OTF

for fulfilling the node bandwi dth requests, the OTF framework al so
i ncludes Allocation Methods that specify how OTF i ssues comands to
the 6top sublayer. |In other words, the allocation nmethods represent

the mechani snms that are used by the allocation policies.

In detail, OTF includes two distinct allocation nethods: soft cel

and bundl e allocation nethods. Each Allocation Policy can use either
one or both allocation methods. As specified in

[1-D.wang-6ti sch-6top], 6top provides a set of conmands that allows
OTF to allocate/delete soft cells. The sanme set of conmands can be
used for reserving bundl es.
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Wth the soft cell allocation nethod, OIF has 6top reserve a single
soft cell on the best effort track, for allowing a given node to
exchange traffic with a specific neighbor. The 6top |ayer allocates

and maintains this cell. [If a bundle is already reserved between the
same pair of neighbors, on the same track, this request transl ates
into a bundle resize request. The newWy allocated cell increase the

size of the already existing bundle. Sinmilarly, when OTF realizes
there is a reduction of traffic exchanged between the two nei ghbors,
it may asks 6top to delete a softcell fromthe best effort track

i.e. to decrease the size of the bundle on the best effort track. |If
no bundl e with Trackl D=00 exist, the 6top softcell create conmand
generates a new bundl e of size 1.

Wth the bundl e allocation nmethod, OIF sends bundl e allocation
requests to 6top subl ayer, specifying the bundl e size (the nunber of
soft cells) and the Trackl D=00. Scheduling N softcells is equivalent
to asking for a bundle of size NN The cells within the bundle are

al l ocated by 6top (and thus, used for traffic exchange) only
afterwards, according to the nodes bandw dth need.

4. Cell and Bundl e Reservati on/ Del eti on

In order to reserve/delete softcells, OTF interacts with 6top
sublayer. To this aim OTF uses the follow ng set of comuands of fered
by 6top: CREATE.softcell, and DELETE.softcell. When creating
(deleting) a softcell, OIF specified the track the cell belongs to
(i.e., best effort track, TracklD=00), but not its slotOfset and
channel O fset. |If at |east one cell on the best effort track already
exists, the CREATE. softcell and DELETE.softcell, translate into

| NCREASE and DECREASE t he bundl e size, respectively. 6top is
responsi bl e for picking the specific cell to be added/deleted within
the bundle. Before being able to do so, source and destination nodes
go through a cell negotiation process. This process is out of scope
of 6top and OTF. In order to reserve a best effort bundle, OTF uses
the CREATE. softcell command, set Trackl D=00, but asks 6top for
multiple softcells. Followi ng OTF request, 6top either (i) creates a
new bundle, if no cells were reserved already on the best effort
track, or (ii) increases the bundle size of the already existing
best-effort bundle. By using the DELETE. softcell comrand, and asking
for deleting nultiple softcells, OTF has 6top delete the entire best
effort bundl e.

OTF provides a policy for 6top to generate CREATE/ DELETE. softcells
commands, policy that is out of 6top scope [|-D.wang-6tisch-6top].
Such policy is not the only one that can be used by 6top. Ohers may
be defined in the future.
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5.

Getting statistics and other information about cells through 6top

Statistics are kept in 4 data structure of 6top MB: CelllList,
Moni t ori ngSt at usLi st, Nei ghborList, and Queueli st.

Cel | Li st provides per-cell statistics. Fromthis list, an upper

| ayer can get per-bundle statistics. OIF nay have access to the
Cel I Li st, by using the CoAP- YANG Mbydel, but actually cell-specific
statistics are not significant to OTF, since softcells can be re-
allocated in time by 6top itself, based on network conditions.

Moni t ori ngSt at usLi st provi des per-nei ghbor and slotframe statistics.
Fromit an upper layer (e.g., OIF) can get per bundl e overvi ew of
scheduling and its performance. Such list contains information about
the nunber of hard and soft cells reserved to a given node with a
speci fic neighbor, and the QS (that can be expressed in form of
different netrics: PDR, ETX, RSSI, LQ) on the actual bandw dth, and
t he over-provi sioned bandwi dth (which includes the over-provisioned
cells). 6top can use such list to operate 6top Monitoring Functions,
such as re-allocating cells (by changing their slotOfset and/or
channel O fset) when it finds out that the link quality of sone
softcell is nmuch |ower than average. Unlike 6top, OIF does not
operate any re-allocation of cells. In fact, OIF can ask for nore/

| ess bandwi dth, but cannot nove any cell within the schedule. Thus,
the 6top Monitoring function is useful to OIF, because it can provide
better cells for a given bandw dth requirenment, specified by OIF.

For instance, OTF may require some additional bandwidth (e.g. 2 cells
in a specific slotframe) with PDR = 75% then, 6top will reserve 3
slots in the slotframe to neet the bandwidth requirenent. In
addition, when the link quality drop to 50% 6top will reserve 4
slots to keep neeting the bandwi dth requirenent. G ven that OTF
operates on the global bandw dth between two nei ghbor nodes, it does
not need to be inforned from 6top about cells’ re-allocation

Nei ghbor Li st provi des per-nei ghbor statistics. Fromit, an upper

| ayer can understand the connectivity of a pair of nodes. Based on
the quality of the link, e.g., LQ under threshold, OTF may ask 6top
to delete sone cells, in order to reserve themfor better-connected
I'inks.

Queueli st provi des per-Queue statistics. Fromit, an upper |ayer can
know the traffic load. OIF, based on such queue statistics (e.qg.
average length of the queue, average age of the packet in queue,

etc.) may trigger a 6top CREATE. softcell (DELETEsoftcell) command for
i ncreasing (decreasing) the bandwi dth and be able to better serve the
packets in the queue.

Duj ovne, et al. Expi res January 5, 2015 [ Page 7]



Internet-Draft 6tisch-on-the-fly July 2014

6.

Events triggering algorithnms in OTF

The Al gorithms running within OTF MIST be event-oriented. As a
consequence, OTF requires to connect the algorithns with external
events to trigger their execution. The algorithmalso generates one
or nore events when it is executed, such as a new softcell

al l ocation. Both type of events, the one which trigger the algorithm
and the ones which are generated by the execution of the algorithm
are called OTF events.

The following notation is used on the definition of OTF events:

BW<- BWA(B, T, S(T)) where:

BWA: Bandwi dth allocation al gorithm

BW Bandwi dt h

T: Best Effort Track

B: Bundl e

S(B, T) Statistics for bundle B on track T

M B, T): Actual bundle size for bundle B on track T

The OTF events are defined as:

Event A: A new bundle B on track T is created. The OIF events
generated by the algorithmare:

1. Add a newentry in the storage Mfor bundle B on track T.

2. Ask 6top for S(B,T).

3. BW<- BWA(B, T,S(T)).

4. Ask 6top to allocate a bundle of size BW

5. MB, T)<-BW

Event B: A packet is waiting to be transnmitted on any track, but no
cell is available (i.e., saturation). The OTF events generated by
the al gorithm are:

1. Collect stats S from 6top.

2. BW<- BWA(B,T,S(T))).
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3. Ask 6top to increase the bundle size up to BW

4. 1f (allocation successful) then MB,T)<-BW

Event C. The usage of a bundle B on track T is too |low, below a pre-
established threshold. The OIF events generated by the al gorithm
are:

1. Collect stats S from 6top.

2. BW<- BWA(B, T,S(T)).

3. Ask 6top to decrease the bundle size to BW

4. 1f (allocation successful) then MB,T)<-BW

Event D: The usage of a bundle B on track T is too high, above a pre-
established threshold. The OIF events generated by the al gorithm
are:

1. Collect stats S from 6top.

2. BW<- BWA(B, T,S(T)).

3. Ask 6top to increase the bundle size to BW

4. 1f (allocation successful) then MB,T)<-BW

Event E: Bundle B on track T is deleted. The OTF events generated by
the al gorithm are:

1. purge MB,T).
7. Bandwidth Estinmation Al gorithns

OTF supports different bandwi dth estimation algorithnms that can be
used by a node in a 6Ti SCH network for checking the current traffic
condition and thus the actual bandw dth usage. By doing so, one can
adapt (increase or increase) the nunber of schedul ed cells/bundles
for a given pair of neighbors (e.g., parent node and its child),
according to their needs. OTF supports several bandw dth estinmation
al gorithms nunmbered 0 to 255 in the OIF inplenmentation. The first
algorithm (0) is reserved to the default algorithmthat is described
bel ow. By using SET and GET conmands, one can set the specific
algorithmto be used, and get information about which algorithmis

i mpl enent ed.
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Steps of the default bandw dth estimation algorithm running over a
par ent node:

Step 1: Collect the bandwi dth requests fromchild nodes (inconing
traffic).

Step 2: Collect the node bandwi dth requirenent fromthe application
(self/local traffic).

Step 3: Collect the current outgoing schedul ed bandw dth (outgoi ng
traffic).

Step 4: |If (outgoing < incomng + self) then SCHEDULE soft cells/
bundl es to satisfy bandw dth requirenents

Step 5: If (outgoing > inconmng + self) then DELETE the soft cells
that are not used.

Step 6: Return to step 1.

The default bandwi dth estimation algorithmintroduced in this
docunent adopts a reactive allocation policy; it is possible to
configure proactivity by using a given PROACTI VETHRESH value. In
this case, at Step 4, new soft cells will be schedul ed, using the
cell allocation method, only if there are no free cells in the bundle
that can satisfied the current bandwi dth request. The node asks 6top
for increasing the bundle size by using the bundle allocation nethod.

8. OIF external CoAP interface
In order to select the current OTF al gorithm and provide functiona
paraneters from outside OTF, this nmodul e uses CoAP with YANG as the
data nodel. The al gorithm nunber and the parameters MJST be invoked
in different CoAP calls.

The path to select the algorithmis "6t/e/otf/alg” with A as the
al gorit hm nunber.

Figure 1: Al gorithm nunber POST nessage
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To obtain the current algorithm nunber:

o mm m e e e e e e e e e e e e e e e e e me e eao o +
Header | GCET [
o m o e e e e e e e e e e e e e e e e eee oo +

Figure 2: Al gorithm nunber GET nessage
An exanple is: 'coap://[aaaa::1l]/6t/el/otf/alg’

The current algorithm paranmeter path is '6t/e/otf/al g/par’.

S . +
Header | POST |
e +
Uri-Path| /6t/e/otf/alg/par |
o mm m e e e e e e e e e e e e e e e e e me e eao o +
Options | CBOR( {Par: 0x1234} ) [
S . +

Fi gure 3: Al gorithm nunber POST nessage
An exanple follows: ’'coap://[aaaa::1]/6t/el/otf/al g/par’
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