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roups nmay al so distribute working docunents as Internet- Drafts. I nternet-Dr
afts are draft docunents valid for a maxi nrum of six nmont hs and nay be updat ed,
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k in progress.” The list of current Internet-Drafts can be accessed at http:
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to | ETF Documents (http://trustee.ietf.org/license-info)in effect on the date
of publication of this docunent. Please review these docunents carefully, as
they describe your rights and restrictions with respect to this docunent. Cod
e Conponents extracted fromthis docunent nust include Sinplified BSD License
text as described in Section 4.e of the Trust Legal Provisions and are provide
d wi t hout warranty as described in the Sinplified BSD License. Thi s docunent
is subject to BCP 78 and the | ETF Trust’s Legal Provisions Relating to | ETF D
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irtual network have been wi de establish in IDC. The performance of virtual net
wor k has becone a consideration to the IDC nanagers. This draft introduce a be
nchmar ki ng et hodol ogy for virtualization network perfornmance.2. Peculiar issu
es In a conventional test setup with real test ports, it is quite legitimte
to assune test ports provide the golden standard and in measuring the perform
ance netrics. If and when test results are sub optimal, it is automatically as
suned it’s the Device-Under-TestVic Liu Expi res January4, 2015
[ Page 3]
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hat is at fault. For exanple, when testing the nmax no-drop throughput at a giv
en frane size, if the test result shows | ess than 100% t hr oughput, we can safe
Iy conclude that it's the DUT that can’'t deliver line rate forwarding at that

frame size(s). We never doubt that tester will be an issue. In a virtual tes
t environment where both the DUT as well as the test tool itself are VM based,
it’s quite a different story. Just like the DUT, tester in VM shape will have
its own performance peak under various conditions. Even worse, conditions are
mul titude and in nmany forns. Tester’s calibration without DUT is essential

in benchmarking testing in a virtual environment. Furthernore, to reduce the

enor nous conbi nati on of various conditions, tester must be calibrated with th
e exact same conbination and paraneter set the user wants to measure against a
real DUT. A slight variation of conditions and paraneter value will cause ina

ccurate neasurenents of t he DUT. Whi |l e the exact conbination and paraneter s
et are hard to list, bel ow table attenpts to give a nobst comon exanple how to
calibrate a tester before testing a real DUT under the same condition. Sanp
le calibration permutation  -------------- -
------------- | Hypervisor | VM VN C | VM Menory | Packet | No Drop |
| Type | Speed |CPU Allocation | Si ze | Throughput|  ----------
—————————————————————————————————————————————————————— [ ESXi 1G 10G
512M 1Cor e | 64 | | |
[ 128 [ [ [ [ 256
I (. | 512 I
| | | 1024 | |Vic Liu
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| 1518 [ | -
———————————————————————————————————————————— Key points are as follow ng: a)
The hypervisor type is of ultimate inportance to the test results. Tester V
M nust be installed on the sanme hypervisor type as the real DUT. When feas
ble, tester VM software should be installed on a separate, but identical ty
pe of, hypervisor. b) The VNI C speed will have inpact on test results. Tester m
ust calibrate against all VNI C speeds to be tested against a real DUT. c)
VM al | ocation of CPU resources and nenory will affect test results d) Packet s
zes will affect test results dramatically due to the nature of virtual mach
ine e)OQher possible extensions of above table: The nunber of VMs to be c
reated, latency and/or jitter readi ngs, one VNI C per VM vs. multiple VM sha
ring one VNIC, and uni-directional traffic vs. bi- directional traffic. I
t’s inportant to have a test environnent for tester’s calibration as cl ose as
possible to when a real DUT will be involved for the benchmark test. Above tes
t setup illustrate bel ow key points: 1.0ne or nore tester’'s VM need to be crea
ted for both traffic generation and anal ysi s 2.vSwitch is need to acconmp
date performance penalty due to extra VM addi tion 3.VNIC and its type is
needed in the test setup to once again acconmodat e any perfornmance penalty
when real DUT VMis created 4. ToR switch is needed to accommpdate delays intro
duced by the ext ernal device In summary, calibration should be done in su
ch an environnent that other than the DUT VM all possible factors that nmay ne
gatively i mpact test results should be accommopdated. Vic Liu Ex
pi res January4, 2015 [ Page 5]
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formance | ndex We |isted nunbers of key performance index for virtual network
as fol | ows: a) No drop throughput under various franme sizes: Forwarding
performance under various frame sizes is a key performance index of intere
st. Once this performance nunber is obtained, vendors can al ways allocate m
ore CPU and nenory for mssion critical applications where line rate perfor
mance i s expect ed. b) DUT consunption of CPU and nenory: when addi ng one or no
re V™M Wth addition of each VM DUT will consune nore CPU and nenory. c
) Latency readings: Sone applications are highly sensitive on |atency.It’'s
inmportant to get the latency reading with respective to various conditions
VXLAN performance can be | ooked at fromtwo perspectives. First, addi tion
of VWXLAN on an existing VMw Il consune extra CPU resources and nenory. This c
an be easily included in the benchmark table. Tester VWM are strictly traffic g
enerator and anal yzer. No calibration is needed when addi ng VXLAN to DUT VM
Once basic perfornance netric is obtained with respective to single VXLAN, we
need to |l ook at performance netrics with many VM and  VXLAN. The idea is verif
y how many VM VxLAN can be created and what their forwardi ng performance (no d
rop throughput), latency, and CPU nenory consunptions are. 4. Test Setup The
test bed is constituted by two physical server with 10CE NNC, a test center, a
10GE TOR switch for test traffic and a 1GE TOR switch for managenent.Vic Liu
Expi res January4, 2015 [ Page 6]
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---------------------- | Test Center PHY 10CGE*2

---------------------- I

e
:::::l 10GE TOR | —=—=—=—=== | | .......... | |
| | | |

------ | e | |V-switch(VTEP)| | | |[V-switch

(ERL | e T PR |
R | | | | TCVML| |TCVMZ|I | [TCwM| [ TCVM] | |

__________________ Serverl Server2Vic Liu
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| server are R710XD (CPU:. E5-2460) and R710 (CPU. E5-2430) with a pair of 10GE
NIC. And in the server we allocate 2 vCPU and 8G nenory to each Test Center V
i rtual Machine (TCVM. In traffic nodel A: W use a physical test center conne
ct to each server to verify the benchmark of each server.
---------------------- | Test Center PHY 10GE*2|

- I Rt | |V
switch(VTEP)| | I
| ] I |
| | [TCvm| | TCVMZ[ | -
Serverl In traffic nodel B: W use the benchmark to test the performanc
e of VxLAN. =====| 10GE T
R | ======= N || ||
| | | | | |
———————————— | | | V-switch(VTEP)| | | | V-switch(VTEP)| | |
-------------- | e | | o
| [TCvM| | TCVMZ[ | | [TCvM| | TCVMZ[ | |- e I
Serverl Server2Vic Liu Expires Ja

nuary4, 2015 [ Page 8]
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d Benchmark Tests 5.1. Throughput Unlike the traditional test cases which t
he DUT and the tester are separated, it has brought unparalleled challenges to
virtual network test. In that case, the tester and the DUT (visual switches)
are in one server (physically converged), so the CPU and MEM share the sane
resources. Theoretically, the tester’s operation may has sone i nfluences on th
e DUT' s performances. However, for the specialty of virtualization, this netho
dis the only way to assess the truth of assessnent net hod. Under the backgr
ound of existing technol ogy, when we nean to test the virtual switch's through
put, the concept of traditional physical switch will not be applicable. The tr
adi tional throughput indicates the switches' largest transnit capability, for
certain selected bytes and sel ected cycl e under zero-packet-1lose conditions. B
ut in virtual environnment, the fluctuant of performance on virtual network W
ill be much greater than dedi cated physical devices. In the sane time, because
the DUT and the tester cannot be separated, which only proved the DUT realize
same network performances under certain circunstances, it also neans the DUT

may achi eve hi gher capability. Theref ore, we change the throughout in virtua

envi ronnment to actual t hroughput, hoping in future, as the inprovenent of tech
ni que, the actual throughput will approach the theoretical throughput gr adua
Ily. O course, under actual condition, this throughout have certain referen

tial nmeanings. In nost cases, conmon throughput application cannot conpare wt
h professional tester, so for virtual application and data center’s depl oynent
, the actual throughout already have great refinance value.5.1.1. CObjectives

Under the condition of certain hardware configuration, test the DUT(virtual s
wi tch) can support maxi mumthroughput.5.1.2. Configuration paraneters Net wor k
paraneters should be define as follows:Vic Liu Expi res January4,
2015 [ Page 9]
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nunber of virtual tester (VM) b) the nunmber of vNIC of virtual tester c) th
e CPU type of the server d) vCPU allocated for virtual tester (VM) e) nmenor
y allocated for virtual tester (VM) f) the nunmber and rate of server NIC5.1.3

The test paraneters a) test repeated tines b) test packet length5.1.4. Tes
ting process 1. Configure the virtual tester to output traffic through V-Switc
h. 2. Increase the nunber of vCPU in the tester until the traffic has no
packet | oss. 3. Record the max throughput on VSwi tch 4. Change the packet le
ngth and repeat stepl and record test results.5.1.5. Test results formats

—————————————————————— | Byte| Through
put (GBE)| e
0

: I
---------------------- | 1024 2.88
e | 15
18| 4. 00 I e R R 5.2. CPUcc
onsunpti on The operation of DUT (VSwi tch) can increase the CPU | oad of host
server. Different V-Switches have different CPU occupation. This canVic Liu
Expi res January4, 2015 [ Page 10]
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nportant indicator in benchmark the Virtual network performance.5.2.1. bjecti
ves The objectives of this test is verified the CPU consunption caused by th
e DUT (VSwitch).5.2.2. Configuration parameters Net wor k paraneters should be d
efine as foll ows: a) The nunber of virtual tester (VM) b) The nunber of vNIC
of virtual tester c) The CPU type of the server d)vCPU al | ocated for virtua

tester (VMs) e)Menory allocated for virtual tester (VM) f) The nunber and ra
te of server NIC5.2.3. The test paraneters: a)test repeated tines b)test pac
ket length5.2.4. Testing process 1. Record CPU | oad val ue of server according t
o0 the steps of 5.1.3. 2. Under the sane throughput, Shut down or bypass the DUT

(VSwi t ch) record the CPU | oad val ue of server. 3. Cal cul ate the increase
of the CPU | oad value due to establish the DUT (VSwitch).5.2.5. Test result
S e d 11: 1 - R
| Byte| Throughput (GE)| Server CPU MHZ | VM CPU | = --mmmmmmm i aaaa
——————————————————————————————— | O | 0 | 515

| 10 e e

| 128 | 0. 46 [ 6395 [ 3040 | meeeeeeeea---
------------------------------------- | 256 | 0.84 | 6517
[ 3042 | e
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| 512 | 1.56 | 6668 | 3041 | e
--------------------------------- | 1024| 2.88 [ 6280

| 1450| 4.00 [ 6233 [ 3045 | eeeeeeee----
--------------------------------------- 5.3. Menory consunption The operati
on of DUT (VSwitch) can increase the CPU | oad of host server. Different V-Swit
ches have different nmenory occupation. This can be an inportant indicator in b
enchmark the Virtual network performance.5.3.1. ObjectivesThe objective of thi
s test is to verify the menory consunption by the DUT (VSwitch) on the Host ser
ver.5.3.2. Configuration paraneters Net wor k paraneters should be define as fol
| ows: a) The nunber of virtual tester (VM) b) The nunber of vNIC of virtua
tester c) The CPU type of the server d) vCPU allocated for virtual tester (
VV5) e) Menory allocated for virtual tester (VM) f) The nunber and rate of
server NI C5.3.3. The test paraneters: a) test repeated tines b) test packet
| engt h5. 3. 4. Testing process 1. Record nenory consunption val ue of server acco
rding to the steps of 5.1.3. 2. Under the sane throughput, Shut down or b
ypass the DUT (VSwi tch) record the nmenory consunption value of server.Vic L
iu Expi res January4, 2015 [ Page 12]
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ulate the increase of the nmenory consunption val ue due to establish the DUT
(VSwitch).5.3.5. Test results formats = = @ @ ---commmm o

————————————————— | Byte| Throughput(GE)| Host Menory | VM Menory | |

------------------------------------------------- | 0 |
0 | 3042 | 696 | el
----------------- | 128 | 0. 46 | 3040 | 696 |
------------------------------------------------- | 256 | 0
84 | 3042 | 696 | e
--------------- | 512 | 1.56 | 3041 | 696 |
................................................. | 1024 2.88
| 3043 | 696 | e
------------- | 1450] 4. 00 | 3045 | 696 |

————————————————————————————————————————————————— 5. 4. Latency Physi ca
tester’s time reference fromits own clock or other tinme source, such as GPS
whi ch can achi eve the accuracy of 10ns. In virtual network circunstances, the
virtual tester gets its reference time fromLinux systens. But the clock on Li
nux of different server or VM can't synchroni zed accuracy due to current netho
d. Al'though VM of sone higher versions of Cent(CS or Fedora can achieve the acc
uracy of 1ns, if the network can provide better NTP connections, the resul t
will be better. In the future, we nmay consi der sonme other ways to have a bette
r synchroni zation of the tine to inprove the accuracy of the test. 5.4. 1.
bj ectives The objective of this test is to verify the DUT (VSwitch) for |atenc
y of the flow This can be an inportant indicator in benchmark the Virtual net
wor k performance. 5.4.2. Configuration paraneters Net wor k paraneters shoul d

be define as follows:Vic Liu Expi res January4, 2015
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nunber of virtual tester (VM) b) The nunmber of vNIC of virtual tester c) Th
e CPU type of the server d) vCPU allocated for virtual tester (VM) e) Menor
y allocated for virtual tester (VM) f) The nunber and rate of server NI C5.4.3

The test paraneters: a) test repeated tines b) test packet length5.4.4. Te
sting process 1. Record | atency value of server according to the steps of 5.1
3. 2. Under the sane throughput, Shut down or bypass the DUT (VSwitch) re
cord the | atency val ue of server. 3. Calculate the increase of the latency va
ue due to establish the DUT (VSwitch).5.4.5. Test results formats TBD. 6.
For mal Synt ax The follow ng syntax specification uses the augnented Backus-Nau
r Form (BNF) as described in RFC 2234[ RFC2234] . Vic Liu Exp

res January4, 2015 [ Page 14]
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