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Abstr act
The use of centralized nobility nanagement approaches -- such as
Mobile I Pv6 -- poses sone difficulties to operators of current and

future networks, due to the expected | arge nunber of nobile users and
their exigent demands. All this has triggered the need for
distributed nobility managenent alternatives, that alleviate

operators’ concerns allow ng for cheaper and nore efficient network
depl oynent s.

This draft describes a possible way of achieving a distributed
nmobil ity behavior with dient Mbile I P, based on Mbile I Pv6 and the
use of Cryptographic Generated Addresses.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on March 12, 2018.
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1. Introduction
Most of the currently standardized IP nobility solutions, like Mbile

| Pv6 [ RFC6275], or Proxy Mobile IPv6 [ RFC5213] rely to a certain
extent on a centralized mobility anchor entity. This centralized
network node is in charge of both the control of the network entities
involved in the nobility managenent (i.e., it is a central point for
the control signalling), and the user data forwarding (i.e., it is

al so a central point for the user plane). This nakes centralized
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nmobility solutions prone to several problenms and linitations, as
identified in [RFC7333]: |onger (sub-optinmal) routing paths,

scal ability problens, signaling overhead (and nost |ikely a | onger
associ at ed handover |atency), nore conpl ex network depl oynment, higher
vul nerability due to the existence of a potential single point of
failure, and lack of granularity on the nobility nanagenment service
(i.e., nobility is offered on a per-node basis, not being possible to
define finer granularity policies, as for exanple per-application).

There are basically two nain approaches that are being researched
now. one ainmed at nmaking Mbile IPv6 work in a distributed way, and
anot her one doing the sane exercise for Proxy Mobile | Pv6 (see the
docunent [RFC7429]). In this draft we describe a solution to achieve
a DW behavior with a CMP (M Pv6) solution. This docunment is based
on a research paper of the sanme authors, called "Flat Access and
Mobility Architecture: an IPv6 Distributed ient Mbility Managenent
sol ution" [GOB11].

2. Term nol ogy

The following ternms used in this docunent are defined in the Mbile
| Pv6 specification [ RFC6275]:

Honme Agent (HA)

Home Li nk

Hone Address (HoA)

Car e-of Address (CoA)

Bi ndi ng Update (BU)

Bi ndi ng Acknowl edgenent (BA)

The following terns are defined and used in this docunent:

DAR (Distributed Anchor Router). First hop routers where the nobile
nodes attach to. They also play the role of nobility nmanagers for
the 1 Pv6 addresses they anchor.

HDAR (Hone Distributed Anchor Router). DAR which plays the role of

Honme Agent for a particular |Pv6 address (i.e., DAR where that
| Pv6 address is anchored).
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3.

Description of the solution

Distributed Mbility Management approaches try to overcone the

limtations of the traditional centralized nobility nmanagenent, i.e.
Mobile I P, by bringing the nobility anchor closer to the M.
Following this idea, in our approach -- that we call Flat Access and

Mobility Architecture (FAMA) -- the MPv6 centralized hone agent is
moved to the edge of the network, being deployed in the default
gateway of the mobile node. That is, the first elenments that provide
I P connectivity to a set of MNs are also the nobility nmanagers for
those MNs. |In the following we will call these access routers

Di stri buted Anchor Routers (DARs).

The diagramin Figure 1 depicts the operations of the proposed
solution. When a nobile node attaches to a distributed anchor
router, it gets an | Pv6 address which is topologically anchored at
the DAR (Prefl::addrl1 - HoAl). 1In the schene we assune the address
configuration takes place through a Router Solicitation/Router
Adverti senent handshake. While attached to this DAR, the nobile can
send and receive traffic using HoAl w thout traversing any tunneling
nor speci al packet handl i ng.

If the the nobile node noves to a different DAR, it gets a new | Pv6
address fromthe new access router (Pref2::addr2 - HoA2). 1In case
the MN wants to keep the reachability of the I Pv6 address(es) it
obt ai ned fromthe previous DAR (note that this decision is dynamc
and it is out of scope of this docunent, it can be done on an
application basis for exanple), the host has to involve its M Pv6
stack, by sending a Binding Update to the DAR where the | Pv6 address
i s anchored, using the address obtained fromthe current DAR as care-
of address (in our exanple the MN binds HoA2 as CoA to DAR1).
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+--- - - + +--- - - + +--- - - + +--- - - + +--- - - +
| MN | | DARL | | DAR2 | | CNL | | CN2 |
+--m - - + +--m - - + +--m - - + +--m - - + +--m - - +

I I I I I

|-Rtr. Sol.-> | I |

| <-Rtr. Adv.-| [ [ [

I I I I I
Prefl::addrl | | | |
conf. (HoAl) | | | |

I I I I I

[<----------- +--IP flow 1------------- >| |

I I I I I
- 0-0-0-0- 0 Handover to DARR 0 - 0 - 0- 0- 0 - O -

I I I I I

|[-------- Rtr. Sol.------- >| [ [

<-mm---- Rtr. Adv.-------- [ [ [

Pref2::addr2 | | | |

conf. (HoA2) [ [ [ [

| ----BU----->| | | |

| (CoA=HoA2) | I I I

| <---BA------ | | I I

| (-tnl est.-)| I I I

I I I I I

[ (<--------- )+--1P flow 1------------- >| |

I I I I

| <-------mmae--- IPflow 2-+--------omommmmi oo >|

I I

Figure 1: Signalling after the first handover

In this way, the I Pv6 address that the node wants to maintain in use
(Prefl::addrl) plays the role of honme address (HoAl), and the DAR
fromwhere that address was configured plays the role of Home Agent
(for that particular address). |In this scenario, old flows are
anchored to the previous DAR (DARL), which is in charge to
encaspul ate the packets and deliver themto the MNs CoA. The IP
tunnel is bi-directional, so the MN does the sanme when sendi ng
packets with the old address (HoAl). Conversely, new IP flows are
started using the address configured at the new DAR (HoA2). These
flows are handled by the new DAR as a plain |Pv6 router.

Not e that the FAMA approach basically enables a nobile node to

si mul t aneously handl e several |Pv6 addresses -- each of them anchored
at a different DAR -- ensuring their continuous reachability by using
Mobile IPv6 in a distributed fashion (i.e., each access router is a
potential hone agent for the address it delegates, if required).
Figure 2 illustrates the above case in which the MN is connected to
DAR2, but flowl is anchored at DARLl, because it was started by the M
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using the | Pv6 address Prefl::addrl, configured when the MN was
connected to DARL. In the sanme exanple, the MN starts flow2 using
Pref 2::addr2, assigned by DAR2.

+o- -+ +o- -+
| CN1| | CN2|
+*o o+ +* oo+
* *
* *

* k% k% % *

flowl * * fl ow2

L

-+ Eampp— +--- - - +
* . * | |
| DARL** (__*\ - +DAR2* +- - - - - +DAR3 |
I |\ *| I I
Femm - - + LB Femm - - +
\ *\ *
V¥
flowl using \*--*+ flow2 using
Prefl::addrl |* *| Pref2::addr2
| * MN¥|
+----+

- -

Oper ati ons sequence Packets fl ow
Figure 2. MN's flows forwardi ng i n FAVA

The sane operations take place if the MN noves to another DAR  The
IMN obt ai ns a new address (Pref3::addr3 - HoA3), which is indicated as
CoA in the BU nessages sent by the MN to the previous DARs. This

di stributed address anchoring is enabled on denmand and on a per-
address granularity, which neans that depending on the user needs, it
m ght be the case that all, sonme or none of the |Pv6 addresses that a
nmobi | e node configures while nmoving within a FAMA domain, are kept
reachabl e and used by the nmobile. The schene in Figure 3 depicts the
exanpl e where the MN updates all the previous DARs, mapping the
correspondi ng HoA with the new CoA
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+--- - - + +--- - - + +--- - - + +--- - - + +--- - - +
| MN | | DARL | | DAR2 | | DAR3 | | CNs |
+--m - - + +--m - - + +--m - - + +--m - - + +--m - - +

I I I I

(<----------- )--IPflow 1------------mmmmee oo - >|

I I I

IS IPflow 2-+-----ommmmii e >|

I I I I I
- 0-0-0-0- 0 Handover to DARZ 0 - 0 - 0- 0- 0 - O -

I I I I I

[---------e - Rtr. Sol .-------------- >| |

[<-----mmmee--- Rtr. Adv.--------------- [ [
Pref 3::addr3 | | | |
conf. (HoA3) | | | |

| ----BU----->| | | |

| (CoA=HoA) | I I I

| <---BA------ | | I I

| (-tnl est.-)] [ [ [

|- BU---------- >| | |

I ( CoA=HoA3) I I I

| <ommmeeees BA- - -~ - oo | | |

| (--------- tnl est.------ )| [ [

I I I I I

[ (<--------- Y+-IP flow 1---------mmmmmmm e oo - >|

I I I I

[ (<----mmmmm--- IPflow 2-)+-----mmmmmm e >|

I I I I

[<---mmmmaee - IPflow 3--------------- R >|

I I

Figure 3: Signalling after a second handover

In traditional Mbile |IPv6, the conmunication between the MN and the
HA is secured through | Psec [RFC4877]. Following a simlar approach
in FAMA is difficult due to the |Iarge nunber of security associations
that woul d be required, since any gateway of the access network can
play the role of hone agent for any nobile node. |In order to
overcone this problem and provide authentication between the DAR and
the MNs, we propose the use of Cryptographically Cenerated Addresses
[ RFC3972] (CGAs), as introduced in [I-D.laganier-next-cga]. CGAs are
a powerful nechanismall owing authentication of the packets and

requi res no public-key infrastructure, hence it is well-suited for
this application.

Fol I owi ng the i deas presented above, every tinme an MN attaches to a

DAR, it configures a CGA froma prefix anchored at the DAR (e.g., by
usi ng statel ess address auto-configuration nmechanisns). This address
can then be used by the MN to establish a communication with a renote
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Correspondent Node (CN) while attached to that particular DAR  |f
the mobil e then noves to a new DAR (nDAR), the follow ng two cases
are possible: i) there is no need for the address that was configured
at the previous DAR (pDAR) to survive the novenent: in this case
there is no further action required; ii) the nobile wants to keep the
reachability of the address configured at pDAR in this case Mbile
IPv6 is triggered, and the MN sends a Binding Update (BU) nessage to
the pDAR, using the address configured at the previous DAR as home
address, and the address configured at the new DAR as car e- of

address. This BU includes the CGA paraneters and signature

[1-D. I agani er-nmext-cga], which are used by the receiving DAR to
identify the MN as the legitinmte owner of the address. Although the
use of CGAs does not inpose a heavy burden in terns of performance,
dependi ng on the nunber of M\s handl ed at the DAR, the processing of
the CGAs can be problematic. To reduce the conmplexity of the
proposed protocol, we suggest an alternative nechanismto

aut henti cate any subsequent signaling packets exchanged between the
MN and the DAR (in case the nobile perfornms a new attachnent to a
different DAR). This alternative nethod relies on the use of a

Per manent Home Keygen Token (PHKT), which will be used to generate
the Authorization option that the MN has to include in all next

Bi ndi ng Update nessages. This token is forwarded to the MNin the

Bi ndi ng Acknowl edgnent nessage, sent on reply to the BU  The
procedure is depicted in Figure 4. Once the signaling procedure is
compl eted, a bi-directional tunnel is established between the nobile
node and the DAR where the | Pv6 address is anchored (the "home" DAR
-- HDAR -- for that particular address), so the nobile can continue
using the |1 Pv6 address.
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| MN | | DAR |
I I
OGA | . l
config |-- BU + CGA param + signature ------ >|
I | MW
PHKT | <----emmmmmiie i - BA + PHKT --| auth
caching | |
I I
(first handoff)
PHKT | [
refresh, | |
next | -- BU(PHKT auth) ------------------- >|
handof f s, | |  MN
de-reg |<----------mmmmmie o BA --| auth
I
I

(subsequent si gnaling)
Figure 4: Signaling between the MN and the DAR

In case the MN perforns any subsequent novenents and it requires to
mai ntain the reachability of an address for which it has already sent
a BU, the follow ng BU nmessages can be secured using the PHKT
exchanged before, reducing the conputational |oad at the receiving
DAR.

Note that on every attachnment of a node to a DAR, the term nal also
obtains a new | Pv6 address which is topol ogically anchored at that
DAR, and that this address can be used for new comruni cations
(avoiding in this way the tunneling required when using an address
anchored at a different DAR). A nobile can keep nultiple |IPv6
addresses active and reachable at a given tinme, and that requires to
send -- every time the MN noves -- a BU nessage to all the previous
DARs that are anchoring the IP flows that the MN wish to naintain.

4. 1 ANA Consi derations
TBD.

5. Security Considerations
Al t hough t he approach docunented in this docunent is attractive for
the reduced signaling overhead caused by the nobility support, it can

be misused in sone particular scenarios by nmalicious nodes that wi sh
to export an incorrect CoA in the BU nessage, since it does provide
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6

6

proof of the MN's reachability at the visited network. |ndeed, the
CGA approach assures that the BU nessage has been sent by the
legitimate HoA's owner but it does not make sure that sane MN to be
reachabl e at the CoA indicated. This requires further analysis.

A possi bl e approach to provide a nore secure solution is the
following: a Return Routability procedure sinmilar to the one defined
in MPv6 Route Optim zation can be used to nmitigate the

af orenmenti oned security issue. The Return Routability procedure
starts after the handoff. Instead of sending the BU nessage, the M
sends a Care-of Test Init nessage (CoTl). This nessage is replied by
the DAR with a Care-Of Test message containing a CoA Keygen Token

The MN can now send a BU using both Home and CoA Keygen tokens to
proof its reachability at both the HoA and the CoA. The nessage and
the know edge of both tokens is a proof that the MNis the legitimate
node who has sent the BU and al so is reachable at the CoA indicated.
As all security inprovenents, the one proposed incurs in a
performance penalty, in this case an increase in the handover del ay.
Specifically this enhanced security approach requires four nessages
to be exchanged between the MN and the DAR instead of the two
messages of the original solution. 1In ternms of handover delay, it
increases it by a factor of two, as the new solution requires to two
Round Trip Tines (RTTs) to conclude, instead of one.
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Appendi x A, Conparison with Requirenment docunent

In this section we descrbe how our solution addresses the DWW
requirenents listed in [ RFC7333].

A.1. Distributed nobility nmanagenent

"I'P mobility, network access solutions, and forwardi ng sol utions
provi ded by DMM MJST enable traffic to avoid traversing a single
mobility anchor far fromthe optimal route.”

In our solution, a DAR is responsible to handle the nobility for
those IP flows started when the MNis attached to it. As long as the
MN renmai ns connected to the DAR s access links, the | P packets of
such flows can benefit fromthe optimal path. Wen the MN noves to
anot her DAR, the path beconmes non-optimal for ongoing flows, as they
are anchored to the previous DAR, but newy started |IP sessions are
forwarded by the new DAR through the optinal path.
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A. 2. Bypassabl e network-1ayer nobility support for each application
sessi on

"DMM sol uti ons MJST enabl e network-layer nobility, but it MJST be
possi bl e for any individual active application session (flow to not
use it. Mbility support is needed, for exanple, when a nobile host
nmoves and an application cannot cope with a change in the | P address.
Mobility support is also needed when a nobile router changes its IP
address as it noves together with a host and, in the presence of
ingress filtering, an application in the host is interrupted.
However, nobility support at the network layer is not always needed;
a nobil e node can often be stationary, and nobility support can also

be provided at other layers. It is then not always necessary to
mai ntain a stable I P address or prefix for an active application
session.”

Qur DMM sol ution operates at the I P | ayer, hence upper |ayers are
totally transparent to the nobility operations. In particular
ongoing | P sessions are not disrupted after a change of access
network. The routability of the old address is ensured by the IP
tunnel with the old DAR New I P sessions are started with the new
address. Fromthe application’s perspective, those processes which
sockets are bound to a unique |IP address do not suffer any inpact.
For the other applications, the sockets bound to the old address are
preserved, whereas next sockets use the new address.

A. 3. 1Pv6 depl oynment
"DMM sol uti ons SHOULD target |Pv6 as the primary depl oynent
envi ronment and SHOULD NOT be tailored specifically to support |Pv4,
particularly in situations where private | Pv4 addresses and/or NATs
are used."
The DWM sol ution we propose targets | Pv6 only.

A 4. Existing nobility protocols

"A DW sol ution MIST first consider reusing and extending | ETF
standard protocols before specifying new protocols."

This DWM solution is derived fromthe operations and nessages
specified in [ RFC6275], [RFC3972], and [I-D.laganier-nmext-cga].
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A.5. Coexistence with depl oyed networks/ hosts and operability across
di fferent networks

"A DW solution may require | oose, tight, or no integration into
existing nobility protocols and host |P stacks. Regardless of the
integration level, DW inplenentati ons MIST be able to coexist with
exi sting network depl oynments, end hosts, and routers that may or may
not inplement existing nobility protocols. Furthernore, a DWW

sol ution SHOULD work across different networks, possibly operated as
separate adm ni strative donmi ns, when the needed nobility managenent
signaling, forwarding, and network access are allowed by the trust
rel ati onshi p between thent

The proposed solution can provide a fall back nechani sm enpl oyi ng

| egacy Mobile I Pv6, for instance forcing the MN to use only one DAR
Moreover, this solution applies when the MN is connected to an

adm ni strative donmain not supporting trust relationships. |ndeed,
all the | P sessions can remain anchored to the DARs of the "hone"
domain. Qur solution can be depl oyed across different domains with
trust agreenents.

A. 6. Operation and nanagenent consi derations

"A DW sol ution needs to consider configuring a device, nonitoring

the current operational state of a device, and responding to events
that inpact the device, possibly by nodifying the configuration and
storing the data in a format that can be anal yzed | ater

The proposed solution can re-use existing nechanisns defined for the
operation and nanagenent of Mobile |Pv6.

A. 7. Security considerations

"A DW sol uti on MJST support any security protocols and nechani sns
needed to secure the network and to nake continuous security

i nprovenents. In addition, with security taken into consideration
early in the design, a DMM sol ution MUST NOT introduce new security
risks or anplify existing security risks that cannot be mtigated by
exi sting security protocols and nechanisns.”

The proposed sol ution uses a CGA-based security systemto enable
aut henti cation and authorization of nobile hosts.

A. 8. Mul ti cast

"DMM SHOULD enabl e nulticast solutions to be devel oped to avoid
network inefficiency in nmulticast traffic delivery."
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This solution does not include nmulticast traffic in its scope.
Neverthel ess, it allows conbining nulticast support solutions, such
as local subscription at each DAR, which would result in a flexible
di stribution scenario.

Appendi x B. Open DWW platform

The client-based DMM sol ution described in this docunent is avail able
at the Open Distributed Mbility Managenment (ODMM) project
(http://ww. odmm net/). The CDMM platformis intended to foster DV
devel opnent and depl oynent, by serving as a framework to host open
source i npl enent ati ons.
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