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Abst ract

The nunber of nobile users and their traffic demand is expected to be
ever-increasing in future years, and this growh can represent a
limtation for deploying current nobility nmanagenent schenes that are
intrinsically centralized, e.g., Mbile |Pv6 and Proxy Mobil e |Pv6.
For this reason it has been waved a need for distributed and dynam c
mobi | ity managenent approaches, with the objective of reducing
operators’ burdens, evolving to a cheaper and nore efficient
architecture.

This draft describes nultiple solutions for network-based distributed
mobi | ity managenent inspired by the well known Proxy Mobile |Pv6.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 12, 2018.
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1.

I nt roducti on

Current IP nobility solutions, standardized with the names of Mdbile
| Pv6 [ RFC6275], or Proxy Mobile I Pv6 [ RFC5213], just to cite the two
nost rel evant exanples, offer nobility support at the cost of
handl i ng operations at a cardinal point, the nobility anchor, and
burdening it with data forwardi ng and control nechanisns for a great
anount of users. As stated in [RFC7333], centralized mobility
solutions are prone to several problens and limtations: |onger (sub-
optinmal) routing paths, scalability problens, signaling overhead (and
nmost likely a |onger associated handover |atency), nore conpl ex

net wor k depl oyment, higher vulnerability due to the existence of a
potential single point of failure, and lack of granularity on the
mobi | ity managenent service (i.e., nmobility is offered on a per-node
basis, not being possible to define finer granularity policies, as
for exanpl e per-application).

The purpose of Distributed Mbility Managenment is to overcone the
limtations of the traditional centralized nmobility nmanagenent

[ RFC7333] [RFC7429]; the main concept behind DWM sol utions is indeed
bringing the mobility anchor closer to the MN. Followi ng this idea,
in our proposal, the central anchor is noved to the edge of the

net wor k, being deployed in the default gateway of the nobile node.
That is, the first elements that provide |P connectivity to a set of

M\s are also the nobility nanagers for those MNs. |In the foll ow ng,
we will call these entities Mbility Anchor and Access Routers
( MAARS) .

Thi s docunment focuses on network-based DMM hence the starting point
is making PM Pv6 working in a distributed manner [RFC7429]. |n our
proposal, as in PMPv6, mobility is handl ed by the network w thout
the MNs invol verrent, but, differently fromPM P, when the M noves
from one access network to another, it al so changes anchor router
hence requiring signaling between the anchors to retrieve the W's
previous location(s). Also, a key-aspect of network-based DMM is
that a prefix pool belongs exclusively to each MAAR, in the sense
that those prefixes are assigned by the MMAR to the MNs attached to
it, and they are routable at that MAAR

In the followi ng, we consider two nain approaches to desi gn our DWM
sol uti ons:

o Partially distributed schemes, where the data plane only is
di stributed anong access routers simlar to MAGs, whereas the
control plane is kept centralized towards a cardi nal node used as
information store, but relieved fromany route nmanagenent and MN' s
data forwarding task.
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o Fully distributed schemes, where both data and control planes are
di stributed anong the access routers.
2. Term nol ogy

The following terns used in this docunent are defined in the Proxy
Mobil e | Pv6 specification [ RFC5213]:

Local Mobility Anchor (LMA)
Mobi | e Access Gateway (MAG
Mobi | e Node (MN)
Bi ndi ng Cache Entry (BCE)
Proxy Care-of Address (P-CoA)
Proxy Bi ndi ng Update (PBU)
Proxy Bi ndi ng Acknow edgenent (PBA)
The following terns are defined and used in this docunent:
MAAR (Mobility Anchor and Access Router). First hop router where the
mobi | e nodes attach to. It also plays the role of nobility
manager for the 1 Pv6 prefixes it anchors, running the

functionalities of PMP s MAG and LMNA

CVMD (Central Mobility Database). Node that stores the BCEs all ocated
for the MNs in the nobility domain.

P- MAAR (Previous MAAR). MAAR which was previously visited by the M\
and is still involved in an active flow using an IPv6 prefix it
has advertised to the MN (i.e., MAAR where that | Pv6 prefix is
anchored). There might be nmultiple P-MAARs for an MN's nobility
sessi on.

S- MAAR (Serving MAAR). MAAR which the MNis currently attached to.
3. Partially distributed solution

The follow ng solution consists in de-coupling the entities that

participates in the data and the control planes: the data pl ane

becones distributed and managed by the MAARs near the edge of the

network, while the control plane, besides on the MAARs, relies on a
central entity called Central Mbility Database (CMD). 1In the
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proposed architecture, the hierarchy present in PMP between LMA and
MAG is preserved, but with the follow ng substantial variations:

o The LMAis relieved fromthe data forwarding role, only the
Bi ndi ng Cache and its nmanagenent operations are nmintained. Hence
the LMA is renaned into Central Mbility Database (CVMD). Al so,
the CMD is able to send and parse both PBU and PBA nessages.

o The MAGis enriched with the LMA functionalities, hence the name
Mobility Anchor and Access Router (MAAR). It maintains a | ocal
Bi nding Cache for the MNs that are attached to it and it is able
to send and parse PBU and PBA messages.

o The binding cache will have to be extended to include information
regardi ng previous MAARs where the nobil e node was anchored and
still retains active data sessions, see Appendix B for further
detail s.

o Each MAAR has a uni que set of global prefixes (which are
configurable), that can be allocated by the MAAR to the MN\s, but
nmust be exclusive to that MAAR, i.e. no other MAAR can allocate
the sane prefixes.

The MAARs | everage on the Central Mbility Database (CVMD) to access
and update information related to the M\Ns, stored as nobility
sessions; hence, a centralized node maintains a gl obal view on the
status of the network. The CVMD is queried whenever a MN is detected
to join/leave the nmobility domain. It might be a fresh attachnent, a
detachnent or a handover, but as MAARs are not aware of past
information related to a nobility session, they contact the CMD to
retrieve the data of interest and eventually take the appropriate
action. The procedure adopted for the query and the nessages
exchange sequence might vary to optimze the update |atency and/or
the signaling overhead. Here is presented one nethod for the initia
registration, and three different approaches to update the nobility
sessions using PBUs and PBAs. Each approach assigns a different role
to the CMD:

o The CVMD is a PBU PBA rel ay;
o The CVMDis only a MAAR | ocat or;

o The CVMD is a PBU PBA proxy.
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.1. Initial registration

Upon the MN' s attachment to a MAAR, say MAARL, if the MNis

aut hori zed for the service, an | Pv6 global prefix belonging to the
MAAR s prefix pool is reserved for it (Prefl) into a tenporal Binding
Cache Entry (BCE) allocated locally. The prefix is sent in a

[ RFC5213] PBUwWith the MN's Identifier (MN\-1D) to the CVD, which,
since the session is new, stores a permanent BCE containing as main
fields the MN-ID, the MN's prefix and MAARL' s address as Proxy- CoA.
The CMD replies to MAARL with a PBA including the usual options
defined in PM P/ RFC5213, neaning that the MN's registration is fresh
and no past status is available. MAARL definitely stores the
tenmporal BCE previously allocated and unicasts a Router Advertisenent
(RA) to the MN including the prefix reserved before, that can be used
by the MNto configure an I Pv6 address (e.g., with statel ess auto-
configuration). The address is routable at the MAAR, in the sense
that it is on the path of packets addressed to the MN\. Mreover, the
MAAR acts as plain router for those packets, as no encapsul ati on nor

special handling takes place. Figure 1 illustrates this scenario.
+em e + +-- -+ +- -+
| MAARL| | ovD) Ke
+----- + +---+ +* -+
I I *
WN | * R
attach. | *ok Kk _|CvDl_
det ection | flowl * [ +-+-+\
I I * / I \
| ocal BCE | * / | \
al | ocation | * / | \
| --- PBU -->| R +--4- -+ IS S +
I BCE | = I I I I
[ creation | MAARL+- - - - - - +MAAR2+- - - - - +MAAR3|
| <-- PBA ---| o I I I I
| ocal BCE | +---*ot +eenns + R +
finalized | *
[ | Pref1 *
| | -
| | | MN|
| | ot

Qper ati ons sequence

Packets fl ow

Figure 1: First attachment to the network
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3.2. The CMD as PBU PBA rel ay

When the MN noves fromits current access and associ ates to MAAR2
(now the S-MAAR), MAAR2 reserves another IPv6 prefix (Pref2), it
stores a tenporal BCE, and it sends a plain PBU to the CMVD for

regi stration. Upon PBU reception and BC | ookup, the CVMD retrieves an
al ready existing entry for the M\, binding the MM-ID to its former

| ocation; thus, the CMD forwards the PBU to the MAAR indi cated as
Proxy CoA (MAAR1l), including a new nobility option to comunicate the
S-MAAR s gl obal address to MAARL, defined as Serving MAAR Qption in
Section 3.6.2. The CMD updates the P-CoA field in the BCE related to
the MN with the S-MAAR s address.

Upon PBU reception, MAARL can install a tunnel on its side towards
MAAR2 and the related routes for Prefl. Then MAARL replies to the
CVMD with a PBA (including the option nentioned before) to ensure that
the new | ocation has successfully changed, containing the prefix
anchored at MAARL in the Honme Network Prefix option. The CWVD, after
receiving the PBA, updates the BCE popul ating an instance of the
P-MAAR list. The P-MAAR list is an additional field on the BCE that
contains an el ement for each P-MAAR involved in the MN's mobility
session. The list elenent contains the P-MAAR s gl obal address and
the prefix it has del egated (see Appendix B for further details).

Al so, the CVD send a PBA to the new S-MAAR, containing the previous
Proxy- CoA and the prefix anchored to it enbedded into a new nobility
option called Previous MAAR Option (defined in Section 3.6.1), so
that, upon PBA arrival, a bi-directional tunnel can be established
between the two MAARs and new routes are set appropriately to recover
the IP flow(s) carrying Prefl.

Now packets destined to Prefl are first received by MAARL,

encapsul ated into the tunnel and forwarded to MAAR2, which finally
delivers themto their destination. |In uplink, when the MN transmts
packets using Prefl as source address, they are sent to MAAR2, as it
is MN's new default gateway, then tunneled to MAARL which routes them
towards the next hop to destination. Conversely, packets carrying
Pref2 are routed by MAAR2 without any special packet handling both
for uplink and downlink. The procedure is depicted in Figure 2.
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3.3. The CVD as MAAR | ocat or

Sept enber 2017

The handover | atency experienced in the approach shown before can be

reduced if the P-MAARs are allowed to signal
informati on to the new S- MAAR

directly their
This procedure reflect what was

described in Section 3.2 up to the nonment the P-MAAR receives the PBU

with the P-MAAR option.

At that point a P-MAAR is aware of the new

MN' s | ocation (because of the S-MAAR s address in the S-MAAR option),

and, besides sending a PBA to the CM,
S-MAAR including the prefix it is anchoring.
not need to include new options,

it also sends a PBA to the
This latter
as the prefix is enbedded in the HNP

PBA does

option and the P-MAAR s address OS taken fromthe nessage’s source

addr ess.

The CMD is relieved fromforwarding the PBA to the S MAAR

as the latter receives a copy directly fromthe P-MAAR with the
necessary information to build the tunnels and set the appropriate

routes. In Figure 3 is illustrated the new nmessages sequence, while
the data forwarding is unaltered.
oo + +o- -+ oo + +- -+ +- -+
| MAARL| | VY | MAARZ| | ON| | ON|
+--- - - + +-- -+ +--- - - + +* - + +* - +
I I I * *
| | M O
| | attach * Kk k ok k _l _ *
[ [ det. flowl * [ +-+-+\ *f1 ow2
| |<-- PBU ---| * A
I BCE I * / I *kkkk*x %
[ check+ [ * / | * \
| updat e | L G H- - - F I SRR +
| <-- PBU*---| I | = I *| I I
route | | | MMARL] | MAAR2+- - - - - +MAAR3|
updat e I I [ G ) I I
--------- PBA --------3>| [ pep— +-Fo x4 [ pep—
| --- PBA*-->| route *oox
| BCE updat e Prefl * *Pref2
| updat e | $E_ kg
[ [ [ ---nmove- - >| *NF|
| | | oo
Oper ati ons sequence Dat a Packets fl ow
PBU/ PBA Messages with * contain
a new nobility option
Figure 3: Scenario after a handover, CMD as | ocator
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3.4. The CVD as MAAR proxy

A further enhancement of previous solutions can be achi eved when the
CVMD sends the PBA to the new S-MAAR before notifying the P- MAARs of
the | ocation change. |Indeed, when the CVD receives the PBU for the
new registration, it is already in possess of all the information
that the new S-MAAR requires to set up the tunnels and the routes.
Thus the PBAis sent to the S-MAAR i medi ately after a PBU is
received, including also in this case the P-MAAR option. In
parallel, a PBUis sent by the CMD to the P-MAARs contai ning the

S- MAAR option, to notify them about the new MN's | ocation, so they
receive the information to establish the tunnels and routes on their
side. Wen P-MAARs conpl ete the update, they send a PBA to the CMVMD
to indicate that the operation is concluded and the information are
updated in all network nodes. This procedure is obtained fromthe
first one re-arranging the order of the nmessages, but the paraneters
communi cated are the same. This schene is depicted in Figure 4,
where, again, the data forwarding is kept untouched.

H-- - - - + +---+ H-- - - - + +- -+ +- -+
| MAARL| | VY | MAARZ| | ON| | ON|
+--- - - + +-- -+ +--- - - + +* -+ +* -+

I I I * *

| | WN * -+ *

[ [ attach. *okokok ok _|evp *

| | det. flowl * [ +-+-+\ *fl ow2

| | <-- PBU ---| * / | Vo

| BCE | * / | K,k kkk kK

[ check+ | * / | * \

| updat e | Fo--Fo 4o -4t oo +

| <-- PBU*---x--- PBA*-->| | * *| | |
route | route | MAARL| | MAAR2+- - - - - +MAARZ|
updat e | updat e | i G )rE o F | |

| --- PBA*--3>| [ +eoma - + +-*oo* g R +

| BCE | * *

[ updat e | Prefl1 * *Pref2

| | | P

| | | ---nmove- - >| *UN¥|

| | | LRREE

Oper ati ons sequence Dat a Packets fl ow

PBU/ PBA Messages with * contain
a new nobility option

Figure 4: Scenario after a handover, CMD as proxy
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3.5. De-registration

The de-registration mechani sm devised for PMPv6 is no | onger valid
in the Partial DM architecture. This is notivated by the fact that
each MAAR handl es an i ndependent nobility session (i.e., a single or
a set of prefixes) for a given M\, whereas the aggregated session is
stored at the CMD. |Indeed, when a previous MAAR initiates a de-

regi stration procedure, because the MNis no |onger present on the
MAAR s access link, it renoves the routing state for that (those)
prefix(es), that would be deleted by the CMD as well, hence defeating
any prefix continuity attenpt. The sinplest approach to overcone
this linmtation is to deny an old MAAR to de-register a prefix, that
is, allowing only a serving MMAR to de-register the whole M session
This can be achieved by first renoving any | ayer-2 detachnment event,
so that de-registration is triggered only when the session lifetinme
expires, hence providing a guard interval for the MN to connect to a
new MAMAR. Then, a change in the MAAR operations is required, and at
this stage two possible solutions can be depl oyed:

0 A previous MAAR stops the BCE tiner upon receiving a PBU fromthe
CVMD containing a "Serving MAAR' option. In this way only the
Serving MAAR is allowed to de-register the nobility session
arguing that the WN left definitely the donain.

0 Previous MAARs can, upon BCE expiry, send de-registrati on nessages
to the CMD, which, instead of acknow edgi ng the nmessage with a 0
lifetime, send back a PBA with a non-zero lifetinme, hence re-
newi ng the session, if the MNis still connected to the donain.

The evaluation of these nethods is left for future work

3.6. Message Format

This section defines two Mobility Options to be used in the PBU and
PBA nessages:

Previ ous MAAR Opti on;
Servi ng MAAR Opti on.

In the current draft the nessages reflect IPv6 fornmat only. |Pv4
compatibility will be added in next rel ease.

3.6.1. Previous MAAR Option
This new option is defined for use with the Proxy Binding

Acknowl edgenent nessages exchanged by the CMD to a MAAR.  This option
is used to notify the S-MAAR about the previous MAAR s gl obal address
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and the prefix anchored to it. There can be multiple Previous MAAR
options present in the message. Its format is as foll ows:

0 1 2 3
01234567890123456789012345678901
S R

[ Type [ Length | Prefix Length |
B S S i i i S I S i S S S S e e

P- MMAR' s addr ess

B i S T T i S i S i S N

Hone Network Prefix

AT AT A T T T 4

I
+
I
+
I
+
I
+
I
+
I
+
I
+
I
+

B s e S e e e s e i e e
Type
To be assigned by | ANA
Length
8-bit unsigned integer indicating the Iength of the option in
octets, excluding the type and length fields. This field MIST be
set to 34.
Prefix Length

8-bit unsigned integer indicating the prefix length of the IPv6
prefix contained in the option

Previ ous MAAR s address
A sixteen-byte field containing the P-MAAR s | Pv6 gl obal address.
Honme Network Prefix

A sixteen-byte field containing the nobile node’'s | Pv6 Home
Net wor k Prefi x.
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3.6.2. Serving MAAR Option

This new option is defined for use with the Proxy Binding Update and
Proxy Bi ndi ng Acknow edgenent nessages exchanged between the CVD and
a Previous MAAR. This option is used to notify the P-MAAR about the
current Serving MAAR s gl obal address. |Its format is as follows:

0 1 2 3

01234567890123456789012345678901
B S O g S S S S
| Type | Length |

B T o T e S S S T

s it Sl

I
+
I
S- MAAR s address +
I
+
I
+

B i i S Tk sl o S S S S S i S S S i e o
Type
To be assigned by | ANA
Length
8-bit unsigned integer indicating the Iength of the option in
octets, excluding the type and length fields. This field MIST be
set to 16.
Serving MAAR s address
A sixteen-byte field containing the SSMAAR s | Pv6 gl obal address.
4. Fully distributed solution
In this section we introduce the guidelines to evolve our partially
DM solution into a fully distributed one. W l|ist the key concepts
in the following (sone of the points are already enforced in previous

sections of this docunment):

o Al MAARs have a pool of global routable |IPv6 prefixes to be
assigned to MNs on the access |ink.
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0 Any central control entity is renoved fromthe architecture and
each MMAR will retain it’s own cache for the nobile nodes directly
anchored to it.

0 Both control and data planes are now entirely handl ed by the
MAARSs.

Because we aimfor a fully distributed approach, the | ack of

know edge of other MAARs and their advertised prefixes becones a
serious obstacle. |In this particular case, when a WMN attaches to a
MAAR, there are two main pieces ofi nformation that this MAAR
requires to know, to properly assure a nobile node’'s nobility and
continuity of its data flows: i) if the node has any P-MAARs and
their addresses; ii) if it has P-MAARs, which prefixes were
advertised by which MAAR

There are several nethods to achieve this:

o Make before approaches, enploying Layer 2 or Layer 3 nechani sns.
The target MAAR i s known in advance by the current MAAR before
handover, hence the nobility context can be transferred.

o Distributed schenes for MAAR discovery: it can based on a peer-to-
peer approach; or it can enploy a unicast, nulticast or broadcast
query system

o Explicit notification by the MN. For example, extending the |ayer
three I P address configuration nmechanisnms (e.g., ND).

0 Oher MNto MAAR conmunication protocol (e.g., |EEE 802.21).

5. | ANA Consi derations
TBD.

6. Security Considerations
The sol ution assunes that the nodes are trusted and secure MAAR-t O-
MAAR comuni cations are in place, for instance re-using the security
mechani sns defined for PMPv6. Thus, the solution does not introduce
any new security vulnerability.
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Appendi x A.  Conparison with Requirement docunent

In this section we descrbe how our solution addresses the DWW
requirenents listed in [ RFC7333].

A.1. Distributed nmobility nmanagenent
"I'P nobility, network access solutions, and forwarding sol utions

provi ded by DMM MJST enable traffic to avoid traversing a single
mobility anchor far fromthe optinmal route.”
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In our solution, a MMAAR is responsible to handle the mobility for
those IP flows started when the MNis attached to it. As long as the
IMN remai ns connected to the MAAR s access |links, the I P packets of
such flows can benefit fromthe optimal path. Wen the MN noves to
anot her MAAR, the path becones non-optinal for ongoing flows, as they
are anchored to the previous MAAR, but newly started | P sessions are
forwarded by the new MAAR t hrough the optimal path

A. 2. Bypassable network-layer nobility support for each application
session

"DMM sol uti ons MJST enabl e network-layer nmobility, but it MJST be
possi bl e for any individual active application session (flow) to not
use it. Mbility support is needed, for exanple, when a nobile host
nmoves and an application cannot cope with a change in the |IP address.
Mobility support is also needed when a nobile router changes its IP
address as it noves together with a host and, in the presence of
ingress filtering, an application in the host is interrupted.
However, nobility support at the network layer is not always needed;
a mobil e node can often be stationary, and nobility support can al so

be provided at other layers. It is then not always necessary to
mai ntain a stable I P address or prefix for an active application
session."

Qur DMM sol ution operates at the I P | ayer, hence upper |ayers are
totally transparent to the nobility operations. |In particular,
ongoi ng | P sessions are not disrupted after a change of access
network. The routability of the old address is ensured by the IP
tunnel with the old MAAR. New | P sessions are started with the new
address. Fromthe application's perspective, those processes which
sockets are bound to a unique |IP address do not suffer any inpact.
For the other applications, the sockets bound to the old address are
preserved, whereas next sockets use the new address.

A. 3. 1Pv6 depl oynent
"DMM sol uti ons SHOULD target |Pv6 as the primary depl oynent
envi ronment and SHOULD NOT be tailored specifically to support |Pv4,
particularly in situations where private | Pv4 addresses and/or NATs
are used."
The DWM sol ution we propose targets | Pv6 only.

A 4. Existing nobility protocols

"A DW sol ution MJUST first consider reusing and extending | ETF
standard protocols before specifying new protocols."
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This DWM solution is derived fromthe operations and nessages
specified in [ RFC5213].

A.5. Coexistence with depl oyed networks/ hosts and operability across
di f ferent networks

"A DM solution may require |l oose, tight, or no integration into
existing nobility protocols and host |IP stacks. Regardless of the
integration |evel, DWM i npl enentati ons MJST be able to coexist with
exi sting network depl oynents, end hosts, and routers that may or may
not inplenment existing nobility protocols. Furthernore, a DV

sol ution SHOULD work across different networks, possibly operated as
separate adninistrative donmains, when the needed nobility nanagenent
signaling, forwarding, and network access are allowed by the trust
rel ati onshi p between thent

The partially DMM solution can be extended to provide a fallback

mechani smto operate as | egacy Proxy Mbile IPv6. It is necessary to
instruct MAARs to always establish a tunnel with the same MAAR,
working as LMA. The fully DMM sol ution can be extended as well, but

it requires nore intervention. The partially DVM solution can be
depl oyed across different domains with trust agreenents if the CVDs
ot the operators are enabled to transfer context fromone node to
another. The fully DWM solution works across nultiple donains if
both solution apply the same signalling schene.

A. 6. Operation and managenent consi derations

"A DW sol ution needs to consider configuring a device, nonitoring
the current operational state of a device, and responding to events
that inpact the device, possibly by nodifying the configuration and
storing the data in a format that can be anal yzed |l ater.

The proposed solution can re-use existing nechanisns defined for the
operation and nmanagenent of Proxy Mobile |Pv6.

A. 7. Security considerations

"A DW sol uti on MJST support any security protocols and nechani sns
needed to secure the network and to nake continuous security

i mprovenents. In addition, with security taken into consideration
early in the design, a DMM sol ution MUST NOT introduce new security
risks or anplify existing security risks that cannot be nmitigated by
exi sting security protocols and nechani sns."

The proposed sol ution does not specify a security nechanism given
that the same mechani smfor PM Pv6 can be used.
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A.8. Milticast

"DMM SHOULD enabl e nulticast solutions to be devel oped to avoid
network inefficiency in nmulticast traffic delivery."

This solution in its current version does not specify any support for
mul ticast traffic, which is left for study in future versions.

Appendi x B. I nplenmentation experience

The net wor k- based DMM sol ution described in section Section 3.4 is
now avail able at the Qpen Distributed Mbility Managenent (ODMV)
project (http://ww. odmm net/), under the name of Mbility Anchors
Distribution for PMPv6 (MAD-PM Pv6). The ODMM platformis intended
to foster DWM devel opnent and depl oynent, by serving as a franmework
to host open source inplenentations.

The MAD-PM Pv6 code is developed in ANSI C fromthe existing UMP

i npl ementation for PMP. The nost rel evant changes with respect to
the UM P original version are related to howto create the CVD and
MAAR s state nachines fromthose of an LMA and a MAG for this

pur pose, part of the LMA code was copied to the MAG in order to send
PBA nessages and parse PBU. Also, the LMA routing functions were
renoved conpl etely, and noved to the MAG because MAARs need to route
through the tunnels in downlink (as an LMA) and in uplink (as a MAG.

Tunnel managenent is hence a rel evant technical aspect, as multiple
tunnel s are established by a single MAAR, which keeps their status
directly into the MN's BCE. |ndeed, fromthe inplenentation
experience it was chosen to create an ancillary data structure as
field within a BCE: the data structure is called "MAAR Iist" and
stores the previous MAARsS' address and the correspondi ng prefix(es)
assigned for the MN. Only the CMD and the serving MAAR store this
data structure, because the CVMD maintains the global MN's nmobility
session forned during the MN's roanming within the donmain, and the
serving MAAR needs to know whi ch previous MAARs were visited, the
prefix(es) they assigned and the tunnels established with them
Conversely, a previous MAAR only needs to know which is the current
Serving MAAR and establish a single tunnel with it. For this reason,
a MAAR that receives a PBU fromthe CVD (neaning that the MN attached
to another MAAR), first sets up the routing state for the W's
prefix(es) it is anchoring, then stop the BCE expiry tiner and
deletes the MMAR Iist (if present) since it is no |longer useful.

In order to have the MN totally unaware of the changes in the access
link, all MAARs inplenent the Distributed Logical Interface (DLIF)
concept devised in [|-D. bernardos-dnmdi stri buted-anchoring].
Moreover, it should be noted that the protocols designed in the
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docunment work only at the network |ayer to handle the MNs joining or
| eaving the domain. This should guarantee a certain i ndependency to
a particul ar access technology. The inplenentation reflects this
reasoni ng, but we argue that an interaction with [ower |ayers
produces a nore effective attachnent and detachnment detection
therefore inproving the performance, al so regarding de-registration
mechani sns.

It was chosen to inplenment the "proxy" solution because it produces
t he shortest handover |atency, but a slight nodification on the CVMD
state machi ne can produce the first scenario described ("relay")

whi ch guarantees a nore consi stent request/ack schenme between the
MAARS. By nodifying also the MAAR s state nmachine it can be

i mpl ement ed the second solution ("locator").

An early MAD-PM Pv6 inplenentati on was shown during a denp session at
the ETF 83rd, in Paris in March 2012. An enhancenment version of the
prot ot ype has been presented at the 87th | ETF neeting in Berlin, July
2013. The updated denmp included a use case scenari o enpl oying a CDN
system for video delivery. Mre, MAD- PM Pv6 has been extensively
used and evaluated within a testbed enpl oyi ng heterogeneous radio
accesses within the framework of the MEDI EVAL EU project. MAD PM Pv6
software is currently part of a DVMtest-bed conprising 3 MAARs, one
CMVMD, one MN and a CN. Al the nachines used in the denps were Linux
UBUNTU 10. 04 systens with kernel 2.6.32, but the prototype has been
tested al so under newer systens. This testbed was al so used by the

i JON EU proj ect.
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