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Abst ract

Host stacks can support mobility at nmultiple layers. Mobility
protocol s operating at different |layers constitute alternate
solutions with various pros and cons, and they can al so have adverse
af fects on each ot her when used sinmultaneously. Optinal results in
terns of seanl ess handover and data-path optinization can be achieved
when execution of these protocols are coordinated.
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1. Introduction

Host stacks can support nmobility at multiple |ayers, such as network,
transport, and application layers. Mbility protocols operating at
different |ayers have different characteristics in terns of
availability, support for seanl ess handovers, and data-path
efficiency. No single solution supports both seanl ess handovers and
opti num dat a- paths whil e being universally available to all hosts and
networks. Furthernore, nobility protocols at different |ayers can
have adverse affect on each other when operating sinultaneously
(e.g., one blocking the other).

Thi s docunment describes the problemin detail, and proposes a
solution to achieve optimal results by coordi nating the execution of
mul tiple nmobility protocols.

2. Notational Conventions
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].
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3.

Pr obl em St at enent

A nunmber of protocol solutions are available to nobile hosts for
mai ntai ni ng their end-to-end conmuni cati on sessi ons whil e changi ng
their point of attachnent within the I P network topology. Such
solutions include but are not linited to Mbile | P [RFC6275]

[ RFC5944], Proxy Mbile | P [RFC5213] [RFC5563], GTP [GIP], LISP

[ RFC6830], MBI KE [ RFC4555], MPTCP [ RFC6824], SCTP [ RFC4960], SIP
[ RFC3261], and the proprietary ones built into the individua
applications (such as Instant Messengers). Wile any of these
protocol s can mai ntain session continuity, they have different
characteristics.

The solutions that can conpletely hide IP nobility fromthe nobile
host stack include protocols like Proxy Mbile IP and GIP. These
sol utions appear to operate below Layer 3 fromthe nobile host’s
stack perspective (hence we call them "sub-IP solutions"). Sub-IP
solutions are available to all 3G 4G ternm nals. Every application on
a host attached to such a network can benefit fromthe nmobility
service provided by these protocols. These protocols can achieve
seanl ess handovers, thanks to their ability to build data-path

ext ensi ons between source and target access networks during
handovers. Data-path extension can be setup fast because they
requi re short-haul signaling between the nearby access networks.
Even though the handovers are seanl ess, the end-to-end data- paths
bet ween the nobile hosts and their corresponding hosts are sub-
optimal due to triangular routing via off-path IP anchors.

Prot ocol solutions operating at I P layer include Mbile |IP and

MBI KE. These solutions are not available on all nobile host stacks.
When they are available, they can be utilized by any of the
applications running on the nobile host. Seanl ess handover
capability and data-path suboptimality handicap apply to this group
of solutions for the sanme reasons as outlined for the sub-IP
sol uti ons.

Sol uti ons operating above the IP | ayer include MPTCP, SCTP, SIP, and
application-specific ones. Availability of these protocols cannot be
guaranteed on every host. Furthernore, even when they are avail abl e,
their applicability to applications is limted. For exanple, MPTCP
only applies to TCP-based applications, not to UDP-based
applications. Seamnl ess handovers are not possible with these
solutions as any handover-rel ated state update requires a | ong-haul
end-to-end signaling with the corresponding host. The round-trip
time required for this signaling becones the source of packet |oss
and del ay during handovers. |nbound packets that are in-flight
during the handover procedure are |ost, and outbound packets cannot
be transmitted until the handover is conpleted. On the other hand,
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4.

4.

the end-to-end data-path is always optinmal as the | P packets use
topol ogi cal | P addresses and they are not forced to traverse off-path
| P anchors.

Each of these nobility protocols, when present, operate in isolation
They are not aware of each other’'s presence or state, and they do not
coordinate their state machi nes anong each other either

Furt hernmore, solutions operating at the | ower |ayers negatively

i npact the solutions operating at the higher |layers. For exanple,
MPTCP cannot detect |P subnet change when the host al so uses Mbile
IP. Mbile I P hides any | P address change from hi gher-Ilayers, not
only fromthe applications (an intended benefit) but also fromthe
MPTCP i npl ementati on (an undesirable side effect). Therefore, a
mobi | e host stack inplenenting both Mobile IP and MPTCP cannot enjoy
the mobility benefits of MPTCP due to Mobile IP operation. This
creates a sub-optinmal result.

Each solution type has its pros and cons, and there is no clear

wi nner anmong them No single solution can provide both seanl ess
handovers and optimal data-paths by itself. Furthernore, solutions
can have negative side-effects on each other to the extent that sone
are rendered usel ess.

Sol ution
1. Approach

Sub-1P and | P-1ayer solutions can provide seanl ess handovers but | ack
data-path optim zation. On the other hand, above-I|P sol utions
provi de data-path optim zation but fail to provide seanl ess
handovers. The ideal solution would be based on coordi ant ed
execution of the two types of solutions.

Let’s illustrate the solution concept in action on a sinple cal
flow. Consider the case where both the nobile host and its
correspondi ng host support MPTCP, and the access network supports
Proxy Mobile IP.
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Mobi | e Cor respondi ng
Host t-GW s- GW Host
I I I I
[<---1. configure IPl---------mmmm----- >| [

I I I I
[<...2. start e2e IPflow .............. (o F >|
I I I I
* 3. attach to t-GW | | |
I I I I
| <---4a. configure IP2------ >| [ [
I I I I
| <---4b. retain IP1--------- >| <-------- >| |
[ <o 0==========0......... >|
I I I I
[ <---5. MPTCP (S/IPL/IP2)----ccmmmmmmmee e - - >|
[ <o o >|
I I I I
| <---6. release IP1--------- >| <-------- >| |
I I
I I

Figure 1. Coordi nated use of MPTCP and Proxy Mobile IP.

Step 1:

Mobi | e host attaches to source gateway (s-GWN and configures an |IP

address (I1P1).

Step 2:

Mobi | e host sets up an end-to-end TCP flow with a correspondi ng host

using IP1 as its local |IP address.

Step 3:

Mobi | e host attaches to target gateway' s (t-GAN radi o network.

Step 4a:

Mobi | e host obtains a new | P address fromt-GW (I P2) and configures

that address on its | P stack.
Step 4b:

In parallel with the previous step,

nobi | e host

requests the network

to continue using its previously allocated IP address (IP1). This
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request results in signaling between the t-GNand s-GN and setting
up a forwarding tunnel between the two routers. The end-to-end flow
continues using IP1 on the nobile host’s end. The |IP packets are
forwarded between the end-points via the s-GWVNand t-GW

Step 5:

Mobi | e host updates its corresponding host to switch the TCP fl ow
fromIP1 to I P2 using MPTCP, given that both I P addresses are
available to the nobile host and the latter one is preferable for
optimal network use. The TCP flow gets updated with the new local IP
address for the nobile host, and previously allocated |IP address
(I'P1) and inter-GWtunnel becone redundant.

Step 6:

Mobi | e host requests the network to rel ease the previously-allocated
I P address (IP1). Inter-GWsignaling renoves the associated tunne
and forwardi ng state.

This exanple illustrates how the nmobile host utilizes MPTCP as its
primary nmobility protocol for its optimzed data-path managenent
benefit and engages Proxy Mobile IP transiently as a secondary
solution for achieving seam ess handovers.

4.2. 1P Mbility O chestrator

The functional entity in charge of the coordi nated execution of
multiple nobility protocols is called IP Mobility Orchestrator. The
Mobility O chestrator resides on the nmobile host and perforns the
foll owi ng rol es:

- Discovering host nobility capabilities: Finding out the nmobility
protocol s inpl enented on the host stack, including the capabilities
of individual applications.

- Discovering network nobility capabilities: Finding out whether the
| P/ sub-1P sol utions supported by the network.

- Discovering correspondi ng host nobility capabilities: Finding out
the nmobility protocols inplenented on the correspondi ng host stack

- Selecting primary and secondary nobility protocols: Deciding which
protocols to engage for a given fl ow between the nobile host and its
correspondi ng host based on the capabilities of nobile host, access

networ k, and correspondi ng host.
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- Coordi nated execution of primary and secondary nobility protocols:
Controlling the execution of the primary and secondary mobility
protocols in response to | P handovers.

4.3. Call Flow

A nore detailed call flowis depicted in Figure 2

Mobi | e Cor r espondi ng
Host t-GW s- GW DNS Host
| 1. discover host nob. cap. I I I
2. attach to s-GW I I I
<--3a. configure IP1 ————————! ------ >I I
<--3b. discover access. net. caL —————— >I I
4. app attenpts connection I I I
<- resol ve | P@ of cor.host———————! ————— 4
<--5b. discover cor.host nob. Lap—————! ————— >I
6. select nob. protocols I I i

8. attach to t-GW

<- di scover acc. net.cap->
<--9b. configure IP2-------- >|
I
<--9c. retain IP1----------- >| <----- >
S 0=======0........... >
I I
<--10. MPTCP (S/IPL/IP2)------mmmmmmmmmmme e o oo - - >
S o >
I I
<- release IP1---------- >| <----- >|

I
* I
I I
* I
| |
I I
I I
I I
I I
* I
| |
I I
I I
I I
I I
* I
| | | |
|<..7. start e2e IPflow ............. (o T >|
I I
* I
I I
I I
| |
I I
I I
I I
I I
I I
| |
I I
I I
I I
I I
I I

Figure 2. Use of MPTCP and Proxy Mobile IP (detailed).
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Step 1:

Orchestrator discovers the nobility protocols inplenented on the host
stack ({MPTCP} in this exanple).

Step 2:

Mobi | e host attaches to source gateway' s (s-GAN radi o network.

Step 3a:

Mobi | e host configures an | P address (IP1).

Step 3b:

Orchestrator discovers the nobility protocols supported by the access
network ({Proxy Mobile |IP-based access network anchoring} in this
exanpl e) .

Step 4:

An application running on the nobile host attenpts to establish
communi cation with a correspondi ng host.

Step ba:

Mobi | e host resolves the | P address of the corresponding host in
response to the associated APl call (e.g., getaddrinfo()) fromthe
application.

Step 5b:

Orchestrator discovers the nobility protocols supported by the
correspondi ng host by using DNS ({MPTCP} in this exanple).

Step 6:

Orchestrator selects the primary and secondary nobility protocols for
the fl ow between the nobil e host and the correspondi ng host based on
the discovered nobility capabilities of the nobile host, the access
networ k, and the correspondi ng host (MPTCP and Proxy Mobile | P-based
access network anchoring, respectively).

Step 7:
G ven that MPTCP is the prinmary nobility protocol, the Ochestrator

all ows the application to bind to I P1L (a | ocal/unanchored/ nonadic |IP
address) and start the data flow
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Step 8:
Mobi | e host attaches to target gateway' s (t-GAN radi o network.
Step 9a:

Orchestrator discovers the nobility protocols supported by the access
network ({Proxy Mobile |IP-based access network anchoring} in this
exanpl e).

Step 9b:

O chestrator requests configuration of a local |IP address (IP2),
given that it can be utilized by the primary nobility protocol,
MPTCP.

Step 9c:

O chestrator issues a request to the access network for retaining

I P1, given that both the source and target (now serving) networks can
support access network anchoring. This results in forwarding tunnel
setup between the s-GWNand the t-GN and the flow continuing to use

I P1 through a data-path that traverses both s-GWand t-GW

Step 10:

Orchestrator triggers the MPTCP to update its correspondi ng host to
switch the TCP flow fromIP1l to | P2 using MPTCP, given that both IP
addresses are available to the nobile host and the latter one is
preferable for optinmal network use. The TCP flow gets updated with
the new | ocal |IP address for the nobile host, and previously

al l ocated (anchored) |IP address (I1Pl) and inter-GWNtunnel becomne

r edundant .

Step 11:
O chestrator requests the network to rel ease the anchored | P address
(IP1). Inter-GWsignaling renoves the associated tunnel and
forwardi ng state.

4.4, Mobility Protocol Selection Al gorithm
The foll owi ng pseudocode describes how the O chestrator selects

primary and secondary mobility protocols when an application attenpts
toinitiate a new flow. This algorithmis run on a per-flow basis.
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If there is an above-I1P protocol common to both the nobile and
correspondi ng host for the given flow type
Sel ect one of the common protocols as Prinary Mbility Protoco
I f access network supports | P or sub-1P protocols
Sel ect one as Secondary Mbility Protocol
El se

There is no Secondary Mobility Protoco

El se
If network supports |P or sub-1P protocols
Sel ect one as Primary Mobility Protoco
There is no Secondary Mbility Protoco
El se

There is no Prinmary&Secondary Mobility Protoco

4.5, Handover Al gorithm

The fol |l owi ng pseudocode descri bes how the O chestrator coordinates

the execution of the primary and secondary nobility protocols at the
time of I P handovers. This algorithmis run at system|evel on the

nobi | e host.
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5.

If any mobility protocol is used
If only a I P/sub-1P protocol is used
Request | P address anchoring
El se

If only above-1P primary protocols used w o any secondary
protocol s

Rel ease the old I P address fromold GW
Configure a new | P address from serving GW
For each primary nobility protocol
Execute primary protocol handover using new | P addr.
Else /* nmix of IP/sub-1P and above-1P protocols used */
Request | P address anchoring with old GW
Configure a new | P address from serving GWV
For each primary nobility protocol
Execute primary protocol handover using new | P addr.
If no flow using | P/sub-1P as primary nobility protocol
Rel ease the old I P address fromold GW
Else /* no nobility protocol is used */
Rel ease the old I P address fromold GW

Configure a new | P address from serving GW

Security Considerations

TBD
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6. | ANA Consi derations
TBD
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