L3VPN Wei guo Hao

Lucy Yong

Internet Draft Huawei
S. Hares

Hi ckory Hill Consulting

I ntended status: |nformational July 1, 2014

Expi res: January 2015

Inter-AS Option B between NVO3 and BGP/ MPLS | P VPN net wor k
draft-hao-13vpn-inter-nvo3-vpn-00.txt

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with
the provisions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunments as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six
nmont hs and nay be updated, replaced, or obsol eted by other docunents
at any tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmi .

This Internet-Draft will expire on January 1, 2015.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

Hao & et, al Expi res January 1, 2015 [ Page 1]



Internet-Draft Inter-As Option-B June 2014

carefully, as they describe your rights and restrictions with
respect to this docunent.

Abst ract

This draft describes option-B inter-as connection between NVO3
network and MPLS/IP VPN network. Conparing to traditional Option-B
inter-as connection defined in [ RFC 4364], this draft provides
enhancenent for heterogeneous network nulti-as connection, the
control plane and data plane procedures in NVO3 network are newy
desi gned.
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1. Introduction

In cloud conmputing era, nmulti-tenancy has becone a core requirenent
for data centers. Since NVO3 can satisfy multi-tenancy key
requirenents, this technology is being deployed in an increasing
number of cloud data center network. NVOB focuses on the
construction of overlay networks that operate over an |IP (L3)
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underlay transport network. It can provide |ayer 2 bridging and
layer 3 I P service for each tenant. VXLAN and NVGRE are two typica
NVO3 technol ogi es. NVO3 overlay network can be controlled through
centralized NVE-NVA architecture or through distributed BGP VPN

pr ot ocol

NVCG3 has good scaling properties fromrelatively small networks to
networks with several mllion tenant systenms (TSs) and hundreds of

t housands of virtual networks within a single administrative domain.
In NVOB network, 24-bit VN IDis used to identify different virtua
networ ks, theoretically 16Mvirtual networks can be supported in a
data center. In a data center network, each tenant may include one
or nore layer 2 virtual network and in nornmal cases each tenant
corresponds to one routing domain (RD). Nornmally each [ ayer 2
virtual network corresponds to one or nore subnets.

To provide cloud service to external data center client, data center
net wor ks shoul d be connected wi th WAN networks. BGP MPLS/ I P VPN has
al ready been widely deployed at WAN networks. Nornmally internal data
center and external MPLS/IP VPN network belongs to different

aut ononous systenm(AS). This requires the setting up of inter-as
connections at Autononous System Border Routers(ASBRs) between NVC3
net work and external MPLS/IP network.

Currently, a typical connection mechani smbetween a data center
network and an MPLS/IP VPN network is simlar to Inter-AS Option-A
of RFCA364, but it has scalability issue if there is huge nunber of
tenants in data center networks. To overcome the issue, inter-as
Option-B between NVO3 network and BGP MPLS/ I P VPN network is
proposed in this draft.

2. Conventions used in this docunent

Network Virtualization Edge (NVE) -An NVE is the network entity that
sits at the edge of an underlay network and inplenents network
virtualization functions.

Tenant System - A physical or virtual systemthat can play the role
of a host, or a forwarding el enent such as a router, swtch,
firewall, etc. It belongs to a single tenant and connects to one or
nore VNs of that tenant.

VN - AVNis a logical abstraction of a physical network that
provides L2 network services to a set of Tenant Systens.

RD - Route Distinguisher. RDs are used to naintain uni queness anong
identical routes in different VRFs, The route distinguisher is an 8-
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octet field prefixed to the custoner’s | P address. The resulting 12-
octet field is a unique "VPNI|Pv4" address.

RT - Route targets. It is used to control the inport and export of
routes between different VRFs.

3. Reference node

| ------ AS1 |
|| TSy - |
EEEEEE - |
| feeseseeeles |
| S INVEL [ TOR
|1 Ts2l- |
[EEEEEE ]
T o |
| oo | AsRll |
|| TSy - | |
|- : | |
| Feeseseieles .
I - [NVE2| -- | TORZ] I I
|1 Ts4l- |
|- o
| ____________________________________________________
| |
| |
|| cey - |
e -
[ - | PEL] ----memieeim - | ASBR2| |
| S |
|1 cE2l- |
| ------ AS2 [

Fi gure 1 Reference nodel

Figure 1 shows an arbitrary Milti-AS VPN interconnectivity scenario
bet ween NVO3 network and BGP MPLS/ I P VPN network. NVE1, NVE2, and
ASBR1 forms NVOB overlay network in internal DC. TS1 and TS2 connect
to NVEl, TS3 and TS4 connect to NVE2. PE1l and ASBR2 fornms MPLS

Hao & et, al Expi res January 1, 2015 [ Page 4]



Internet-Draft Inter-As Option-B June 2014

| P/ VPN network in external DC. CEl and CE2 connect to PEl. The NVO3
network belongs to AS 1, the MPLS/I P VPN network belongs to AS 2.

There are two tenants in NVOB network, TSs in tenant 1 can freely
communicate with CEs in VPN-Red, TSs in tenant 2 can freely

communi cate with CEs in VPN-Green. TS1 and TS3 belong to tenant 1,
TS2 and TS4 belong to tenant 2. CEl1 belongs to VPN-Red , CE2 bel ongs
to VPN- G een.

4. Option-A inter-as solution overview

In Option-A inter-as solution, peering ASBRs are connected by

mul ti pl e sub-interfaces, each ASBR acts as a PE, and thinks that the
other ASBRis a CE. Virtual routing and forwardi ng (VRF)data bases
(RIB/FIB) are configured at AS border routers (ASBR1 and ASBR2) so
that each ASBRs associ ate each such sub-interface with a VRF and use
EBGP to distribute unlabel ed | Pv4 addresses to each other. In the
dat a- pl ane, VLANs are used for tenant traffic separation. In normal
case ASBRl1 also acts as NVO3 | ayer 3 gateway, it can term nate NVO3
encapsul ation for inter-subnet traffic between TS in internal DC and
CE in external DC.

For the traffic frominternal DC to external DC, the forwarding
process of ASBRL at internal DCis as follows:

1. Term nates NVOB encapsul ati on and gets VN ID.
2. Finds corresponding VRF relying on the VN ID.

3. Looks up IP forwarding table in the VRF, and then forwards the
traffic to a sub-interface connecting to peer ASBR

The forwarding process of ASBR2 at MPLS/ VPN network is as foll ows:

1. Finds correspondi ng VRF based on sub-interface.

2. Looks up IP forwarding table in the VRF, encapsulates the traffic
with MPLS VPN | abel, and then sends the traffic to MPLS VPN

net wor k.

For the traffic fromexternal DCto internal DC, the traffic
forwarding process is simlar to the above process.

Option-A inter-as solution has follow ng issues:
1. Up to 16 mllion (16M gateway interfaces (virtual/physical) and
16M EBGP session need to exi st between the ASBRs.
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2. UP to 16M VRFs need to be supported on border routers.

3. Several mllion routing entries need to be supported on border
routers.

Inter-as option B between NVO3 network and MPLS | P/ VPN network can
be used to address these issues. Due to it is for nulti-as
i nt erconnecti on between het erogeneous networks, so there are some
differences fromtraditional Inter-AS Option-B of RFCA364.

5. Option-B inter-as solution overview

Simlar to the solution described in section 10, part (b) of

[ RFC4364] (commonly referred to as Option-B) peering ASBRs are
connected by one or nore sub-interfaces that are enabled to receive
MPLS traffic. An MP-BGP session is used to distribute the |abel ed
VPN prefixes between the ASBRs. In data plane, the traffic that

fl ows between the ASBRs is placed upon MPLS tunnels, traffic
separation anong different VPNs between the ASBRs relies on MPLS VPN
Label

In this solution, the procedures in MPLS/IP VPN network are sane as
defined in [ RFC4364], but the procedures in NVOB network need to be
new y designed to support inter-as Option-B

The advantage of this option is that it’s nore scalable, as there is
no need to have one sub-interface and BGP session per VPN Tenant.

6. Inter-As Option-B procedures

The TS and CE information in above figure 1 are as foll ows:
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oo - e . I +

| TS | Tenant | |IP Address | VNID |

Fom e - Fom e - TSRS Fomm e o +

| TS1 | 1 | 10.1.1.2 [ 10 [

R . . N +

| TS2 | 2 | 20.1.1.2 [ 20 [

oo - N T . N +

| TS3 | 1 | 10.1.1.3 [ 10 [

Fom e - Fom e - TSRS Fomm e o +

| TS4 | 2 | 20.1.1.3 [ 20 [

R . . N +

Table 1 TS information in NVO3 network

oo - T . . I
| CE | Route Distinguisher| Route Target| |P Address | Mask
Fom e - e m e e e e e e oo - TSRS TSRS Fomm e o
| CE1 | VPN- Red1 [ 1:1 | 30.1.1.1 [ 24
R e . . N
| CE2 | VPN- Gr eenl [ 2:2 | 40.1.1.1 [ 24
oo - T . . N

Table 2 CE information in MPLS/ I P VPN net wor k

Section 6.1 bel ow describes the route distribution process for this
option, and section 6.2 describes the data forwarding process.

NVO3 network can pass routing data for the NVEs (I P Address, VN ID)
through either: a) RFC 4364 running between the NVEs and the ASBR1,
or b) NVE-NVA architecture. Therefore, the routing distribution
process is different for these two options. Section 6.1.1 describes
the routing distribution procedures using RFC 4364 on NVO3 networ k
and section 6.1.2 describes the procedures using NVE-NVA
architecture

The Data plane process is sane in these two cases.

.1. Routing distribution procedures

6.1.1. Using RFC 4364

The route distribution in NVO3 network makes use of the BGP multiple
tunnel identifiers [BGP Renpte-Next-Hop] to create an RFC4364
Option-B solution. This section provides a step by step expl anation
of the process.

In internal DC network, VRF1 and VRF2 are created on NVE1 and NVE2
to isolate I P forwardi ng process between tenant 1 and tenant 2
Rout e di stingui shers (RD) and RT are specified for each VRF on these
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NVEs. BGP MPLS/ I P VPN protocol extension is running between NVEs and
ASBR1 utilizing the [ BGP Renot e- Next-Hop] which describes the BGP
MPLS/ I P VPN protocol extension detail to specify a set of renote
tunnels (1 to N) that occur between two BGP speakers. The VRF
configuration informati on on each NVE are as foll ows:

e e T .
| NVE | Tenant | Route Distinguisher| Route Target|
Fom e - Fom e - e m e e e e e e oo - TSRS
| NVE1 [ 1 [ VPN- Red?2 [ 1:1
. . e .
| NVE1l [ 2 [ VPN- Gr een2 [ 2:2
N T N T T .
|  NVE2 [ 1 [ VPN- Red3 [ 1:1
Fom e - Fom e - e m e e e e e e oo - TSRS
|  NVE2 [ 2 [ VPN- Gr een3 [ 2:2
. . e .

6.1.1.1. Internal DC to external DC direction

1. NVE1l and NVE2 operate as a |layer 3 gateway for |ocal connecting
TS. NVEl1l and NVE2 learn the local TS's IP Address via ARP, and
advertise this information to the ASBRL. The routing information
fromNVEL and NVE2 are as foll ows:

[ B B TS [ +
| NVE | RDIP Prefix | Route Target| VN ID |
E S e S E S +
| NVE1 | VPN- Red2: 10. 1. 1. 2/ 32 | 1:1 | 10 |
S Ry e - S Ry +
| NVE1l | VPN- G een2: 20.1.1.2/32 | 2:2 [ 20 [
[ B B TS [ +
|  NVE2 | VPN- Red3: 10. 1. 1. 3/ 32 [ 1:1 [ 10 [
E S e S E S +
|  NVE2 | VPN- Green3: 20.1.1.3/32 | 2:2 | 20 |
S Ry e - S Ry +

Routing information sent form NVEL and NVE2

2. ASBRL allocates MPLS VPN Label per tenant (VN ID) per NVE and the
RD and RT renmain the sane. Then the ASBR1 advertises the VPN
route with new allocated MPLS VPN Label to ASBR2. The all ocated
MPLS VPN | abel and its correspondi ng NVE+VN I D forns incomning
forwarding table which is used to forward MPLS traffic from
external DC to internal DC. The incom ng forwarding table on
ASBR1 is as follows:
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Y
| MPLS VPN Label

o e e e e e e e e e e e e e em =
| 1000

o o e m e e e e oo
| 2000
Y
| 1001

o e e e e e e e e e e e e e em =
| 2001

o o e m e e e e oo

June 2014
.................. +
NVE + VN ID |
__________________ +
NVEL + 10 [
__________________ +
NVEL + 20 |
.................. +
NVE2 + 10 |
__________________ +
NVE2 + 20 [
__________________ +

I ncom ng forwarding table

3. ASBR2 al |l ocates new | ocal VPN | abel for

fromASBRL firstly

al |l ocated MPLS VPN Label to PE1. As for

each receiving VPN | abe

then ASBR2 advertises the VPN route with new

data pl ane forwarding

process, the new local VPN |abel are in VPN | abel, the receiving
VPN | abel from ASBRL are out VPN | abel. The VPN | abel switch
table on ASBR2 is as foll ows:
Fom e e e e e e m e e e e e e oo - +
| I'n VPN Label s [ Qut VPN Label s [
o e e o - o e e +
| 1000 | 1000 I
o e e o - Fom e e +
| 2000 | 2000 |
Fom e e e e e e m e e e e e e oo - +
| 1001 | 1001 |
o e e o - o e e +
| 2001 | 2001 I
o e e o - Fom e e +
VPN | abel switch table
4. PE1 nmatches the Route Target Attribute in BGP MPLS/ I P VPN
protocol with local VRF' s inport RT configuration. Then it
popul ates local VRF with these matched VPN routes. The routing

tabl es of VPN-Red and VPN-G een are as foll ows:
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T T I
| I P Prefix | VPN Label | BGP Peer
Fom e e e e e e m e e e e e e oo - S
[ 10.1.1.2/32 [ 1000 [ ASBR2
e e .
[ 10.1.1.3/32 [ 1001 | ASBR2
T T T
Routing table in VPN Red
Fom e e e e e e m e e e e e e oo - S
[ I P Prefix [ VPN Label [ BGP Peer
e e .
[ 20.1.1.2/32 [ 2000 | ASBR2
T T T
[ 20.1.1.3/32 [ 2001 [ ASBR2
Fom e e e e e e m e e e e e e oo - S

Routing table in VPN G een

6.1.1.2. External DC to internal DC direction

1.

PE1 learns IP prefix fromCELlL and CE2 and popul ates these IP
prefix to local VRF. Then the PE allocates VPN Label for these IP
prefix and announces VPN routing information with all ocated VPN
Label to ASBR1. The VPN routing information are as follows:

Tt o e m e e e e e e e e e e e e e e mmm e E——
| Route Target I P Prefix

I+ -------------------- o oo S
| 1:1 | VPN- Red1: 30.1.1.1/24

|+ -------------------- oo e e e e e e e e e e ee e eaao - +-- - -
[ 2:2 | VPN- G eenl: 40.1. 1.1/ 24

I+ -------------------- o e m e e e e e e e e e e e e e e mmm e E——

ASBR2 al | ocates new | ocal VPN | abel for each receiving VPN | abel
from PEL, then ASBR2 advertises the VPN route with new all ocated
MPLS VPN Label to ASBR1. As for data plane forwarding process,
the new | ocal VPN | abel are in VPN | abel, the receiving VPN | abel
from ASBRL are out VPN | abel. The VPN | abel switch table on ASBR2
is as follows:
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T T +
| I'n VPN Label | Qut VPN Label |
Fom e e e e e e m e e e e e e oo - +
[ 3000 [ 3000 [
e e +
| 4000 | 4000 |
T T +

3. ASBR1 allocates VN ID for each VPN Label receiving from ASBR2,
and then ASBR2 advertises the VPN route with new allocated VN ID
to each NVE (NVE1L and NVE2). The role of the VW IDis simlar to
the role of In VPN Label in ASBR1, it has |ocal significance on
ASBR1, each VN ID corresponds to per MPLS VPN Label on peer ASBR2;
The VN I D space shoul d be assigned in beforehand and shoul d be
orthogonal to the VN ID space for tenant identification(for
exanpl e, assuming ASBRL has | ocal connecting TSs of tenant 1 to
tenant 100, VN ID 1 to 100 are allocated for these tenants, other
VN I D other than 1 to 100 can be allocated for outgoing
forwardi ng tabl e purpose). The allocated VN ID and its
correspondi ng out VPN Label fornms an outgoing forwarding table
which is used to forward NVG3 traffic frominternal DC to
external DC. The outgoing forwarding table on ASBR1 is as foll ows:

Fomm e e e eaaaas e —. +
| VN I D |  Qut VPN Label |
e o m e e e e e oo oo +
| 10000 | 3000 |
. - +
| 10001 | 4000 I
Fomm e e e eaaaas e —. +

Qut goi ng forwardi ng table

4. NVELl matches the Route Target Attribute in BG MPLS/ I P VPN
protocol with local VRF' s inport RT configuration. Then it
popul ates local VRF with these matched VPN routes. The routing
tables of tenant 1 and tenant 2 are as foll ows:
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T T T
| I P Prefix | VN I D | Dest Quter 1P
Fom e e e e e e m e e e e e e oo - e m e e e e e e oo -
[ 30.1.1.1/24 [ 10000 [ ASBR1
e e e
Tenant 1 routing table on NVEL and NVE2

T T T
| I P Prefix | VN I D | Dest Quter 1P
Fom e e e e e e m e e e e e e oo - e m e e e e e e oo -
[ 40.1.1.1/ 24 [ 10001 [ ASBR1
e e e

Tenant 2 routing table on NVEL and NVE2

6.1.2. NVE-NVA architecture
No distributed BGP VPN protocol (RFC4364) is running on all NVEs and
ASBR1 in NVGB network, NVEs and ASBR1 are controlled by centralized
NVA. The NVA runs EBGP VPN protocol with peer ASBR2 and exchanges
VPN routing informati on between NVO3 network and MPLS/ I P VPN net wor k.
NVA maintains tenant information collected fromall tenants. This
information includes VN ID to identify each tenant and the
corresponding RD and RT. This information can be statically
configured by operators or dynanmically notified by cloud managenent
syst ens.

NVA also maintains all TS s MAC/I P address and its attached NVE
information for each tenant.

Fi gure 2 NVE-NVA Archetecture
6.1.2.1. Internal DC to external DC direction

1. NVA allocates MPLS VPN Label per tenant per NVE
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2. NVA advertises all internal data center VPN routing information
to peer ASBR2, which includes RD, IP prefix, RT, and MPLS VPN
Label

3. NVA downl oads inconming forwarding table to ASBRI.
6.1.2.2. External DC to internal DC direction
1. NVA receives VPN routing information from peer ASBR2.
2. NVA allocates VN ID for each MPLS VPN Label receiving from ASBR2.
3. NVA downl oads outgoing forwarding table to ASBRI1.

4. NVA mat ches | ocal Route Target configuration, inports VPN route
to each tenant, and downl oads routing table to correspondi ng NVE

6. 2. Data plane procedures

This section describes the step by step procedures of data forward
for either: a) internal DCto external DC I P data flows, or b) the
external DC to internal DC IP data fl ows.

6.2.1. Internal DC to external DC direction

1. TS1 sends traffic to NVElL, the destination [P is CE1l's | P address
of 30.1.1.1.

2. NVE1 | ooks up VRF1l's I P forwarding table, then it gets NVO3
tunnel encapsul ation information. The destination outer address
is ASBRl's | P address, VN ID is 10000. NVE1l performs NVO3
encapsul ati on and sends the traffic to ASBRL.

3. ASBR1 decapsul ates NVO3 encapsul ation and gets VN I D 10000. Then
it 1 ooks up outgoing forwarding table based on the VN ID and gets
MPLS VPN | abel 3000. Finally it pushes MPLS VPN | abel for the IP
traffic and sends it to ASBR2.

4. ASBR2 swaps VPN Label, then sends the traffic to PE1 through IGP
t unnel

5. PE1 terminates | GP tunnel, pops MPLS VPN | abel 3000, |ooks up

local IP forwarding table in VRF1, and then forwards the traffic
to CE1.
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6.2.2. External DC to internal DC direction

1. CEl1 sends traffic to PEl, destination I[P is TS1's | P address of
10.1.1. 2.

2. PEl | ooks up local IP forwarding table in VPN-RED, pushes MPLS
VPN | abel 1000, then searches | GP tunnel, then the PE sends the
traffic to ASBR2 through | GP tunnel

3. ASBR2 terninates | GP tunnel, swaps MPLS VPN | abel, then sends the
traffic to ASBRIL.

4. ASBR1 | ooks up inconing forwardi ng table and gets NvVOG3
encapsul ati on, then perfornms NVO3 encapsul ati on and sends the
traffic to NVEL. The destination outer IPis NVEl's IP, VWNID is
10.

5. NVEl decapsul ates NVQ3 encapsul ati on, gets |ocal VRF1 relying on
VN I D 10, looks up local IP forwarding table in VRF1, then sends
the traffic to TSI

7. Security Considerations

Similar to the security considerations for inter-as Option-B in

[ RFC4364] the appropriate trust relationship nust exist between NVO3

network and MPLS/IP VPN network. VPN-1Pv4 routes in NVO3 network

shoul d neither be distributed to nor accepted fromthe public

Internet, or fromany BGP peers that are not trusted. For other

general VPN Security Considerations, see [ RFC4364].

8. | ANA Consi derations

Thi s docunment requires no | ANA actions. RFC Editor: Please renove
this section before publication
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