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Thi s docunent describes the architecture solutions for BGP/ MPLS L3

and L2 Virtual Private Networks (VPNs) with virtual
(vPE) routers. It provides a functional
control, forwarding, and managenent.

Provi der Edge
description of the vPE
The proposed vPE sol utions

support both the Software Defined Networks (SDN) approach which

al | ows physical decoupling of the control

and the forwarding, and the

traditional distributed routing approach. A vPE can reside in any
network or compute devices, such as a server as co-resident with the

application virtual machines (VMs),

a Data Center (DC) network.
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Not e t hat
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material or to cite themother than as "work in progress.”
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1

I nt roducti on

Network virtualization enables nultiple isolated individual networks
over a shared conmmon network infrastructure. BGP/MPLS | P Virtua
Private Networks (I P VPNs) [RFC4364] have been wi dely depl oyed to
provi de network based Layer 3 VPNs sol utions. [ RFC4364] provides
routing isolation anong different custoner VPNs and all ow address
overl ap anong these VPNs through the inplenentation of per VPN
Virtual Routing and Forwarding instances (VRFs) at a Service Provider
Edge (PE) routers, while forwarding custoner traffic over a common

| P/ MPLS network. For L2 VPN, a simlar technology is being defined in
[I-D.ietf-12vpn-evpn] on the basis of BGP/ MPLS, to provide switching
i solation and all ow MAC address overl ap

Wth the advent of conpute capabilities and the proliferation of
virtualization in Data Center servers, nmulti-tenant Data Centers are
becom ng the norm As applications and appliances are increasingly
being virtualized, support for virtual edge devices, such as virtua
L3/L2 VPN PE routers, becones feasible and desirable for Service
Provi ders who want to extend their existing MPLS VPN depl oynents into
Data Centers to provide end-to-end Virtual Private O oud (VPC
services. Virtual PE work is also one of early effort for Network
Functions Virtualization (NFV). In general, scalability, agility, and
cost efficiency are primary notivations for vPE sol utions.

The virtual Provider Edge (vPE) sol ution described in this docunent
all ows for the extension of the PE functionality of L3/L2 VPN to an
end devi ce, such as a server where the applications reside, or to a
first hop routing/swtching device, such as a Top of the Rack (ToR)
switch in a DC

The VvPE sol utions support both the Software Defined Networks (SDN)
approach, which allows physical decoupling of the control and the
forwarding, and the traditional distributed routing approach

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Term Definition

ASBR Aut ononbus Syst em Bor der Router
BGP Border Gateway Protoco

CE Cust oner Edge

For war der | P VPN forwardi ng function
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GRE Generic Routing Encapsul ation

Hyper vi sor Vi rtual Machi ne Manager

| 2RS Interface to Routing Systens

LDP Label Distribution Protocol

VP- BGP Mul ti-Protocol Border Gateway Protocol
MPLS Mul ti-Protocol Label Switching

PCEF Pol i cy Chargi ng and Enforcenment Function
QS Quality of Service

RR Rout e Refl ector

RT Rout e Tar get

RTC RT Constraint

SDN Sof tware Defined Networks

ToR Top-of - Rack switch

Vi Virtual Interface

vCE virtual Custoner Edge Router

VM Virtual Machine

vPC virtual Private d oud

vPE virtual Provider Edge Router

VPE- C virtual Provider Edge Control plane
VPE- F virtual Provider Edge Forwarder

VPN Virtual Private Network

VRR virtual Route Reflector

WAN W de Area Network

End devi ce: where Guest OS, Host OS/ Hypervisor, applications, VMs,
and virtual router may reside.

1.2 Requirenents
The followi ng are key requirenents for vPE sol utions.

1) MJUST support end device multi-tenancy, per tenant routing
isolation and traffic separation.

2) MJST support large scale MPLS VPNs in the Data Center, upto tens
of thousands of end devices and mllions of VMs in the single Data
Center.

3) MJST support end-to-end MPLS VPN connectivity, e.g. MPLS VPN can
start froma DC end device, connect to a corresponding MPLS VPN in
the WAN, and terminate in another Data Center end devi ce.

4) MUST al |l ow physical decoupling of MPLS VPN PE control and
forwarding for network virtualization and abstraction.

5) MJST support the control plane with both SDN controll er approach,
and the traditional distributed control plane approach with MP-BGP
pr ot ocol .
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6) MJST support VM nobility.
7) MJST support orchestration/auto-provisioning depl oynent nodel

8) SHOULD be capable to support service chaining as part of the
solution [I-D.rfernando-| 3vpn-service-chaining],
[I-D.bitar-i2rs-service-chaining].

The architecture and protocols defined in BGP/ MPLS | P VPN [ RFC4364]
and BGP/ MPLS EVPN [I-D.ietf-I2vpn-evpn] provide the foundation for
VPE extension. Certain protocol extensions nmay be needed to support
the virtual PE solutions.

2. Virtual PE Architecture
2.1 Virtual PE definitions

As defined in [RFC4364] and [I-D.ietf-I2vpn-evpn], an MPLS VPN is
created by applying policies to forma subset of sites anong al
sites connected to the backbone networks. It is a collection of
"sites". A site can be considered as a set of |P/ETH systens

mai ntaining | P/ETH inter-connectivity wi thout direct connecting

t hrough the backbone. The typical use of L3/L2 VPN has been to
inter-connect different sites of an Enterprise networks through a
Service Provider’'s BGP MPLS VPNs in the WAN

A virtual PE (VvPE) is a BGP/ MPLS L3/L2 VPN PE software instance which
may reside in any network or conputing devices. The control and
forwardi ng conponents of the vPE can be decoupled, they nmay reside in
t he same physical device, or in different physical devices.

A virtualized Provider Edge Forwarder (vPE-F) is the forwarding

el ement of a vPE. VvPE-F can reside in an end device, such as a server
in a Data Center where nultiple application Virtual Machines (VM)
are supported, or a Top-of-Rack switch (ToR) which is the first hop
switch fromthe Data Center edge. Wen a VPE-F is residing in a
server, its connection to a co-resident VM can be viewed as sinilar
to the PE- CE relationship in the regular BGP L3/L2 VPNs, but without
routing protocols or static routing between the virtual PE and end-
host because the connection is internal to the device.

The vPE Control plane (vPE-C) is the control elenent of a vPE. Wen
usi ng the approach where control plane is decoupled fromthe physica
topol ogy, the vPE-F may be in a server and co-resident with
application VM5, while one vPE-C can be in a separate device, such as
an SDN Controller where control plane elenments and orchestration
functions are located. Alternatively, the vVPE-C can reside in the
same physical device as the vVPE-F. In this case, it is sinmilar to the
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traditional inplementation of VPN PEs where, distributed MP-BGP is
used for L3/L2 VPN information exchange, though the vPE is not a
dedi cated physical entity as it is in a physical PE inplenmentation
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2.2 VvPE Architecture and Design options
2.2.1 vPE-F host location

Option la. VPE-F is on an end device as co-resident with application
VMs. For exanple, the vPE-F is on a server in a Data Center

Option 1b. VvPE-F forwarder is on a ToR or other first hop devices in
a DC, not as co-resident with the application VM.

Option 1lc. VPE-F is on any network or conpute devices in any types of
net wor ks.

2.2.2 vPE control plane topol ogy

Option 2a. VvPE control plane is physically decoupled fromthe vPE-F
The control plane may be |l ocated in a controller in a separate device
(a stand al one device or can be in the gateway as well) fromthe vPE
f orwar di ng pl ane.

Option 2b. vPE control plane is supported through dynam c routing
protocols and located in the sane physical device as the VPE-F

2.2.3 Data Center orchestration nodel s

Option 3a. Push nodel: It is a top down approach, push |IP VPN
provi sioning state froma network managenent system or ot her
centrally controlled provisioning systemto the I P VPN network
el ement s.

Option 3b. Pull nodel: It is a bottomup approach, pull state
i nformati on fromnetwork el enents to network managenent/ AAA based
upon data plane or control plane activity.

2.3 VPE Architecture reference nodel s
2.3.1 vPE-F in an end-device and vPE-C in the controller

Figure 1 illustrates the reference nodel for a vPE solution with the
VPE-F in the end device co-resident with applications VMs, while the
VPE-C is physically decoupled and residing on a controller

The Data Center is connected to the | P/MPLS core via the

Gat ways/ ASBRs. The MPLS VPN, e.g. VPN RED, has a single term nation
point within the DC at one of the VPE-F, and is inter-connected in
the WAN to other menber sites which belong to the sane client, and
the renmote ends of VPN RED can be a PE which has VPN RED attached to
it, or another VPE in a different Data Center.
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Note that the DC fabrics/internmedi ate underlay devices in the DC do

not participate I P VPNs,

their function is t

he sanme as provider

backbone routers in the | P/MPLS back bone and they do not naintain

t he VPN st at es,

Ser vi ce/ DC
Net wor k

| VPE-F |
B
| VM | W |
Fom e - -t
| VM | W |
RO

End Devi ce

nor they are VPN aware.

( ")
__(_, :_---
( |P/MPLS WVAN )
( )
c )
---_l .......... | .........
| |
Fomm - + Fommm o - +

| Gat eway| - - - | Gat eway| *

| /ASBR | | /ASBR |
B + B +
I I
N
( ’ ’ ")
( Data Center )
(. Fabric )
( ( ). -
11__1 1_11__1 \
/ \ \
B + B +
| VPE-F | | VPE-F |
B S B S
[VM [V |  |VM|W |
Hom oo -+ Hom oo -+
[VM VM|  |VM|W |

R R

End Devi ce End Device

| Controller |
| (vPE-C and [
| orchestrator)|

| VPE-F |
B
| VM | W |
Fom e - -t
| VM | W |
RO

End Devi ce

Figure 1. Virtualized Data Center with vPE at
the end device and vPE-C and vPE-F physically decoupl ed

Not e:

a) *** represents Controller |ogical
Gat eway/ ASBRs and to all

connect
VPE- F.

ions to the all

b) ToR is assuned included in the Data Center cloud.
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2.3.2 vPE-F and vPE-C on the sane end-device

In this option, vPE-F and vPE-C functionality are both resident in
t he end-device. The vPE functions the sane as it is in a physica

MP-BGP is used for the VPN control plane. Virtual or physical Route

Refl ectors (RR) (not shown in the diagran) can be used to assi st

scal i ng.
( )
__(_, RERE
( | P/ MPLS WAN )
(. )
( ( )
WAN B
________________ I e
Servi ce/ DC | |
Net wor k Fommmmm - + Fommm o - +
| Gat eway| - - - | Gat eway|
| /ASBR | | /ASBR | *
Fom oo - + Fom oo - + *
[ [ * MP- BGP
PN *
e o *
( ’ ’ 1) *
( Data Center )
(. Fabric )
( ( ). -7
/ B \ *
/ / \ \ *
Fomm oo - + Fomm oo - + Fomm oo - + Fomm oo - +
| VvPE | | VvPE | | VvPE | | VvPE |
Hom - - -+ Hom - - -+ Hom - - -+ Hom - - -+
| VM | WM | | VM | WM | | VM | WM | | VM | WM |
T e S L e
| VM | WM | | VM | WM | | VM | WM | | VM | WM |

Ho - oo -+ Ho - oo -+ Ho - oo -+ Ho - oo -+
End Device End Device End Device End Device

Figure 2. Virtualized Data Center with vPE at
the end device, VPN control signal uses MP-BGP

Not e:

a) *** represents the |ogical connections using MP-BGP anobng the
Gat eway/ ASBRs and to the vPEs on the end devi ces.
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b) ToR is assumed included in the Data Center cloud.

2.3.3 vVPE-F and vPE-C are on the ToR

In this option, VvPE functionality is the sane as a physical PE. M-
BGP is used for the VPN control plane. Virtual or physical Route
Refl ector (RR) (not shown in the diagram) can be used to assi st

scal i ng.
( )
__(_’ :____
( | P/ MPLS WAN )
( )
( ( )
WAN B
________________ I e
Servi ce/ DC | |
Net wor k +o---- - + +o---- - +
| Gat eway| - - - | Gat eway|
| /ASBR | | /ASBR | *
oo I R + *
[ [ *  MP-BGP
| y
- .
( ’ ’ )
( Data Center )
(. Fabric ) *
( ( ). -7 *
A Y A \
B T o o
| vPE| | | vPE| | | vPE| |
+---+ | +---+ | +---+
| ToR | | ToR | | ToR |
S + Hea----- + Hea----- +
/ \ / \ / \
Fomm oo - + Fomm oo - + Fomm oo - + Fomm oo - +
| VvPE | | VvPE | | VvPE | | VvPE |
B - B - B - B -
| VM | WM | | VM | WM | | VM | WM | | VM | WM |
T e S L e
| VM | WM | | VM | WM | | VM | WM | | VM | WM |

e e e e e e e e
End Device End Device End Device End Device

Figure 3. Virtualized Data Center with VvPE at
the ToP, VPN control signal uses MP-BGP
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connections using MP-BGP anong the

2.3.4 vPE-F on the ToR and vPE-C on the controller

In this option,
pl ane decoupl ed fromthe data plane and resided in a

contr ol

controller,

the L3/L2 VPN term nation is at the ToR but the

whi ch can be on a stand al one devi ce,

t he Gat eway/ ASBR.

2.3.5 The server view of a vPE

or can be placed at

An end device shown in Figure 4 is a virtualized server that hosts

multiple VMs. The virtual PE is co-resident

application VMs. The vPE supports multiple VRFs,

VRF Yel, VRF Blu, etc. Each application VM

particul ar VRF as a nenber of the particular VPN For exanpl e,
associated to VRF Red, VM2 and VMA7 are associated to VRF Gn,

in the server with

VRF Red, VRF Gn,

is associated to a

VML is
etc.

Rout i ng/ switching isolation applies between VPNs for multi-tenancy

support. For exanple,

VML and VM2 cannot conmmunicate directly in a

simple intranet VPN topol ogy as shown in the configuration.

The VvPE connectivity relationship between vPE and the application VM

is simlar to the PE-to-CE relationship in

as the vPE and end-host functions are co-resident

the connecti on between themis an internal

regul ar BGP VPNs. However,
in the sane server,

i mpl ement ati on of the

server.
T +
| +--------- + F--mmmaaaa + S Ry + F--mmmaaaa + |
| | vM | | vm | |  vma7 | | vm48 | |
| (VPN Red)| |(VPN Gn)|... |(VPNGnNn)| |(VPNBlu)| |
| +----t----t Ao + L R B S e
I I I I I I
| +---+ R + +---+ |
I I || I I
to | L - . +---+ |
Gat eway | (I || (. I
PE | | +-+-+ ++- ++ +---t -+ |
| | |VRF| |VRF  ....... | VRF| | VRF| | |
<eeene-- S —— + |Red| |G| | Yel| |Blu| | |
| | +---+ +---+ S |
[ [ L3 VPN virtual PE [ [
| B + |
| , |
[ End Devi ce [
T +
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Figure 4. Server View of vPE to VMrel ationship

An application VM may send packets to a vPE forwarder that need to be
bridged, either locally to another VM or to a renbte destination. In
this case, the vPE contains a virtual bridge instance to which the
application VMs (CEs) are attached.

o o m e e e e e e e e e e e e e e e e e meeao—ao- +
| +--------- + - - oo - + Fomm - oo - - + |
| | w™M | | v™ | | vwa7 | I
| (VPN Red)| |(VPN Gn)|...|(VPN Gn)| |
[ R R R LR S Fom oo - -+ |
I I I I I
| +---+ +----+ +----+ |
I I I I I
to [ B Fom e e e e oo + [
Gat evay | I I I I I I
PE | L S SR Feo - - -+ | |
[ | |VBridge| | VBridge|] ....... [ [
<--ee- oo +|Red | JGn | | |
| | e s + | |
I I VPE I I
| IS + |
| _ |
| End Device |
o o m e e e e e e e e e e e e e e e e e meeao—ao- +

Figure 4. Bridging Service at vPE

3. Control Plane

3.1 vPE Control Plane (VPE-C

3.1.1 The SDN approach

Thi s approach is appropriate when the vPE control

physi cal |y decoupl ed. The contro

and data pl anes are

pl ane directing the data fl ow may

Fang et al.

reside el sewhere, e.g. in a SDN controller. This approach requires a
standard interface to the routing system The Interface to Routing
System (12RS) is work in progress in |ETF as described in
[I-D.ietf-i2rs-architecture], [I-D.ietf-i2rs-problemstatenent].

Al t hough MP-BGP is often the de facto preferred choi ce between VvPE
and gat eway- PE/ ASBR, the use of extensible signaling nessaging
protocols MAY often be nore practical in a Data Center environnent.
One such proposal that uses this approach is detailed in
[I-D.ietf-13vpn-end-systeni.
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3.1.2 Distributed control plane

In the distributed control plane approach, the vPE participates in
the overlay L3/L2 VPN control protocol: MP-BGP [ RFC4364].

When the VvPE function is on a ToR, it participates the underl ay
routing through I GP protocols (I1SIS or OSPF) or BGP

Wien the vPE function is on a server, it functions as a host attached
to a server.

3.3 Use of router reflector

Modern Data Centers can be very large in scale. For exanple, the
nunber of VPNs routes in a very |large DC can surpass the scale of
those in a Service Provider backbone VPN networks. There may be tens
of thousands of end devices in a single DC

Use of Router Reflector (RR) is necessary in |large-scale |IP VPN
networks to avoid a full iBGP mesh anong all vPEs and PEs. The VPN
routes can be partitioned to a set of RRs, the partitioning

techni ques are detailed in [ RFC4364] and [I-D.ietf-12vpn-evpn].

Wien a RR software instance is residing in a physical device, e.g., a
server, which is partitioned to support nulti-functions and
application VMs, the RR becomes a virtualized RR (VRR). Since RR
perfornms control functions only, a dedicated or virtualized server
with large scale of conputing power and nenory can be a good

candi date as host of vRRs. The VRR can al so reside in a Gateway

PE/ ASBR, or in an end device

3.4 Use of Constrained Route Distribution [ RFC4684]

4.

The Constrained Route Distribution [ RFC4684] is a powerful tool for
sel ective VPN route distribution. Wth RTC, only the BGP receivers
(e.g, PE/VPE/ RRFVRR/ ASBRs, etc.) with the particular IP VPNs attached
will receive the route update for the corresponding VPNs. It is
critical to use constrained route distribution to support |arge-scale
I P VPN devel opnent s.

Forwar di ng Pl ane

4.1 Virtual Interface

A Virtual Interface (VI) is an interface within an end device that is
used for connection of the vPE to the application VMs in the sane end
device. Such application VMs are treated as CEs in the regular VPN s

Vi ew.

Fang et al. Expires <Jan. 4, 2015> [ Page 14]
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4.2 Virtual Provider Edge Forwarder (VPE-F)

The Virtual Provider Edge Forwarder (vPE-F) is the forwarding
conmponent of a VPE where the tenant identifiers (for exanple, MPLS
VPN | abel s) are pushed/ popped.

The vPE-F | ocation options include:

1) Wthin the end device where the virtual interface and application
VMs are | ocat ed.

2) In an external device such as a Top of the Rack switch (ToR) in a
DC i nto which the end devi ce connects.

Multiple factors should be considered for the |ocation of the vPE-F,
i ncludi ng device capabilities, overall solution econonics,

QS/ firewal | / NAT pl acenent, optinmal forwarding, |atency and
performance, operational inpact, etc. There are design tradeoffs, it
is worth the effort to study the traffic pattern and forwarding

| ooking trend in your own unique Data Center as part of the exercise.

4.3 Encapsul ation

BGP/ MPLS VPNs can be tunnel ed through the network as overlays using
MPLS- based or | P-based encapsul ati on

In the case of MPLS-based encapsul ati on, nost existing core
depl oynents use distributed protocols such as Label Distribution
Protocol (LDP), [RFC3032][RFC5036], or RSVP-TE [ RFC3209].

Due to its maturity, scalability, and header efficiency, MPLS Labe
Stacking is gaining traction by service providers, and | arge-scale
cloud providers in particular, as the unified forwardi ng mechani sm of
choi ce.

Wth the enmergence of the SDN paradi gm |abel distribution nmay be
achi eved through SDN controllers, or via a conbination of centralized
control and distributed protocols.

In the case of |P-based encapsul ati on, MPLS VPN packets are
encapsulated in I P or Generic Routing Encapsulation (GRE), [RFC4023],
[ RFCAT797]. | P-based encapsul ati on has not been extensively depl oyed
for BGP/MPLS VPN in the core; however it is considered as one of the
tunneling options for carrying MPLS VPN overlays in the data center.
Note that when I P encapsulation is used, the associated security
properties nust be anal yzed carefully.

4.4 Optimal forwarding
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Many | arge cloud service providers have reported the DC traffic is
now domi nat ed by East-West across subnet traffic (between the end
device hosting different applications in different subnets) rather
than North-South traffic (going in/out of the Data Center and to/from
the WAN) or switched traffic within subnets. This is the primary
reason that newer DC design has noved away fromtraditional Layer-2
design to Layer-3, especially for the overlay networks.

When forwarding the traffic within the same VPN, the vPE SHOULD be
capabl e to provide direct conmmuni cati on anong the VMs/application
senders/receivers w thout the need of going through Gateway devices.
If the senders and the receivers are on the sane end device, the
traffic SHOULD NOT need to | eave the device. If they are on different
end devi ces, optimal routing SHOULD be appli ed.

Extranet MPLS VPN techni ques can be used for nmultiple VPNs access
wi thout the need of Gateway facilitation. This is done through the
use of VPN policy control mechanisns.

In addition, ECMP is a built in IP mechanismfor |oad sharing.

Optimal use of avail abl e bandwi dth can be achi eved by virtue of using
ECVMP in the underlay, as long as the encapsul ation includes certain
entropy in the header, VXLAN is such an exanpl e.

4.5 Routing and Bridgi ng Services

A VPN forwarder (vPE-F) may support both IP forwarding as well as
Layer 2 bridging for traffic fromattached end hosts. This traffic
may be between end hosts attached to the same VPN forwarder or to
di fferent VPN forwarders

In both cases, forwarding at a VPN forwarder takes place based on the
I P or MAC entries provisioned by the vPE controller

When the vPE is providing Layer 3 service to the attached CEs, the
VPN forwarder has a VPN VRF instance with IP routes installed for
both locally attached end-hosts and ones reachabl e via other VPN
forwarders. The vPE may performIP routing for all I P packets in this
nmode.

When the VvPE provides Layer 2 service to the attached end-hosts, the
VPN forwarder has an E-VPN i nstance with appropriate MAC entri es.

The vPE may support an Integrated Routing and Bridging service, in
whi ch case the relevant VPN forwarders will have both MAC and IP
table entries installed, and will appropriately route or swtch

i ncom ng packets.
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The vPE controller performs the necessary provisioning functions to
support various services, as defined by an user.

5. Addressing
5.1 IPv4 and | Pv6 support
| Pv4 and | Pv6 MJST be supported in the vPE sol ution.

This may present a challenge for ol der devices, but this normally is
not an issue for the newer generation of forwardi ng devices and
servers. Note that a server is replaced nuch nore frequently than a
network router/swtch, and newer equi pnent SHOULD be capable of |Pv6
support.

5.2 Address space separation

The addresses used for the IP VPN overlay in a DC, SHOULD be taken
from separate address bl ocks outside the ones used for the underl ay
infrastructure of the DC. This practice is to protect the DC
infrastructure frombeing attacked if the attacker gains access to
the tenant VPNs.

Simlarity, the addresses used for the DC SHOULD be separated from
t he WAN backbone addresses space.

6.0 Inter-connection consi derations

The inter-connection considerations in this section are focused on
intra-DC i nter-connecti ons.

There are depl oynent scenarios where BGP/ MPLS | P VPN nay not be
supported in every segnent of the networks to provide end-to-end IP
VPN connectivity. A vPE nay be reachable only via an internediate

i nter-connecting network; interconnection nmay be needed in these
cases.

When mul tiple technol ogies are enployed in the solution, a clear
demarcation should be preserved at the inter-connecting points. The
probl ens encountered in one domain SHOULD NOT i npact ot her donmai ns.

Froman IP VPN point of view. An |IP VPN vPE that inplenments [ RFC4364]
is a conponent of the IP VPN network only. An IP VPN VRF on a

physi cal PE or vPE contains IP routes only, including routes |earnt
over the locally attached networKk.

The I P VPN vPE should ideally be |located as close to the "custoner"
edge devices as possible. Wien this is not possible, sinple existing
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7

"I P VPN CE connectivity" mechani snms shoul d be used, such as static,
or direct VM attachnments such as described in the vCE
[1-D.fang-13vpn-virtual -ce] option bel ow

Consi der the follow ng scenari os when BGP MPLS VPN technol ogy is
consi dered as whole or partial deploynent:

Scenario 1: Al VPN sites (CEs/VMs) support |P connectivity. The nost
suited BGP solution is to use P VPNs [ RFC4364] for all sites with PE
and/ or VvPE sol utions.

Scenario 2: Legacy Layer 2 connectivity nust be supported in certain
sites/ CEs/ VMs, and the rest of the sites/CEs/VMs need only Layer 3
connectivity.

One can consi der using a conbined vPE and vCE

[1-D. fang-13vpn-virtual -ce] solution to solve the problem Use |P VPN
for all sites with IP connectivity, and a physical or virtual CE
(vCE, may reside on the end device) to aggregate the Layer 2 sites
which for exanple, are in a single container in a Data Center. The
CE/vCE can be considered as inter-connecting points, where the Layer
2 network is termnated and the correspondi ng routes for connectivity
of the L2 network are inserted into | P VPN VRFs. The Layer 2 aspect
is transparent to the L3VPN in this case.

Reduci ng operation conplicity and mai ntai ning the robustness of the
solution are the primary reasons for the recomendati ons.

The interconnection of MPLS VPN in the data center and the MPLS core
t hrough ASBR using existing inter-AS options is discussed in detai
in [I-D.fang-13vpn-data-center-interconnect].

Management, Control, and Orchestration

7.1 Assunptions

The discussion in this section is based on the foll owing set of
assunpti ons:

- The WAN and the inter-connecting Data Center, MAY be under contro
of separate adm nistrative domains

- WAN Gat eways/ ASBRs/ PEs are provi sioned by existing WAN provi si oni ng
syst ens

- If a single Gateway/ ASBR/ PE connecting to the WAN on one side, and
connecting to the Data Center network on the other side, then this
Gat eway/ ASBR/ PE i s the denmarcation point between the two networks.
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- VPEs and VMs are provisioned by Data Center Orchestration systens.

- Managing P VPNs in the WAN is not within the scope of this
docunent except the inter-connection points.

7.2 Managenment/ Orchestration systeminterfaces

The Managenent/ Orchestrati on system CAN be used to conmunicate with
both the DC Gat eway/ ASBR, and the end devi ces.

The Managenent/ Orchestrati on system MJST support standard,
programmatic interface for full-duplex, streamng state transfer in
and out of the routing systemat the Gateway.

The programmatic interface is currently under definition in | ETF
Interface to Routing Systens (12RS)) initiative
[I-D.ietf-i2rs-architecture], and [I-D.ietf-i2rs-problemstatenent].

St andard data nodeling | anguages will be defined/identified in |2RS
YANG - A Data Mdeling Language for the Network Configuration

Prot ocol (NETCONF) [RFC6020] is a prom sing candidate currently under
i nvestigation.

To support renote access between applications running on an end
device (e.g., a server) and routers in the network (e.g. the DC
Gat eway), a standard mechanismis expected to be identified and
defined in 2RS to provide the transfer syntax, as defined by a
protocol, for conmunication between the application and the

net wor k/ routi ng systens. The protocol (s) SHOULD be |i ghtwei ght and
fam liar by the conputing comunities. Candi date exanpl es include
ReSTful web services, JSON [ RFC7159], NETCONF [ RFC6241], XMPP

[ RFC6120], and XM.. [I-D.ietf-i2rs-architecture].

7.3 Service VM Managenent

Servi ce VM Managenent SHOULD be hypervi sor agnostic, e.g. On denmand
service VMs turning-up SHOULD be support ed.

7.4 Orchestration and MPLS VPN i nter-provisioning
The orchestration system
1) MJST support MPLS VPN service activation in virtualized DC

2) MJST support automated cross-provisioning accounting correl ation
bet ween the WAN MPLS VPN and Data Center for the sanme tenant.

3) MJST support automated cross provisioning state correlation
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bet ween WAN MPLS VPN and Data Center for the sane tenant

There are two primary approaches for I P VPN provisioning - push and
pul I, both CAN be used for provisioning/orchestration

7.4.1 vPE Push nodel

Push nodel: push I P VPN provisioning from managenent/orchestration
systenms to the I P VPN network el enents.

Thi s approach supports service activation and it is commonly used in
exi sting MPLS VPN Enterprise depl oynents. Wen extendi ng existing WAN
I P VPN solutions into the a Data Center, it MJST support off-Iline
accounting correl ati on between the WAN MPLS VPN and the cl oud/ DC MPLS
VPN for the tenant. The systens SHOULD be able to bind interface
accounting to particular tenant. It MAY requires offline state
correlation as well, for exanple, binding of interface state to

t enant .

Provi si oning the vPE sol ution:
1) Provisioning process
a. The WAN provi sioning systemperiodically provides to the DC
orchestration systemthe VPN tenant and RT context.
b. DC orchestration system configures vPE on a per request basis
2) Auto state correlation
3) Inter-connection options:
Inter-AS options defined in [ RFC4364] may or may not be sufficient
for a given inter-connection scenario. BG? I P VPN inter-connection
with the Data Center is discussed in
[1-D. fang-1 3vpn-dat a-center-interconnect].
Thi s nodel requires offline accounting correlation
1) C oud/DC orchestration configures vPE
2) Orchestration initiates WAN | P VPN provi si oni ng; passes
connection IDs (e.g., of VLAN VXLAN) and tenant context to WAN | P

VPN provi si oni ng systens.

3) WAN MPLS VPN provi sioning system provi sions PE VRF and policies
as in typical Enterprise IP VPN provisioning processes.

4) C oud/DC Orchestration systemor WAN I P VPN provi sioni ng system
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MUST have the know edge of the connection topol ogy between the DC
and WAN, including the particular interfaces on core router and
connecting interfaces on the DC PE and/or VvPE

In short, this approach requires off-line accounting correlation
and state correlation, and requires per WAN Service Provider
i ntegration.

Dynam ¢ BGP sessions between PE/vPE and vCE MAY be used to
autonate the PE provisioning in the PE-vCE nodel, that will renopve
the needs for PE configuration. Caution: This is only under the
assunption that the DC provisioning systemis trusted and can
support dynani c establishnent of PE-vCE BGP nei ghbor

rel ati onshi ps, for exanple, the WAN network and the cl oud/ DC

bel ong to the sanme Service Provider

7.4.2 vPE Pull nodel

Pull nodel: pull fromnetwork el enments to network managenent/ AAA
based upon data plane or control plane activity. It supports
service activation. This approach is often used in broadband

depl oynents. Dynami ¢ accounting correlation and dynam c state
correlation are supported. For exanple, session based accounting
is inmplicitly includes tenant context state correlation, as wel
as session-based state that inplicitly includes tenant context.
Note that the pull nodel is |less common for vPE depl oynent

sol utions.

Provi si oni ng process:

1) doud/DC orchestration configures vPE

2) Orchestration prinmes WAN MPLS VPN provi si oni ng/ AAA for new
service, passes connection IDs (e.g., VLAN VXLAN) and tenant

cont ext.

3) doud/ DC ASBR detects new VLAN and sends Radi us Access- Request
(or Di aneter Base Protocol request nmessage [ RFC6733]).

4) Radi us Access-Accept (or Dianeter Answer) with VRF and ot her
policies

Aut o accounting correlation and auto state correlation is
support ed.

8. Security Considerations
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As VPE is an extended BGP/ MPLS VPN sol ution, security threats and
def ense techni ques described in RFC 4111 [ RFC4111] generally

apply.

When the SDN approach is used, the protocols between the vPE agent
and the vPE-C in the controller MJST be nutually authenticated.

G ven the potentially very large scale and the dynamic nature in
the cl oud/ DC environment, the choice of key managenent nechani sns
need to be further studied.

VMs in the servers can belong to different tenants with different
characteristics depending on the application. Cassification of
the VMs nmust be done through the orchestrati on system and
appropriate security policies nust be applied based on such
classification before turning on the services.
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