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Abst ract

Thi s docunent describes a Bidirectional Forwardi ng Detection (BFD)
proxy mechanismto allow internmedi ate networki ng equi pnent (ex:
Satellite HUB/ Mbdem) to intercept BFD packets and to generate BFD
packets to relay the health of connection nonitored |inks.

Note that this is an informational document that does not propose any
changes to the BFD protocol.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
This Internet-Draft will expire on Novenber 6, 2014.

Copyright Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust

include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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I ntroduction
1. Term nol ogy
The foll owi ng acronyns/termninol ogies are used in this document:
o BFD - Bidirectional Forwarding Detection
o DLEP - Dynam c Link Exchange Protocol
o L2 - Layer 2

o L3 - Layer 3

QOO UTUITUOTA, WNN

0 CQutroute - The broadcast link fromhub to noden(s) in a satellite

net wor k.
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1.

2

0 Downstream - Synonynous to Qutroute.
o OTA - Over the Ar

0 Inroute - The unicast uplink that a nodemtransmits to the hub
side on in a satellite network

0 Upstream - Synonynous to |nroute.
Backgr ound

Bi di rectional Forwarding Detection (BFD) is an application agnostic
and link type independent keep alive protocol which has w dely been

i mpl ement ed and depl oyed. The BFD protocol can be configured with a
fast interval to provide rapid failure detection or configured with a
slower interval to provide slower failure detection. The faster the
interval, the nore BFD packets are transmitted and received,
consumi ng nore system and network resources.

Some |inks have connection nonitoring functionality of its own, and
some of these connection nonitored |inks have constraints (ex:
limted or expensive bandwi dth). Applications over such lIinks often
still desire rapid failure detection through exchangi ng keep-alive
packets (ex: BFD). However, the consequence of such can
significantly degenerate the value of the links. For exanple,
running BFD over a link with linited bandwi dth can result in a
significant portion of the bandw dth bei ng consuned by BFD packets.

One exanpl e of such scenario is:

PR MDML --- RTRL
I

UpstreanRTR --- HUB --- <SAT> --- MDM2 --- RTR2
I
FU MDVh --- RTRn

Figure 1: Star Satellite Network

The HUB conponents consist of a protocol stack which processes and

i nspects all outbound packets in order to optimze traffic for a high
del ay | ow bandwi dth environnents. (Ex: TCP proxy, conpression
encryption). This stack also contains a L2 switch to denultiplex
outroute traffic towards the proper nodemvia a MAC | earning swtch
In this conponent is also station keeping algorithnm and QOS

schedul ers.

The MDM conponents have the same protocol stack (w thout the
demul tiplexing required) to optim ze the traffic flow for the TDVA
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inroutes. The interfaces of a nbpdemare 1 RF interface and 1 to 8
et hernet interfaces.

Wien routers connected to HUB and MDMs run BFD to nonitor the L3
reachability through the Satellite network, expensive Satellite
bandwi dt h gets consunmed with |arge nunber of BFD packets traversing
over it.

Dynam c Li nk Exchange Protocol (DLEP), [I-D.ietf-nmanet-dlep], tackles
this problem by introducing a protocol that can comrunicate the state
of nmonitored links to routing devices. DLEP also maintains and

conmuni cates an extensive set of information (ex: link quality). A
wi de range of DLEP responsibilities result in a large effort for
vendors to develop this protocol. DLEP, in addition, will require

further effort to get integrated into various applications (ex: |1GP)
for the information to be benefici al

BFD, on the other hand, has wi dely been inplenented and depl oyed. |f
applications, already capabl e of speaking BFD, only require keeping
track of a connection state over nonitored |inks, and not any other

i nformati on provided by DLEP, then the BFD proxy, described in this
docunent, can be inplenented on internedi ate networki ng equi pnent to
al | ow

0 Connected network equiprent (i.e. routers) to continue using BFD
for continuity check.

0 BFD packets to consune mininal bandwi dth on nonitored |inks
2. Overview

This informational docunment describes a BFD proxy nechani smthat

all ows for connection nonitoring internediate networking equi pnent
(ex: Satellite HUB/ Moden) to use BFD packets in order to conmunicate
the state of nonitored links whilst significantly reducing the

net wor k bandwi dt h consuned by BFD packets.

The BFD proxy is a link state aware nodul e that resides on the
i nt ermedi at e networ ki ng equi pnment, and intercepts all BFD packets
comng in fromthe connected network equi pnent.

The first task of the BFD proxy is to transnit BFD control packets to
the connected network equi prent in order to comunicate the state of
moni tored |inks, based on its know edge of link state. The BFD proxy
can inject BFD STATE change events towards the connected network

equi pnent. Wen the device under nonitoring is present, the BFD
proxy can inject BFD packets with BFD UP state. Wen the device
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under monitoring has left the network, the BFD proxy can inject BFD
packets with BFD DOM st ate.

The second task, to reduce network bandwi dth is handl ed both at the
BFD |l evel (by proxing) and at the L3 level. By proxing the BFD
control packets one can keep all the BFD overhead off the nonitored
(and often expensive) bandwi dth |inks. The use of BFD also all ows
for network designers to configure L3 keep-alive/HELLO tinmers to be
i ncreased thereby reduci ng OTA bandw dth usage of un-proxied data
flows. Wth BFD nonitoring and al erting, L3 convergence is bound by
a conbination of link state awareness and IGP Hello time (in either
direction). The nonitored link's state (ex: satellite noden) can be
i mredi at el y propagated when transitioning between in and out of
network. Additionally, configurations and protocols wll be

di scussed that have been deternmined to be optimal to this use case.

This docunment will also suggest nultiple integration inprovenents
that all interested parties (routing vendors and nodem vendors) could
i mpl ement to further optinze convergence tinme and bandw dth usage.
The network configuration is that of a star design, where thousands
of CE routers each behind a satellite renote will attach to one hub
upstreamrouter via desired L3 protocols. Wilst, many networks do
utilize nmobility and roaning, they are always aware of whomthey are
connecting too (either one or nore possible HUBs, but only one at a
time). As the goal is sinmply to assist the routers in understanding
radio link state to optinize routing convergence, BFD is the optinal
way of neeting this need.

3. BFD Proxy Pl acenent

The BFD proxy nodul e MUST be placed on a system such that it neets
following two criteria:

1. The BFD proxy nodul e can access the state of nonitored |inks and
nei ghbors reachabl e through it.

2. The BFD proxy nodul e can access all single-hop BFD contro
packets conming in fromthe connected network equi prment.

4. BFD Proxy Procedures

4.1. BFD Control Packet |nterception
The BFD proxy nodule MIUST intercept all single-hop BFD contro
packets (referred to as BFD packets from hereon) comng in fromthe

connected network equipnment. Criteria to identify single-hop BFD
control packets are:
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1. | P/UDP Packet
2. |P TTL 255 ([ RFC5881] and for [RFC5082])
3. UDP destination port 3784 ([RFC5881])

4.2. OAM bj ect
The BFD proxy nodul e SHOULD mnai ntai n an OAM obj ect per nei ghbor
reachabl e t hrough nonitored links. This OAMobject is to have the
state of the neighbor (i.e. available or not avail able), stores |ocal

BFD di scrim nator val ue and caches the | atest BFD packet intercepted.
When the BFD proxy nodul e intercepts a BFD packet, destination MAC

address is used to locate the OAM object. If correspondi ng QAM
object is not found, then performlocal checks to see if one should
get created. |If the check passes, create the OAM object. O herwi se

do not create one.

4.3. BFD Proxying
Upon intercepting a BFD packet and | ocating a correspondi ng OAM
obj ect, the BFD proxy nodule is to follow procedures described in
thi s sub-section.

1. If there is no OAM object, no further action is taken.

2. If the state of the neighbor in the OAM object is "not-
avail abl e", then no further action is taken.

3. If the State field of intercepted BFD control packet is:

* ADM N DOMN: Forward the intercepted packet OTA to alert the
real destination.

* DOM: Create a BFD packet and copy the contents from
i ntercepted packet, with the foll owi ng nodifications:

+ Swap source and destination MAC addresses.
+ Swap source and destination |IP addresses.
+ Set "ny discrimnator" field.

+ Cdear "your discrimnator" field.

Send constructed BFD packet to the connected network
equi pnent .
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* INIT: If "your discrimnator" does not match expected val ue,
then no further action is taken. Oherw se, create a BFD
packet and copy the contents fromthe intercepted packet, with
the follow ng nodifications:

+ Swap source and destination MAC addresses.

+ Swap source and destination |IP addresses.

+ Swap "ny discrimnator" and "your discrimnator" fields.
+ Set "State" field to UP.

Send constructed BFD packet to the connected network
equi prent .

* UP:. If "your discrimnator" does not natch the expected val ue,
then no further action is taken. Oherw se. create a BFD
packet and copy the contents fromthe intercepted packet, with
foll owi ng nodi fications:

+ Swap source and destination MAC addresses.
+ Swap source and destination | P addresses.

+ Swap "ny discrimnator" and "your discrimnator" fields.

Send constructed BFD packet to the connected network
equi pnent .

In addition, follow ng procedures MAY be appli ed:

(0]

When a BFD control packet is sent to the connected network
equi pnent, the UDP checksumis set to 0 to avoid the
recal cul ati on.

When the state of the neighbor in the OAM obj ect changes from
"available" to "not-available", then the BFD proxy nodul e SHOULD
send unsolicited BFD control packet with state field as DOM to
the connected network equipnent. |If this is not done, then
absence of a "reply" BFD control packet fromthe BFD proxy will
cause the sending router to tineout the connection after 3 drops
(or whatever the nultiplier is set too).

Once the BFD proxy is intercepting BFD control packets and is in
UP state, Poll sequence MAY be initiated to increase values in
M nimum TX Interval and M ninum RX Interval fields to reduce the
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number of BFD control packets on the |ink connecting the network
equi prent and the intermedi ate network equi prment.

0 Since on a Satellite Star Network configuration the outroute and
i nroute have different bandw dth consi derations, there are unique
i ntegration concerns which are described bel ow

Qutrout e Consi derations

In a star satellite network, the outroute is a broadcast channe
which all renotes receive. Wile there need not be any restrictions
on L3 routing protocols, it does naturally follow that an IGP is a
good choice. Specifically, one which allows for asynchronous tiners.

Terrestrial convergence timng with BFD (sub second) is in the nost
common error cases (rainfade, nobility switching) not a realistic
goal as the RF algorithns that deternine out of network will take on
the order of seconds (15 in this specific case). Therefore should a
nodem | eave the network for any reason, the mni mum convergence tine
at the hub side is 15 seconds plus BFD timng to recogni ze the |ink
| oss. Hence, the goal being to mninze bandw dth overhead to nake
this as short as possible above layer 1 timng. A further
consideration is convergence tining when a nodem cones back into
network. If the L3 timers are nade too high, then it can take too
long to recognize a positive network state. The outroute being a
broadcast nedium can work well within these paraneters if for
instance the outroute L3 hello timng was every 5 seconds. That’s
only 1 nmulticast hello packet to cover the entire network and wll
bound the convergence tine to within 5 seconds.

I nrout e Consi derations

On the inroute, network bandwidth is nmuch harder to cone by, because
the aggregate throughput of all inroutes is shared anongst all nobdens
(potentially nunbering in the tens of thousands), and is very
expensive. Also, it is unicast to the hub side only. Therefore any
deci sions made here on tining and data transm ssions nust scale to
the tens of thousands in design principles. This fact is the
catalyst for preferring asynchronous tinmers. ldeally, one can rely
on the hell o packet of a nulticast outroute to kick off convergence,
and the hello timng of the inroute can be tuned down as nuch as
possible, to optimze inroute usage. This is possible with EIGRP and
IS-1S protocols. Unfortunately, BGP and OSPF require synchronized
timers, which neans it is inpossible to weigh equally the convergence
timng while protecting inroute bandw dth.

Additionally, further integration sinplicity can optionally be
achieved if desired. Notice the timng of 15 seconds to recogni ze
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nmodem link state is also 3 (a common nultiplier setting) tines the 5
seconds (common hello nessage timng). Therefore, it is possible, if
one is only interested in nonitoring link state, to not utilize BFD
on all the renote LANs, as 15 seconds is enough tine for the L3
messaging to alert the router to a network issue and just about the
sane time that the hub side will notice. This is useful to sinplify
operational conplexity and managenent of the thousands or tens of

t housands of installed networks. |If one would |ike BFD to nonitor
nmodem LAN state as well, then it would be required regardl ess

5. Possible Integration |nprovenents

The followi ng i nprovenents could help with overhead and convergence
timng in all nonitored network environments. They can require
changes on routing or nodem equi pnent to further optim ze these types
of networKks:

o BFD timer - Allowing for connected network equi pnent to configure
a high BFD interval value. One of BFD s nmissions is to support
sub second failure notification. This docunent puts forth a
useful situation in which BFD is a great help, but does not
require such strict timng. |In fact, it would scale better with
much | ooser restrictions on tiner configuration

0o BFD demand node inplementation - If vendors had inpl emented dermand
nmode, it would be possible for the BFD proxy to send D bit to the
connected network to significantly mnimze BFD packets traversing
over local link connected to the network equi pnent, w thout
tweaking M nimum TX Interval and M ninum RX Interval values. This
woul d reduce processing of BFD packets by the BFD proxy nodul e
even further.

o BFD protocol - Adding into the core protocol the notion of a
proxi er could assist with support of authentication in this use
case, if desired

6. Security Considerations

The proxying by the BFD proxy nmodule will require additiona
considerations (i.e. knowi ng authentication types/keys of each

nei ghbor) to handl e BFD packets with BFD authentication data
(described in Section 6.7 of [RFC5880]. This docunent only describes
procedures to handl e BFD packets wi thout BFD authentication data.
However, because the nechanismis only applicable to single-hop BFD
([ RFC5881]) and GISM (i.e. check for TTL=255) already provides
fairly strong security, lack of BFD authentication support is not
consi dered t hreatening.
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7. 1 ANA Consi derations
Thi s docunent does not define any code points.
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