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Abst ract

Pl M Spar se- Mode uses a Rendezvous Point (RP) and shared trees to
forward nulticast packets to Last Hop Routers (LHR). After the first
packet is received by the LHR, the source of the nulticast streamis
| earned and the Shortest Path Tree (SPT) can be joined. This draft
proposes a solution to support PIM Sparse Mdde (SM without the need
for PIMregisters, RPs or shared trees. Milticast source information
is flooded throughout the multicast domain using a new generic PIM
fl oodi ng mechanism This mechanismis defined in this docunent, and
is nodel ed after the PIM Bootstrap Router protocol. By renoving the
need for RPs and shared trees, the PIM SM procedures are sinplified,

i mprovi ng router operations, managenent and making the protocol nore
robust .
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Internet-Drafts are working docunments of the Internet Engineering
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include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. I nt roducti on

Pl M Spar se- Mode uses a Rendezvous Point (RP) and shared trees to
forward nulticast packets to Last Hop Routers (LHR). After the first
packet is received by the LHR, the source of the nulticast streamis
| earned and the Shortest Path Tree (SPT) can be joined. This draft
proposes a solution to support PIM Sparse Mdde (SM wi thout the need
for PIMregisters, RPs or shared trees. Milticast source information
is flooded throughout the nulticast domain using a new generic PIM

fl oodi ng mechanism This nmechanismis defined in this docunent, and
is nodel ed after the Bootstrap Router protocol [RFC5059]. By
removing the need for RPs and shared trees, the PIM SM procedures are
simplified, inproving router operations, managenent and naking the
prot ocol nore robust.
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1.1. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Termnol ogy
RP: Rendezvous Point.
BSR  Bootstrap Router
RPF: Reverse Path Forwardi ng.
SPT: Shortest Path Tree.
FHR: First Hop Router, directly connected to the source.
LHR: Last Hop Router, directly connected to the receiver
SG Mapping: Muilticast source to group mapping.
SG Message: A PI M nessage contai ning SG Mappi ngs.
2. A generic PIMflooding nechani sm

The Bootstrap Router protocol (BSR) [RFC5059] is a commonly used
protocol for distributing dynamic Goup to RP mappings in PIM It is
responsi ble for flooding informati on about such mappi ngs throughout a
PI M domain, so that all routers in the domain can have the sanme
information. BSR as defined, is only able to distribute Goup to RP
mappi ngs. We are defining a nore generic nmechani smthat can flood
any kind of information throughout a PIMdomain. It is not
necessarily a domain though, it depends on the adnministrative
boundari es being configured. The forwarding rules are identical to
BSR, except that there is no BSR el ection and that one can contro
whet her routers should forward nessages of unsupported types. For
some types of information it is quite useful that it can be
distributed without all routers having to support the particul ar

type, while there may al so be types where it is necessary for every
single router to support it. The protocol includes an originator
address which is used for RPF checking to restrict the flooding, just
like BSR  Just like BSR it is also sent hop by hop. Note that there
is no built in election mechanismas in BSR, so there can be multiple
originators. It is still possible to add such an el ection nmechani sm
on a type by type bases if this protocol is used in scenarios where
this is desirable. W include a type field, which can allow
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boundaries to be defined, and election to take place, independently
per type. W call this protocol the PIM Floodi ng Protocol (PFP).

2.1. PFP nessage fornmat

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| PIM Ver| Type |N Reserved | Checksum |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Ori gi nat or Address (Encoded- Uni cast fornat) |
B E e r e s i s i o T T s S S S S 2
| PFP Type | Reserved | U
B T T i I T T o S S S e b S S S
| Type 1 | Length 1 |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
Val ue 1

B T T S e T S ity S Sl SUE S S S S S

I
I
I
+-
I
[ .
| Type n | Length n

B T e e S e i e i i S T S S e S S i o i TR S N
[ Val ue n

I
I
+-

I
I
I
+
|
I
I
+
I
I
|
+

B o o ol b T ST SN S S S S R :I-— B o o ol b T ST SN S S S S R
Pl M Ver si on: Reserved, Checksum Described in [ RFC4601].
Type: PI M Message Type. Value (pending | ANA) for a PFP nmessage.

[ N]Jo-Forward bit: When set, this bit neans that the PFP nessage is
not to be forwarded.

Oi gi nator Address: The address of the router that originated the
message. This can be any address assigned to this router, but
MUST be routable in the domain to all ow successful forwarding
(just like BSR address). The format for this address is given in
t he Encoded- Uni cast address in [ RFC4601].

PFP Type: There may be different sub protocols or different uses
for this generic protocol. The PFP Type specifies which sub
protocol it is used for.

[ Ul nknown- No- For war di ng bit: Sone sub protocols nmay require that
each router do some processing of the contents and not sinply
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forwarding. This bit controls how a router should treat an
unknown PFP Type. When set, a router MJST NOT forward the nessage
when the PFP Type is unknown. \When clear, a router MJST forward
the message when possible. |If the PFP Type is known, then the
specification of that type will specify how to handl e t he nessage,
i ncl udi ng whether it shoul d be forwarded.

Type 1..n: A nmessage contains one or nore TLVs, in this case n
TLVs. The Type specifies what kind of information is in the
Value. Note that the Type space is shared between all PFP types.
Not all types nmake sense for all PFP types though

Length 1..n: The length of the the value field.

Val ue 1..n: The val ue associated with the type and of the specified
| engt h.

3. Distributing Source to G oup Mappi ngs

We want to provide infornmation about active nulticast sources

t hroughout a PI M donai n by naki ng use of the generic fl ooding
mechani sm defined in the previous section. W request PFP Type 0 to
be assigned for this purpose. W call a nessage with PFP Type 0 an
SG Message. We al so define a PFP TLV which we request to be type O.
How this TLV is used with PFP Type 0 is defined in the next section
O her PFP Types may specify the use of this TLV for other purposes.
For PFP Type O the U-bit MJUST NOT be set. This neans that routers
not supporting PFP Type O would still forward the nessage.

3.1. Goup Source Holdtime TLV
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type = 0 [ Lengt h [
B i i S S i I e i S S R L e e e e
| Group Address (Encoded- Group fornat) |
R R e R e s s e o S S e R e o o
| Src Count | Src Hol dtime |
B i S S T s i S T st i S S S S S S S S i
[ Src Address 1 (Encoded-Uni cast format) [
B i i S S i I e i S S R L e e e e
| Src Address 2 (Encoded- Uni cast fornat) [
R R e R e s s e o S S e R e o o
I I
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
| Src Address m (Encoded- Uni cast fornat) |
B E e r e s i s i o T T s S S S S 2

Type: This TLV has type O.

Lengt h: The | ength of the val ue.

Group Address: The group we are announcing sources for. The fornat
for this address is given in the Encoded-Goup format in
[ RFC4601] .

Src Count: How nmany uni cast encoded sources address encodi ngs
fol l ow

Src Hol dti nme: The Hol dtime (in seconds) for the corresponding
source(s).

Src Address: The source address for the corresponding group. The
format for these addresses is given in the Encoded- Uni cast address
in [ RFC4601] .

4. Oiginating SG nessages

An SG Mesage, that is a PFP nessage of Type O, may contain one or
nmore Group Source Holdtinme TLVs. This is used to flood information
about active multicast sources. Each FHR that is directly connected
to an active nulticast source originates SG BSR nessages. How a

mul ticast router discovers the source of the multicast packet and
when it considers itself the FHR follows the sane procedures as the
regi stering process described in [ RFC4601]. After it is decided that
a register needs to be sent, the SGis not registered via the PIM SM
regi ster procedures, but the SG mapping is included in an SG nessage.
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Note, only the SG mapping is distributed in the nmessage, not the
entire packet as would have been done with a PIMregister. The
router originating the SG nmessages includes one of its own addresses
inthe originator field. Note that this address nust be routeable
due to RPF checking. The SG nessages are periodically sent for as
long as the nmulticast source is active, simlar to how PIMregisters
are periodically sent. The default announcenent period is 60
seconds, which nmeans that as long as the source is active, it is
included in an SG nessage originated every 60 seconds. The holdtine
for the source is by default 210 seconds. Oher val ues can be
configured, but the holdtine nust be |arger than the announcenent
period. It is RECOWENDED to be 3.5 tines the announcenent peri od.
Note that as a special case a source MAY be announced with a holdtinme
of 0 to indicate that the source is no |longer active

5. Processing SG nessages

A router that receives an SG nessage should parse the nessage and
store the SG mappings with a holdtiner started with the adverti sed
holdtime for that group. |If there are directly connected receivers
for that group this router should send PIM (S, G joins for all the SG
mappi ngs advertised in the nmessage. The SG mappings are kept alive
for as long as the holdtiner for the source is running. Once the

hol dti mer expires a PIMrouter SHOULD send a PIM (S, G prune to
renove itself fromthe tree. Note that a holdtinme of 0 has a speci al
meaning. It is to be treated as if the source just expired, causing
a prune to be sent and state to be renoved. Source information MJST
not be renoved due to it being omtted in a nmessage. For instance,
if there are a | arge nunber of sources for a group, there nmay be
mul ti ple SG nessages for the sanme group, each nessage containing a
different |list of sources.

6. The first packets and bursty sources

The PIMregister procedure is designed to deliver Milticast packets
to the RP in the absence of a native SPT tree fromthe RP to the
source. The register packets received on the RP are decapsul ated and
forwarded down the shared tree to the LHRs. As soon as an SPT tree
is built, multicast packets would flow natively over the SPT to the
RP or LHR and the register process would stop. The PIMregister
process ensures packet delivery until an SPT tree is in place
reaching the FHR |If the packets were not unicast encapsulated to
the RP they woul d be dropped by the FHR until the SPT is setup. This
functionality is inportant for applications where the initial

packet (s) nust be received for the application to work correctly.

Anot her reason would be for bursty sources. |If the application sends
out a nulticast packet every 4 nminutes (or longer), the SPT is torn
down (typically after 3:30 minutes of inactivity) before the next
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packet is forwarded down the tree. This will cause no nulticast
packet to ever be forwarded. A well behaved application should
really be able to deal with packet loss since IPis a best effort
based packet delivery system But inreality this is not always the
case.

Wth the procedures proposed in this draft the packet(s) received by
the FHR will be dropped until the LHR has | earned about the source
and the SPT tree is built. That nmeans for bursty sources or
applications sensitive for the delivery of the first packet this
proposal would not be very applicable. This proposal is nostly
useful for applications that don’'t have strong dependency on the
initial packet(s) and have a fairly constant data rate, |ike video
distribution for exanple. For applications with strong dependency on
the initial packet(s) we recomend using PIMBidir [RFC5015] or SSM
[ RFC4607]. The protocol operations are nuch sinpler conpared to PIM
SM it will cause less churn in the network and both guarantee best
effort delivery for the initial packet(s).

Anot her solution to address the problens described above is
docunented in [I-D.ietf-mgma-nsnip]. This proposal allows for a
host to tell the FHRits willingness to act as Source for a certain
Group before sending the data packets. LHRs have tine to join the
SPT tree before the host starts sendi ng which woul d avoi d packet

| o0ss. The SG mappi ngs announced by [I|-D.ietf-nmagna-nsni p] can be
advertised directly in SG nessages, allowing a very nice integration
of both proposals. The life time of the SPT is not driven by the
liveliness of Milticast data packets (which is the case with PIM SM,
but by the announcenents driven via [|I-D.ietf-magna-nsnip]. This
will also prevent packet |oss due to bursty sources.

7. Resiliency to network partitioning

In a PIM SM depl oynent where the network beconmes partitioned, due to
link or node failure, it is possible that the RP becones unreachabl e
to a certain part of the network. New sources that becone active in
that partition will not be able to register to the RP and receivers
within that partition are not able to receive the traffic. Ildeally
you woul d want to have a candidate RP in each partition, but you
never know in advance which routers will forma partitioned network.
In order to be fully resilient, each router in the network may end up
being a candidate RP. This would increase the operational conplexity
of the network.

The solution described in this docunent does not suffer fromthat
problem If a network becones partitioned and new sources becone
active, the receivers in that partitioned will receive the SG
Mappi ngs and join the source tree. Each partition works
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i ndependently of the other partition(s) and will continue to have
access to sources within that partition. As soon as the network
heal s, the SG Mappings are re-flooded into the other partition(s) and
other receivers can join to the newy |earned sources.

8. Security Considerations
The security considerations are nainly simlar to what is docunented
in [RFC5059]. It may be a concern that rogue devices can inject
packets that are flooded throughout a domain. PFP packets SHOULD
only be accepted froma PIM neighbor. Deploynents nay use nechani sns
for authenticating Pl M neighbors.

9. | ANA considerations

This docunent requires the assignnent of a new PIM Protocol type for

the PIM Fl ooding Protocol (PFP). IANA is also requested to create a
registry for PFP Types with type 0 allocated to "Source-G oup
Message". |1ANA is also requested to create a registry for PFP TLVs,

with type O allocated to the "Source G oup Holdtinme" TLV. The
al | ocation procedures are yet to be determ ned.
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