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Abst r act

This draft nmainly describes centralized anycast |ayer 3 gateway
solution in TRILL canpus. Conparing to traditional VRRP based
active-standby | ayer 3 gateway solution, this solution can achieve
better | oad bal ancing and scal ability. Anycast nicknanme, anycast
gateway | P and MAC are introduced. It can ensure inter-subnet
traffic forwarding in flow based | oad bal anci ng node anong al

physi cal |ayer 3 gateways. To avoid sending duplicated ARP reply
message to the end system ARP master gateway el ection nmechanismis
i ntroduced. The election algorithmis described in this draft.
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1. Introduction

In a TRILL based multi-tenancy data center network (DCN), each
tenant normally owns one routing domain (RD) which may consist of
one or nore | P subnets. It is a commopn practice that one |ayer 2
virtual network (VN) maps to a unique |P subnet. Layer 2 virtua
network in a TRILL canpus is identified by a 12-bit VLAN ID or 24-
bit Fine Gained Label [FA].

Al'l the inter-subnet conmunication or inter VN communication need to
pass through an L3 GN Different subnets in one tenant are usually
allowed to comunicate with each other freely. Gateway plays an
inmportant role in both such west-to-east traffic and traditiona
north-to-south traffic.

Figure 1 shows a typical data center network topology. Miltiple core
switches serve as the |ayer 3 gateways. Al the network nodes are
RBri dges running TRILL protocol. Gateway functions co-exist with
traditional RBridge functions at the GWswitch. There are severa
ways to organi ze the gateways. A traditional way is to use VRRP
based gateways which is explained in section 3. However it has the
i ssue of scalability and efficiency. In order to avoid single point
of failure and achi eve better |oad bal anci ng, anycast gateway group
can be used. The key idea of anycast gateway is to make multiple
physi cal gateways share the sanme gateway | P and MAC address for
single virtual network(VN)

Hao & Li,etc Expi res August 14, 2014 [ Page 3]



Internet-Draft TRILL anycast Layer 3 Gateway February 2014

| | Rk Ik S o | |

* *
* *
* TRI LL Canpus *

* *

* *
i-:r-O-Q;L--i *kkkk k)% i-:r-d-?-z--i *kkkk k)% i-:r-O-Qé--i *kkkk k)% i-:r-O-QA--i
I I I I I I I I
I I I I I I I I
T 1T T T ITT T IT T T IT T
| S1f | S2| | S3| | $4] | S5 | S6| | S7| | S8

Figure 1 Centralized |ayer 3 gateway in TRILL canpus

For inter-subnet layer 3 traffic, centralized layer 3 gateway is
normal |y used and put at the boundary of TRILL network and the
external IP network. In figure 1 above, GM and GA2 are integrated
devices of layer 3 gateway and TRILL RB function. TRILL protoco

runs on TOR and GW devices. West-to-east IP traffic anong different
VNs and north-to-south IP traffic between TRILL network and externa
I P network both pass through the |layer 3 gateway. Wen the gateway
recei ves the unicast TRILL encapsul ated traffic fromone layer 2 VN,
it renmoves the TRILL encapsul ati on header. If destination MAC in

i nner Ethernet header is gateway’'s MAC, the gateway renobves inner

Et hernet header. Then the gateway | ooks up local |IP forwarding table.
If destination IP belongs to another VN in TRILL canpus, the gateway
will encapsulate the frame in TRILL format and send to the
destinati on.

To elinmnate the single point of gateway failure and to enhance the
reliability, multiple layer 3 gateways are depl oyed. These gat eways
can work in active-standby node or active-active node. |In active-
standby node, for each VN only one gateway acts as naster and is
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responsible for IP traffic forwarding between VNs. Network bandwi dth
usage is inefficient with such deploynment. In a cloud conmputing data
center, it is estimated that about 70% of traffic is east-west
traffic which requires a non-bl ocking forwarding for |ine-speed
traffic transm ssion between servers.

For inter-subnet layer 3 traffic, nultiple centralized | ayer 3

gateways working in flow based active-active node will enhance the
network efficiency. In this draft, such anycast |ayer 3 gateway
solution for TRILL canpus is illustrated. Anycast nicknane, anycast

gateway | P and MAC address are introduced. Anycast gateway |P and
MAC address are set on each layer 3 gateway for each VN to termnate
Et hernet traffic. Anycast nickname also is shared by multiple
gateways, the TRILL traffic with anycast nickname as egress ni cknane
could go to any one of the gateways by the natural support of ECWP
from TRILL protocol, so flow based | oad bal anci ng anong physica
gateways will be achi eved. Conparing to traditional VRRP based
active-standby | ayer 3 gateway, anycast gateway can achi eve better

| oad bal ancing and scal ability.

Thi s document is organized as follows: Section 3 describes VRRP
based gateway solution and its di sadvantage. Section 4 gives anycast
gateway solution overview Section 5 describes ARP handling process.
Section 6 describes data traffic forwarding. Section 7 describes
TRILL protocol extension
Familiarity with [RFC6325] is assuned in this docunent.

2. Conventions used in this docunent
ARP - Address Resol ution Protocol
ES - End Station.

VN - Virtual Network. In TRILL network, each VN can be identified by
a 12 bit VLANID or a 24 bit Fine Gained Label

3. VRRP based gat eways

Assuming in figure 1 above, CORlL and COR2 are centralized gateway in
active-standby node. TRILL protocol runs on TOR and GWNdevice. ES is
end station. ES1, ES3, ES5 and ES7 belong to VLANL. ES2, ES4, ES6 and
ES8 bel ong to VLAN2.

The Virtual Router Redundancy Protocol (VRRP) is designed to

elimnate the single point of gateway failure. VRRP is an election
protocol that dynamically assigns responsibility for a virtua
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router to one of the VRRP routers on a layer 2 VN. Any of the
virtual router’s |IP addresses on a LAN can then be used as the
default first hop router by end-hosts. The | ayer 3 gateway of VRRP
master is responsible for forwardi ng packets destined to the virtua
router. If VRRP nmaster fails, VRRP backup will take over.

VRRP based sol ution has the follow ng issues:

1. Inefficient network bandw dth usage. Only the VRRP master gateway
forwards the traffic. VRRP slave is idle nost of the tine.

2. Low scalability. VRRP session anong physical |ayer 3 gateways
shoul d be established per layer 2 VN. Large nunber of |ayer 2 VN
wi Il cause heavy CPU workl oad for each | ayer 3 gateway.

4. Anycast |ayer 3 gateway

Mul tipl e gateways share the sane |P and MAC address for each VN
These I P and MAC address are called anycast |P and anycast MAC
address respectively. Anycast IP is used as the default gateway |P
address for all end hosts in the corresponding VN. Gateways al ways
respond with the anycast MAC address when receiving ARP request for
the anycast |IP. As different VNs are allowed to have overl appi ng MAC
address space, different anycast |P addresses can map to the sane
anycast MAC. That is to say, each VN should have a uni que anycast
gateway | P, however nultiple anycast gateway |IPs may map to the sane
anycast MAC. It is recommend to configure only one anycast MAC for
all VNs on each gateway device for sinplicity purpose. Each physical
gateway perforns |ayer 2 Ethernet traffic term nation when the inner
destination MAC of the incomng frane equal to its anycast MAC

To support layer 3 traffic |oad-bal ancing anong all gateways,

besi des each | ayer 3 gateway’s own ni cknane, anycast nicknane is

i ntroduced, nultiple gateways share the sane ni cknane. Each gateway
announces anycast ni cknane through the N cknane Sub-Tlv specified in
[ RFC6326] to TRILL network and MUST ignore the nickname collision
check as defined in basic TRILL protocol. The anycast ni ckname used
by the gateway should be set to the highest priority. Wth such
setting, in case sone other RBridge tries to use the sanme ni cknane,
the gateway can always win in the nicknane conflicts.

Besi des anycast ni cknane/ | P/ MAC, each physical gateway also has its
own gateway |IP and MAC for each VN and its own ni cknane.

The source MAC of ARP reply when responding to ARP request for

anycast IP fromES is always the anycast MAC. |ngress ni cknane
shoul d be anycast ni ckname when the ARP reply nessage is a unicast
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TRILL frame. For proactive ARP request froma gateway to ES, source
MAC is the gateway’s owmn MAC. I n this case ingress nicknane in TRILL
header should be the gateway’s own nicknane. Edge nodes i.e. ToRs

| earn the consistent correspondence of anycast MAC and anycast

ni cknane and correspondence of gateway’'s physical MAC and

ni ckname through normal data plane | earning nmechani sm

An ES has no know edge that MAC address it gets for a gateway is
actually an address for anycast purpose. The ES operates in nornal
way. The ES acquires correspondence between anycast MAC and anycast
I P through normal ARP procedures. Wen the ES tries to send traffic
cross subnets, it will send the frame to the gateway first. The
anycast MAC is used by the end system as destinati on MAC. As edge
nodes, ToRs in this case, learn the consistent correspondence of
anycast MAC and ni cknane for gateway beforehand, frame fromthe end
host sending to the gateway could go to any one of the gateways by
the natural support of ECMP from TRILL protocol. The workload is
wel | spread over all the core sw tches. Wen one gateway fails, the
rest could seam essly take over the workload automatically wi thout
runni ng any VRRP-1i ke keepalive protocol in between.

It should not be allowed to tel net each physical gateway using the
anycast | P address. The information exchange in a single telnet
session may indeed go to the different physical gateways when the
anycast gateway |P address is used for telnet. Consequently the
state machine at the telnet initiator side nay be in unpredictable
and di sordered states. To overcone this ,it is reconmended to use
gateway’'s own physical IP for telnet. ARP tables age i ndependently
on each physical gateways. A physical gateway should use its own MAC
to send ARP request nessage to all ES belonging to a VN in proactive
nmode to acquire destination ES s ARP table. The source MAC of ARP
request message should be the gateway’s own MAC i nstead of anycast
MAC, the destination ES uses the physical gateway’ s own MAC as
destination MAC to send ARP reply nessage. Through this nobde, the
ARP reply nmessage fromdestination ES can be ensured to reach the
physi cal gateway. Inter-subnet traffic fromgateway to ES can use
either the gateway’' s own physical MAC or anycast MAC as source MAC.

4.1. ARP Handling

Bef ore an ES begins inter-subnet communication, it sends ARP request
to ask the MAC address of the gateway. As the ES uses the anycast
gateway | P as the target address, all physical |ayer 3 gateways
could possibly respond it. To avoid duplicate ARP reply sending to
the end system only one physical gateway should be elected to
respond. The physical gateway that responds to ARP request nessage
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is called ARP master gateway. Assumi ng there are k physical gateways,
the algorithmto el ect ARP naster gateway for each VN is as follows:

1. Al physical gateways are ordered and nunbered fromO to k-1 in
ascendi ng order according to the 7-octet 1S-1S ID.

2. For VN 1D m choose RB whose nunmber equals (mnod k) as ARP
nmast er gat eway.

The al gorithm guarantees each VN has a consistent ARP nmster gateway.
Only ARP naster gateway sends ARP reply to an ES' s ARP request for
that VN. The rest gateways should ignore the ARP request.

Sender protocol address (SPA) and Sender hardware address (SHA) in
the ARP reply nessage is set as anycast |P address and anycast MAC
address. The ARP reply nessage is unicast TRILL encapsul ated and
sent to the ES. Ingress nicknane shoul d be anycast nicknane. Egress
ni cknanme is set as the nickname of egress RB connecting to the ES

As ES broadcasts ARP request nessage to TRILL canpus, all physica
gateways can |l earn the correspondence of <ES MAC, ES I P, VN ID,

I ngress Nicknanme> fromthe frane. Gateways can use this information
to generate | P forwarding table for that ES

In sunmary, through the above ARP process:

1. Edge RBs i.e. TORs |l earn anycast MAC address associating with
anycast ni cknane.

2. ES learns the anycast MAC address associating with anycast
gateway | P.

Al'l physical gateways learn the (ES MAC, ES | P and connected edge RB
ni cknane) for all end systenms. ARP tables age independently on each
| ayer 3 gateway. To avoid the unnecessary flooding due to ARP table
aging, the layer 3 gateway should send ARP detection nessage
periodically in proactive node to refresh the ARP table state. In
this case, source MAC in inner Ethernet header and Sender hardware
address (SHA) in the ARP request nmessage i s suggested to use the
gateway’s own MAC, ingress nicknanme is suggested to use the
gateway’ s own ni cknanme when it is unicast TRILL encapsul ated. Wen
the ES receives the ARP request nessage, ES returns unicast ARP
reply message, destination MACis the |ayer 3 gateway’'s own MAC. The
message will only reach the | ayer 3 gateway. Wen the edge RB
connecting the ES receives the ARP reply message, the edge RB wil|l
forward the packet to the ARP request sending |ayer 3 gateway.
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4.2. Data traffic forwarding

After an ES acquires anycast MAC associated with anycast |P through
above ARP handling process, it can start to send the inter-subnet IP
traffic. Assuming ES1 tries to send data to ES4 in figurel. They
belong to different subnet. The IP traffic forwardi ng process is as
fol | owi ng:

1. ES1 sends unicast IP traffic to ES4. Destination IPis ES4’s |IP
address, destination MAC is anycast gateway’'s MAC.

2. TOR1 receives the message from ES1. Because TORl has al ready
| earned anycast MAC address associating with anycast nicknane
t hrough above ARP process, so it sends the packet with unicast
TRILL encapsul ation, egress nicknane in TRILL header is anycast
ni cknane. The TRILL data will reach one of the physical gateways
t hrough ECMP. Assuming the TRILL data reaches GA

3. GM receives the TRILL data from TORL. It decapsul ates the frame
and get native packet. It |looks up local IP forwarding table
based on destination IP and tries to forward the packet to ES4.
If entry of <ES4 MAC, ES4 I P, VLAN2, N cknane of TOR2> was stored
on GM, GM encapsul ates the frane based on the information and
sends it to the egress RB. The source MAC can be the gateway’'s
own MAC or anycast MAC. If the gateway’'s own MAC is used as
source MAC, ingress nicknanme of TRILL frane should be GAL’s own
ni cknanme. |f anycast MAC i s used, ingress nicknanme should be
anycast nicknane.(If the entry is not available on GM, the
gateway will send ARP Request nessage to ES4 proactively.)

4. TOR2 receives the TRILL data from GAL. It decapsul ates the frame
and forward the payload to ES4.

Al layer 3 traffic will be processed in a flow based | oad bal anci ng
node anong all physical gateways. Anycast gateway achi eves better
bandwi dth utilization and scalability conpared to VRRP-Iike
mechani sm

5. Node failure

When one of the |ayer 3 gateways fails, after network convergence,
the TRILL traffic to anycast nickname will only reach the renaining
gateways. ARP naster gateway will be re-el ected anong the remaining
gateways. No VRRP-1ike protocol session anong |ayer 3 gateways is
required to detect the node failure. Network convergence relies
purely on TRILL protocol
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6. Anycast MAC agi ng on edge node

I f anycast MAC aged on an edge node, when the edge node receives

i nter-subnet traffic fromconnecting ES, the edge node will flood
the unicast traffic to TRILL canpus as unknown unicast traffic. Al
physi cal gateways will receive the traffic, only one of the physica
gat eways should forward it, all others should drop it to avoid
forwardi ng duplicated data to destination ES. The forwardi ng gateway
i s suggested to be same with ARP naster device.

7. TRILL protocol extension

Al'l layer 3 gateways shoul d announce the anycast gateway TLV in LSP
defined in section 6.1 to TRILL canpus. Each gateway receiving the
anycast gateway TLV fromother RBs with the sane anycast GW ni cknane
thinks they are in one anycast gateway group. Al the gateways
shoul d ensure the anycast nicknane configuration consistency. If the
anycast nicknane is different fromthe | ocal configured one,
configuration error occurs and a network warning or SNMP trap shoul d
be sent to the network managenment system Anycast nicknane also is
carried in the N cknanme Sub-Tlv specified in [ RFC6326], each gateway
MUST i gnore the nicknane collision check for anycast nicknane.

7.1. The Anycast Gateway TLV

+o e e e e e -+
| Type= ANY-GW| (1 byte)

I e I R

| Length | (1 byte)

B s T I i R S e T S e i S R

| Anycast GW Ni ckname | (2 bytes)
B Tl T sl i S S S S S

o Type: TLV Type, TBD

0 Length: indicates the length of LAGAD field, it is a fixed val ue
of 1.

0 Anycast GW N cknane: the nicknane is shared by all the physica
gateways in the anycast gateway group. Al the inter-subnet traffic
to the anycast gateways MJST use the nicknanme as egress nicknane in
TRI LL header.
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8.

10.

11.

12.

Security Considerations

The default val ue of anycast nickname priority should be set as

hi ghest value. If nicknane on non-gateway and anycast nicknane on
gat eways occurs collision, it can mninize the probability to nodify
anycast ni cknane.

| ANA Consi derations

TBD
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