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Abstract

There is a need to sinplify network operations for nulticast
services. Current solutions require a tree-building control plane to
build and maintain end-to-end tree state per flow, inpacting router
state capacity and network convergence times. Milti-point tree
buil di ng protocols are often considered conplex to deploy and debug
and may include nechanics fromlegacy use-cases and/or assunptions
whi ch no | onger apply to the current use-cases. Wen mnulticast
services are transiting a provider network through an overlay, the
core network has a choice to either aggregate custoner state into a
m ni mum set of core states resulting in flooding traffic to unwanted
networ k end-points, or to map per-custonmer, per-flow tree state
directly into the provider core state anplifying the network-w de
state problem

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 10, 2015.

Shepherd, et al. Expi res August 10, 2015 [ Page 1]



Internet-Draft Bl ER Pr obl em St at enent February 2015

Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

There is a need to sinplify network operations for mnulticast
services. Current solutions require a tree-building control plane,
to build and maintain end-to-end tree state per flow, inpacting
router state capacity and network convergence tines. Milti-point
tree building protocols are often consi dered conplex to depl oy and
debug and include nmechanics froml egacy use-cases and/or assunptions
whi ch may no |onger apply to the current use-case. Wen nulticast
services are transiting a provider network through an overlay, the
core network has a choice to either aggregate custoner state into a
m ni num set of core states resulting in flooding traffic to unwanted
networ k end-points, or to map per-custoner, per-flow tree state
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directly into the provider core state anplifying the network-w de
state problem

This docunent attenpts to discuss the uses, benefits and chall enges
of the current multicast solutions and to put themin an historica
context to better understand why we are where we are today, and to
provide a framework for discussion around new sol utions that may
address our current requirenents and chal |l enges.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. (Objectives

I P Multicast services have been w dely adopted in networks where the
benefits of efficient, concurrent delivery of content to a
sufficiently large set of receivers outweighs the conplexity and
chal | enges of depl oyi ng and managi ng the current set of nulticast
protocols. These deploynents are prinmarily dedicated nulticast
islands with very little cross-domain inter-networking, and fal

short of the early dreanms of a nmulticast enabled Internet.

Mul ticast began with a | arge set of requirenments shoehorned into a
single, conmplex protocol. Over time, nulticast protocols essentially
devolved into a set of nore sinple conponents to overcone the
original conplexity, and to address a growi ng set of use cases. Many
of the early conplexity can be avoi ded today by correctly selecting
your service nodel and protocols. But the standard set of protocols
avail abl e can still be considered overl oaded for various reasons.

The current problens associated with the today's nmulticast solutions
can be stated as follows:

- Current nulticast nmethods all require explicit tree building
protocols, thereby incurring a ot of state in the transit nodes.

- Receiver driven tree state uses Reverse Path Forwarding (RPF) to
build the trees toward the root which often results in nulticast
forwarding followi ng different paths than unicast forwarding

bet ween the same two endpoints.

- Multicast convergence tinmes are negatively inpacted by tree
state. Any network transition requires unicast to first converge.
Once uni cast has converged nulticast nust then recal cul ate RPF for
every tree and rebuild the trees by sending join nmessages toward
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t he new RPF nei ghbor per tree. Joins toward a common RPF nei ghbor

can be aggregated but only up to the link MIU. In large nulticast
depl oynents this can result in nmulticast convergence tinmes of up
to amnute or nore. In extrene cases the active state may tine

out before all the new joins are sent and received resulting in
mul ticast to permanently fail after a network failure event even
though there is a restored path. This has put an upward bound on
the amount of state a multicast network can support.

- Current nulticast nmethods, if they are to provide opti nal
delivery of nulticast packets, require one explicitly built tree
per nmulticast flow, there is no way to aggregate flows (having one
state for nultiple flows) w thout sacrificing optinal delivery.

In the case of Miulticast Virtual Private Network (MPN)

depl oynents, the operator is forced to choose between unwant ed
flooded traffic across an aggregate state entry and exposing
customer state in the core.

- Some nulticast solutions include data-driven events. This has
required specialized capabilities to be integrated into routing
equi prent to protect the control plane fromthe nulticast data
pl ane increasing the cost of nulticast support in routing

equi pnent .

- Maintai ning and troubl eshooting multicast networks can be very
difficult. The available solutions are so different than unicast,
often reveal i ng uni que corner cases that specialized training and
skills, and frequently dedicated staff are required just to
operate multicast services on a network.

- Current Multicast Virtual Private Networks [RFC6513] ( MVPN)

i ntroduced Border Gateway Protocol [ RFC4271] (BGP) routes for

nei ghbour di scovery and Protocol |ndependent Milticast[ RFC4601]
(PIM Join/Prune propagation. In sone deploynents when nmany

Mul ticast MVPNs with nany Provider Edge (PE) routers exist in a
network and at |east sone of those MV/PNs have a | arge nunber of
customer-nulticast flows, the resulting tax on BGP nay be deened
undesired as mllions of BGP routes can easily result from
mul ti cast depl oyments. Therefore a solution that allows |arge
MVPN scale with | arge nunber of edge PEs and c-nulticast flows per
MVPN i s desired.

- Wth the introductions of Segment Routing, some networks may
el ect to remove the Multiprotocol Lable Sw tching[ RFC3031] ( MPLS)
control plane and rely on Interior Gateway Protocol-only or
Sof t ware Defined Networking-based Segnent Routing. |In such
networks the alternative to existing nmechanisns is needed for
mul ti cast. Renoving the MPLS control plane for unicast makes
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little sense unless the nmulticast control plane also gets
simplified.

- The benefits of nulti-point services are well understood, but
the challenges with the current solutions often result in a failed
cost/benefit analysis. Today only those networks with an
overwhel m ng busi ness need have successful nulticast depl oynents,
and the rest of the conmunity have cone to think of rmulticast as a
fail ed technol ogy.

How did we get here? Wiat follows is a seni-chronol ogi cal tour

t hrough the devol ution of multicast protocols, solutions, and use-
cases, describing why earlier conplexities and chall enges exi sted,
and how they were overcone. This may help frame future work to
overcone our current chall enges

3. Deering’s Miulticast Mbdel

The original Milticast Extensions to the Internet Protocol [RFC0966]
and Host Extensions for IP Milticasting [ RFC1112]were envi si oned by
St ephen Deering as part of his graduate work at Stanford University.
The need for a multi-point service nodel was notivated by the advent
and depl oynent of |ayer3 network topol ogi es breaking existing | ayer2
applications. The need arose to create an underlay service with the
characteristics of a broadcast donain to allow these | ayer2
applications to continue to function w thout nodification across a

| ayer3 infrastructure

Though the community quickly saw the val ue and envi si oned nany ot her
uses for a multi-point service nodel, a broadcast domain renai ned the
target nodel for the solution and the list of requirenents focused
around those of a broadcast domain. For sinplicity the rules of this
underl ay broadcast domain can be summed up as follows: anyone can
send packets into the domain; all nmenbers will receive all packets
sent into the domain. |In order for these layer2 applications to
function across this broadcast donmain overlay, all of the functions
to provide this service were | oaded onto network |ayer

This new nmulti-point nodel was called Miulticast. The first nulticast
solution adopted by the | ETF was Di stance Vector Milticast Routing
Prot ocol [RFCL075] (DVMRP). As the nane inplies, DVMRP uses a

di stance-vector routing algorithmderived from Routing |Information
Prot ocol [RFCLO58](RIP) in conbination with the Truncated Reverse
Pat h Broadcasting (TRPB) algorithmto build and nmaintain tree state
and forward nulticast packets along these distribution trees. The

I nternet Assigned Nunmbers Authority (1 ANA) was asked to reserve a
portion of the global |Pv4 address space for nulticast destination
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addresses required by this nodel, and in response 224/ 4 was all ocated
as the C ass D address space for IP Milticast group addresses.

DVMRP has no concept of a "join" nmessage. All new source packets for
any given group were sinply flooded downstream -essentially
broadcasted--foll owing the DVMRP topol ogy. Each |eaf of the tree was
responsi bl e for sendi ng Non Menbership Reports (NVR--prunes) toward
the source if there were no downstreamreceivers for the group. This
mechani sm cane to be known as fl ood-and-prune, and is a very
primtive form of network-based source discovery that all the
contenporary applications canme to depend on. These contenporary
applications were inherently many-to-nmany either by the nature of the
data distribution nodel, or at the | east depended on the many-to-many
nat ure of the network-based-source discovery mechani sm

DVMRP al so incorporated the |ETF s first specification of an
encapsul ated overlay. It was clear that this new nodel would not be
supported by every node in the path, and an encapsul ation al | owed
early adopters to build a global nulti-point, or multicast capable
topol ogy as an overl ay.

For clarity of discussion, the functions of the Deering nodel can be
descri bed as:

- Tree building and mai nt enance
- Net wor k- based source di scovery
- Source route infornation

- Overlay nechanism- tunneling

DVMRP was considered over-loaded in that it carries network source
routing information within the protocol in parallel to any existing
Interior Gateway Protocol (1GP) generated local routing table. The
next generation goal was to focus on the nulti-point services needed
for the nodel but to use the local, native routing table as needed
for Reverse Path Check (RPF). Fromthis came the advent of Protoco
I ndependent Multicast Sparse Mde [ RFC4601] (PIM SM and Protocol

I ndependent Multicast Dense Mbde [ RFC3973] (PIMDM. PIMrenoved any
enbedded source routing function fromthe protocol, and instead
relied on the exiting routing table as generated fromthe depl oyed
IGP. PIMalso renoved any overlay functionality, but retained

net wor k- based source di scovery as a fundanental part of the protocol
Qops.
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4.

Net wor k Based Source Di scovery

The Deering nodel introduced the concept of a Group address (G
representing a single broadcast domain. Any source is allowed to
send to the group address and the nulticast routing infrastructure

will build tree state fromevery source to all interested receivers
Al'l group nmenmbers only need to signal their G menbership to the
network and the network will ensure that all source traffic sending

to that same group address will arrive at all group nenbers. The

net wor k- based source di scovery operation providing these functions
was i ntended to provide operational constancy with a | ayer2 broadcast
domai n, but cones at significant cost.

Al'l ow ng any source to send to a group is an obvious security

vul nerability. Many inplenentations today provide various |ayers of
access control both at the edges and core of the network just to
overcone the security concerns for the basic operation of the
mul ti cast network

Net wor k- based source di scovery nethods can be grouped into two types;
flood and prune (DVVMRP, PIM DM, or explicit join (PIMSM. Both

met hods depend on the arrival of data to trigger conplex network
functions to build and maintain the per-source distribution of data
for every group. Milticast is often considered conplex, fragile, and
difficult to troubl eshoot, but it is nost often the network-based
source discovery functions that are the cause of this reputation

The mpjority of the use-cases for nulticast today are for content
with well-know sources. The devel opnent of Internet G oup Menbership
Prot ocol [RFC3376] (1GWv3) provided a nechani smfor group nenmbers to
signal interest in a source and a group, eliminating the need for

net wor k- based source di scovery, and facilitating the advent of Source
Speci fic Miulticast [RFC4607] (SSM. Many operators still ask how
potential SSM group nenbers | earn about the sources. The answer is
simply to use the same nechanismin which they |earned about the
group - out-of-band. Source (and group) discovery nechanisns are
better served at the application |ayer for nost use-cases. Wth SSM
mul ti cast content can be forwarded and constrained to a single
source-rooted tree, or (S,G channel which has several key benefits:

- Sinplified configuration and operation
- BElimnation of rouge sources ’'stealing receivers
- Elimnation of rouge sources consun ng network resources

- Elimnation of group address resource restrictions
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5. Receiver Driven State

Today’s nulticast solutions are primarily receiver driven. This is a
| ogi cal approach in that it is the receiver that decides if and when

to join or |eave a group or channel. Receiver driven distribution
trees built hop-by-hop are an efficient way to dynamically build and
scal e very large nenbership fanout. |t can be argued that a receiver

driven tree’s radius can scale infinitely without inpact to any
upstream segnent or node for that tree. But it does then require
forwarding state for each tree, or pre-flow state.

The joi ns propagate upstream fromthe receiver toward the source or
root of the tree, followi ng the unicast routing table. But this
reverse path may differ fromthe optimal unicast forwarding path from
the source to the receiver. The result is nmulticast traffic
potentially taking a different forwarding path than unicast traffic
bet ween the same to network endpoints. This can often conplicate
network and traffic engineering.

Each of the existing nulticast solutions today, native or overlay,
buil ds and maintains forwarding state per flow, or aggregates sone
flows into a subset of flowstates. On the surface this may | ook

i ke an unbounded problem but in actuality the flow state is only
present along the branches of the tree, and no one router needs to
mai ntain global tree state. Router state capacity is not infinite,
and this coupling of receiver actions to network state is a potenti al
Deni al of Service (DoS) vector. Mbst inplenmentations today have
provided filtering and state-linmting capabilities to secure the

mul ticast infrastructure fromthis vulnerability.

Increasing multicast forwarding state can al so negatively inpact

net wor k conver gence performance. Unicast is only concerned with
topol ogy, and any topol ogy changes can converge in a relatively
bounded anount of tine. The sanme topol ogy change requires the

mul ticast protocol to rebuild the forwarding state for every active
flow The resulting nulticast convergence tines are directly
dependent on the anount of flow state affected by the convergence
event. |In extreme cases, the sending, receiving, and processing of
the join state for all active flows can exceed the flow state timers
resulting in a race condition in which convergence never occurs.
Today’ s i npl enentations have had to incorporate various proprietary
solutions to inprove network convergence tines in large flowstate
mul ti cast depl oynments.

The pros and cons of receiver driven state are as foll ows:

Pros:
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Infinitely scales distribution radius
Aligns with receiver driven join nodel
Cons:
Potential state DoS vector
Host driven network events
Unbounded per-flow state
Uni cast/Mil ticast traffic divergence
Non-determnistic join | atency
Convergence times increasing with flowstate
Miul ticast Virtual Private Networks

Multicast Virtual Private Networks [RFC6513] ( MWPN) are sol utions
which allow a core network to transit edge network multicast flows
over a core transit network to and fromonly those MPN nenber nodes,
wi t hout exposing the edge network addressing into the core network
forwarding state. The solutions attenpt to mininize core state by
aggregating trees per-VRF/ PE. But this aggregation has the side
affect of sending all nulticast traffic fromthat VRF/ PE to all other
VRF/ PE nenbers, whether or not they have down stream fl ow state.

Various optim zations are available to selectively de-aggregate flow
state to better constrain the traffic distribution to only those VRF/
PEs with active state. This becones a trade off between unwanted
traffic and an increase in core flow state. These solutions are
often data driven resulting in core router state being triggered by
date and receiver events.

In addition to a potential BGP route explosion due to an MVPN

depl oynent scal e as discussed in section 2, another issue with MPN
relates to architectures used when MVPN depl oynents require both
video-distribution-like nodel, well served by point-to-nultipoint
(P2MP) connectivity, and nmany-to-nany nodel requiring Miltipoint-to-
mul ti point (MP2MP) connectivity. Today, if both nodels are depl oyed
in a single network, either MP2MP or a nesh of P2MP trees needs to be
est abli shed, or dual P2MP/ MP2MP niDP architecture may be used, or
MP2MP mLDP can be used for both P2MP and MP2MP connectivity. None of
those nodels is optinmal as each requires a trade-off between
supported protocols, optinal delivery, and operational conplexity.
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7. Overlay

Deering had the correct insight to assune not every node in a network
woul d be capable of natively transiting nulticast flows. The
mgration to PIMwas an attenpt to nove to a conpletely native nodel
which was the right direction. But in this nove it al so abandoned
any other solution for incorporating an underlay into the topol ogy
for those portions of the network which for whatever reason do not
support native multicast. Early deploynents of PIMoften

i ncorporated static Generic Routing Encapsul ation [ RFC2784] (GRE)
tunnel s between PIMdonains in an attenpt to create an inter donmain
mul ti cast depl oyment.

Static tunneling has it’'s use cases and benefits, but it is not the
ideal tool to dynamically stitch together a | arge and topol ogically
di verse receiver population. A receiver driven distribution nodel
woul d be better served with a receiver driving overlay nechani sm
This would indicate that when overlay was renoved fromthe tree
bui I ding protocol it should have nmigrated to | GWwv3 and Mil ti cast

Li stener Discovery [RFC3810] (M.Dv2), the menbership protocol, but it
was seen as a necessary requirenment at that time. To fill this
requi renent today Automatic Multicast Tunnels (AMI) is being
progressed as the overlay standard for bridging nmulticast interested
recei vers over unicast only internediate networks.

8. Summary

Mul ti cast began with a heavily overl oaded protocol DVMRP, and has
evol ved over time by renoving functionality fromthis all-in-one
solution, and off-loading certain function to either nore specialized
protocol s or existing protocols and functions. Milticast has what
may be the unique distinction of starting very conpl ex, but evolving
t hrough nore sinple stages along the way. It may be tine to consider
the next step in the evolution toward sinplicity.

Today we depend on receiver driven joins propagating end-to-end from
receivers toward sources, and nmintaining per-flow state in every
node along the path. This state crosses adm nistrative domai ns.

Uni cast has a sinple nodel where |ocal specificity stays |ocal and
does not directly inpact the global table. Milticast state has no
adm ni strative boundaries today. |t may be beneficial to consider

t he autonony of networks in the path, and their specific topol ogy and
requirenents. PIMsuccessfully utilizes the available routing table
for RPF checks and joins. This route table may al so be consi dered as
a source of topology information for a set of receiver nodes within a
gi ven net worKk.
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9.

10.

11.

11.

11.

| ANA Consi derati ons
This meno includes no request to | ANA

Al'l drafts are required to have an | ANA consi derations section (see
Quidelines for Witing an | ANA Consi derations Section in RFCs

[ RFC5226] for a guide). |If the draft does not require | ANA to do
anything, the section contains an explicit statenent that this is the
case (as above). |If there are no requirements for | ANA, the section
will be renoved during conversion into an RFC by the RFC Editor.

Security Considerations

Al'l drafts are required to have a security considerations section.
See RFC 3552 [ RFC3552] for a guide.
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