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Abstract

This docunment defines the netrics and net hodol ogi es for neasuring
performance of SDN controllers. SDN controllers have been inpl enented
with many varying designs, in order to achieve their intended network
functionality. Hence, in this docunent the authors take the approach
of considering an SDN controller as a black box, defining the metrics
in a manner that is agnostic to protocols and network services
supported by controllers. The intent of this docunent is to provide a
standard nechani smto neasure the perfornmance of all controller
i mpl emrent ati ons.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (1 ETF). Note that other groups may al so distribute

wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current.

Internet-Drafts are draft docunents valid for a maxi num of six
mont hs and nmay be updated, replaced, or obsol eted by other
docunents at any tinme. It is inappropriate to use Internet-Drafts
as reference material or to cite themother than as "work in
pr ogr ess.
This Internet-Draft will expire on March 26, 2015.

Copyright Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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1. Introduction

Thi s docunment provides generic nmetrics and net hodol ogi es for
benchmar ki ng SDN control | er performance. An SDN controller nmay
support many northbound and sout hbound protocols, inplenment w de
range of applications and work as standal one or as a group to

achi eve the desired functionality. This docunent considers an SDN
controller as a black box, regardless of design and inplenmentation
The tests defined in the docunent can be used to benchmark vari ous
controll er designs for performance, scalability, reliability and
security independent of northbound and sout hbound protocols. These
tests can be perforned on an SDN controller running as a virtua
machine (VM instance or on a bare netal server. This docunent is
i ntended for those who want to neasure the SDN controller
performance as well as conpare various SDN controllers performance

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

2. Term nol ogy

SDN Node:
An SDN node is a physical or virtual entity that forwards
data in a software defined environnent.

FI ow
Aflowis a traffic stream having sanme source and destination
address. The address could be MAC or | P or conbination of both.

Learni ng Rate:
The rate at which the controller |earns the new source addresses
fromthe received traffic w thout dropping.

Control | er Forwardi ng Tabl e:

A controller forwarding table contains flow records for the flows
configured in the data path.
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Nor t hbound I nterface:
Nort hbound interface is the application programing interface
provi ded by the SDN controller for comunication with SDN
services and applications.

Sout hbound I nterface:
Sout hbound interface is the application progranm ng interface
provi ded by the SDN controller for communication with the SDN
nodes.

Proactive Fl ow Provi sioning:
Proactive flow provisioning is the pre-provisioning of flow
entries into the controller’s forwarding table through
controller’s northbound interface or managenent interface.

Reacti ve Fl ow Provi si oni ng:
Reactive flow provisioning is the dynam c provisioning of flow
entries into the controller’s forwarding table based on traffic
forwarded by the SDN nodes through controller’s southbound
i nterface.

Pat h:
A path is the route taken by a flow while traversing froma source
node to destination node.

St andal one Mbde:
Single controller handling all control plane functionalities.

Cl ust er/ Redundancy Mode:
Goup of controllers handling all control plane functionalities

Synchr onous Message:
Any message fromthe SDN node that triggers a response nessage
fromthe controller e.g., Keepalive request and response nessage,
flow setup request and response nessage etc.

3. Scope
Thi s docunment defines a nunber of tests to measure the networking

aspects of SDN controllers. These tests are recomrended for
execution in lab environnents rather than in real tine deploynents.
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4. Test Setup
The tests defined in this document enabl e neasurenent of SDN
controller’s performance in Standal one node and C uster node. This
section defines common reference topologies that are |ater referred
to in individual tests.

4.1 SDN Network - Controller working in Standal one Mde

I (DUT) I

[ SDN | ] SDN [..] SDN [
| Node 1 | | Node 2 | | Node n |
Figure 1

4.2 SDN Network - Controller working in Custer Mde

| | SDN Controller 1 | <--BE/W->| SDN Controller n | |

| SDN | SDN [..] SDN |
| Node 1 | | Node 2 | | Node n |
Figure 2
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4.3 SDN Network with Traffic Endpoints (TE) - Controller working in
St andal one Mode

|  SDN | | SDN |..|  SDN I
| Node 1 | | Node 2 | | Node n |
| |
| Traffic | | Traffic |
| Endpoint TP1 | | Endpoint TP2 |
Figure 3

4.4 SDN Network with Traffic Endpoints (TE) - Controller working in
Cluster Mode

| | SDN Controller 1 | <--BE/W->| SDN Controller n | |
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| (Sout hbound interface)

|  SDN | | SDN |..|  SDN I
| Node 1 | | Node 2 | | Node n |
| |
| Traffic | | Traffic |
| Endpoint TP1 | | Endpoint TP2 |
Figure 4

4.5 SDN Node with Traffic Endpoints (TE) - Controller working in
St andal one Mode

| (DUT) |

_______ | SDN [--mmmmmm-
[ | Node 1 | [
I |
| Traffic | | Traffic |
| Endpoint | | Endpoint |
[ TP1 [ [ TP2 [
Figure 5
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4.6 SDN Node with Traffic Endpoints (TE) - Controller working in duster

Mbde
| SDN Applications
| (Northbound interface)
| e o |
| | SDN Controller 1 | <--E/W->| SDN Controller n | |

_______ | SDN |----mn---
| | Node 1 | [
I |
| Traffic | | Traffic |
| Endpoint | | Endpoint |
| TP1 | | TP2 |
Figure 6

5. Test Consi derations
5.1 Network Topol ogy

The networ k SHOULD be depl oyed with SDN nodes interconnected in
either fully nmeshed, tree or linear topology. Care should be taken
to nmake sure that the | oop prevention nmechanismis enabled either in
the SDN controller or in the network. To get conplete perfornmance
characterization of SDN controller, it is recommended that the
control |l er be benchmarked for nmany network topol ogi es. These network
topol ogi es can be depl oyed using real hardware or enulated in

har dwar e pl atforns.

5.2 Test Traffic

Test traffic can be used to notify the controller about the arriva
of new flows or generate notifications/events towards controller.

In either case, it is reconmended that at |east five different frame
sizes and traffic types be used, depending on the intended network
depl oynent .
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5.3 Connection Setup

There may be controller inplenentations that support

unencrypted and encrypted network connections with SDN nodes.
Further, the controller nmay have backward conpatibility with SDN
nodes runni ng ol der versions of southbound protocols. It is
recomended that the controller performance be neasured with the
appl i cabl e connection setup nethods.

1. Unencrypted connection with SDN nodes, running sane protoco
ver si on.
2. Unencrypted connection with SDN nodes, running
di fferent (previous) protocol versions.
3. Encrypted connection with SDN nodes, runni ng same protocol version
4. Encrypted connection with SDN nodes, running
di fferent (previous)protocol versions.

5.4 Measurenent Accuracy

The measur enent accuracy depends on the

poi nt of observation where the indications are captured. For exanple,
the notification can be observed at the ingress or egress point of
the SDN node. If it is observed at the egress point of the SDN node,
t he measurenent includes the |atency within the SDN node also. It is
recommended to nake observation at the ingress point of the SDN node
unless it is explicitly nmentioned otherwi se in the individual test.

5.5 Real Wrld Scenario

Benchmar ki ng tests discussed in the docunent are

to be performed on a "black-box" basis, relying solely on
measur enent s observabl e external to the controller. The network
depl oyed and the test paraneters should be identical to the
depl oynent scenario to obtain val ue added neasures.

6. Test Reporting

Each test has a reporting format which is specific to individua
test. In addition, the follow ng configuration parameters SHOULD be
reflected in the test report.
1. Controller nane and version
Nort hbound protocol s and version
3. Sout hbound protocols and version
4. Controller redundancy node (Standal one or C uster Mde)
5. Connection setup (Unencrypted or Encrypted)
6. Network Topol ogy (Mesh or Tree or Linear)
7. SDN Node Type (Physical or Virtual or Emul ated)
8. Number of Nodes
9. Number of Links
10. Test Traffic Type
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7. Benchmar ki ng Tests
7.1 Performance
7.1.1 Network Topol ogy Discovery Tine

bj ecti ve:
To neasure the time taken to di scover the network topol ogy- nodes
and its connectivity by a controller, expressed in m|liseconds.

Setup Paraneters:
The foll owi ng paraneters MJST be defined

Net wor k setup paraneters:
Nunmber of nodes (N) - Defines the nunber of nodes present in the
defined network topol ogy

Test setup paraneters

Test Iterations (Tr) - Defines the nunber of tinmes the test needs
to be repeated. The reconmended value is 3.

Test Interval (To)- Defines the maximumtine for the test to
conpl ete, expressed in mlliseconds.

Test Setup:
The test can use one of the test setup described in section 4.1
and 4.2 of this docunent.

Prerequi site:
1. The controller should support network discovery.
2. Tester should be able to retrieve the discovered topol ogy
information either through controller’s managenent interface
or northbound interface.

Procedure:

1. Initialize the controller - network applications, northbound
and sout hbound i nterfaces.

2. Deploy the network with the given nunber of nodes using mesh
or linear topol ogy.

3. Initialize the network connections between controller and
net wor k nodes.

4. Record the tinme for the first discovery nessage exchange
bet ween the controller and the network node (Tntil).

5. Query the controller continuously for the di scovered network
topol ogy i nformati on and conpare it with the depl oyed network
t opol ogy i nformation.

6. Stop the test when the discovered topology information is
mat ching with the depl oyed network topol ogy or the expiry of
test interval (To).
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7. Record the tine | ast discovery nmessage exchange between the
controller and the network node (Tm) when the test conpl eted
successful ly.

Note: Wiile recording the Trm value, it is recommended that the
messages that are used for aliveness check or session
managenent be ignored

Measur ement :
Topol ogy Discovery Tine Trl = Trm- Tmil.

Trl + Tr2 + Tr3 .. Trn
Aver age Topol ogy Discovery Time = -----------------------
Total Test Ilterations

Not e:

1. To increase the certainty of nmeasured result, it is
recomended that this test be perforned several tinmes with
sane nunber of nodes using sane topol ogy.

2. To get the full characterization of a controller’s topol ogy
di scovery functionality
a. Performthe test with varying nunber of nodes using sane

t opol ogy
b. Performthe test with sane nunber of nodes using different
t opol ogi es.

Reporting Format:
The Topol ogy Di scovery Tinme results SHOULD be reported in the
format of a table, with a row for each iteration. The | ast row of
the table indicates the average Topol ogy Di scovery Tine.

If this test is repeated with varying nunber of nodes over the
same topol ogy, the results SHOULD be reported in the formof a
graph. The X coordi nate SHOULD be the Nunber of nodes (N), the
Y coordi nate SHOULD be the average Topol ogy Di scovery Tine.

If this test is repeated with same nunber of nodes over different
topol ogi es,the results SHOULD be reported in the formof a graph.
The X coordinate SHOULD be the Topol ogy Type, the Y coordinate
SHOULD be t he average Topol ogy Discovery Tine.
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7.1.2 Synchronous Message Processing Tinme

hj ecti ve:
To neasure the time taken by the controller to process a
synchronous nessage, expressed in mlliseconds.

Setup Paraneters:
The followi ng paranmeters MJST be defined

Net wor k setup paraneters:
Nunber of nodes (N) - Defines the nunber of nodes present in the
defined network topol ogy

Test setup paraneters

Test Iterations (Tr) - Defines the nunber of tinmes the test needs
to be repeated. The reconmended value is 3.

Test Duration (Td) - Defines the duration of test iteration
expressed in seconds. The reconmended value is 5 seconds.

Test Setup:
The test can use one of the test setup described in section 4.1
and 4.2 of this docunent.

Prerequisite:
1. The controller should have conpl eted the network topol ogy
di scovery for the connected nodes.

Procedure:

1. Generate a synchronous nessage from every connected nodes one
at a time and wait for the response before generating the
next message.

2. Record total nunber of nmessages sent to the controller by al
nodes (Ntx) and the responses received fromthe
controller (Nrx) within the test duration (Td).

Measur enent :
Td
Synchronous Message Processing Time Trl = ------
Nr x

Trl + Tr2 + Tr3..Trn

Aver age Synchronous Message Processing Tinme= --------------------
Total Test Iterations
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Not e:

1. The above test neasures the controller’s nessage processing
time at lower traffic rate. To nmeasure the controller’s
message processing time at full connection rate, apply the
same neasurenent equation with the Td and Nrx val ues obtai ned
from Synchronous Message Processing Rate test
(defined in Section 7.1.3).

2. To increase the certainty of measured result, it is
recomended that this test be perforned several times with
same nunber of nodes using sane topol ogy.

3. To get the full characterization of a controller’s synchronous
message processing tine
a. Performthe test with varying nunber of nodes using same

t opol ogy
b. Performthe test with same nunber of nodes using different
t opol ogi es.

Reporting Format:
The Synchronous Message Processing Tine results SHOULD be
reported in the format of a table with a row for each iteration.
The | ast row of the table indicates the average Synchronous
Message Processing Tine.

The report should capture the following infornmation in addition
to the configuration paranmeters captured in section 6
- Ofered rate (Ntx)

If this test is repeated with varying nunber of nodes with sane
topol ogy, the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Number of nodes (N), the

Y coordi nate SHOULD be the average Synchronous Message Processing
Ti me.

If this test is repeated with same nunber of nodes using

di fferent topologies, the results SHOULD be reported in the form
of a graph. The X coordi nate SHOULD be the Topol ogy Type, the

Y coordi nate SHOULD be the average Synchronous Message Processing
Ti e.

7.1.3 Synchronous Message Processing Rate

bj ective:
To nmeasure the maxi num nunber of synchronous nessages (session
al i veness check message, new flow arrival notification
message etc.) a controller can process within the test duration
expressed i n nessages processed per second.
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Setup Paraneters:
The followi ng paranmeters MJST be defined

Net wor k setup paraneters:
Nunber of nodes (N) - Defines the nunber of nodes present in the
defi ned network topol ogy.

Test setup paraneters

Test Iterations (Tr) - Defines the nunber of tinmes the test needs
to be repeated. The reconmended value is 3.

Test Duration (Td) - Defines the duration of test iteration
expressed in seconds. The reconmended value is 5 seconds.

Test Setup:
The test can use one of the test setup described in section 4.1
and 4.2 of this docunent.

Prerequisite:
1. The controller should have conpl eted the network topol ogy
di scovery for the connected nodes.

Procedure:
1. Generate synchronous nessages fromall the connected nodes
at the full connection capacity for the Test Duration (Td).
2. Record total nunber of nmessages sent to the controller by al
nodes (Ntx) and the responses received fromthe
controller (Nrx) within the test duration (Td).

Measur enent :
Nr x
Synchr onous Message Processing Rate Trl = -----
Td
Trl + Tr2 + Tr3..Trn
Aver age Synchronous Message Processing Rate= --------------------
Total Test lterations

Not e:

1. To increase the certainty of measured result, it is
recommended that this test be perforned several times with
same nunber of nodes using sane topol ogy.

2. To get the full characterization of a controller’s synchronous
nmessage processing rate
a. Performthe test with varying nunber of nodes using same

t opol ogy.
b. Performthe test with same nunber of nodes using different
t opol ogi es.
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Reporting Format:
The Synchronous Message Processing Rate results SHOULD be
reported in the format of a table with a row for each iteration
The | ast row of the table indicates the average Synchronous
Message Processing Rate.

The report should capture the following information in addition
to the configuration parameters captured in section 6
- Ofered rate (Ntx)

If this test is repeated with varying nunber of nodes over sane
topol ogy, the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Number of nodes (N), the

Y coordi nate SHOULD be the average Synchronous Message Processing
Rat e.

If this test is repeated with same nunber of nodes over different
topol ogi es,the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Topol ogy Type, the Y coordinate
SHOULD be the average Synchronous Message Processing Rate.

7.1.4 Path Provisioning Tine

bj ective:
To nmeasure the tine taken by the controller to setup a path
bet ween source and destination node, expressed in mlliseconds.

Setup Paraneters:
The followi ng paraneters MJST be defined

Net wor k setup paraneters

Nunmber of nodes (N) - Defines the nunmber of nodes present in the
defined network topol ogy

Nunber of data path nodes (Ndp) - Defines the nunber of nodes
present in the path between source and destinati on node.

Test setup paraneters

Test Iterations (Tr) - Defines the nunber of times the test needs
to be repeated. The reconmended value is 3.

Test Interval (To) - Defines the maximumtinme for the test to
conpl ete, expressed in mlliseconds.

Test Setup:

The test can use one of the test setups described in section 4.3
and 4.4 of this docunent.
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Prerequisite:

1. The controller should contain the network topol ogy information
for the depl oyed network topol ogy.
2. The network topology information can be | earnt through dynanic
Topol ogy Di scovery Mechani smor static configuration
3. The controller should have | earnt about the |ocation of
source/ destinati on endpoint for which the path has to be
provi sioned. This can be achi eved t hrough dynam c | earning or
static provisioning.
4. The SDN Node should send all new flows to the controller when
it receives
Procedure:
Reacti ve Path Provi sioning:
1. Send traffic with source as source endpoi nt address and
destination as destination endpoint address from TP1.
2. Record the time for the first frame sent to the source
SDN node (Tsf1).
3. Wit for the arrival of first frame fromthe destinati on node
or the expiry of test interval (To).
4. Record the tine when the first frane received fromthe

destination SDN node (Tdf1l).

Proactive Path Provisioning:

1.

2

3.

4.

5.

Send traffic with source as source endpoi nt address and
destination as destination endpoi nt address from TP1.

Install the floww th the | earnt source and destination address
through controller’s northbound or nmanagenent interface.

Record the tine when a successful response for the flow
installation is received (Tp) fromthe controller

Wait for the arrival of first frame fromthe destination node
or the expiry of test interval (To).

Record the tine when the first franme received fromthe
destination node (Tdf1).

Measur enment :
Reactive Path Provisioning:

Fl ow Provisioning Time Tr1 = Tdf 1- Tsf 1.
Proactive Path Provi sioning:
Path Provisioning Tine Trl1 = Tdf 1- Tp.

Trl + Tr2 + Tr3 .. Trn

Average Path Provisioning Time = ------------------------

Bhuvan,
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Not e:

1. To increase the certainty of measured result,it is recomended
that this test be perforned several tinmes with same nunber of
nodes usi ng sane topol ogy.

2. To get the full characterization of a controller’s path
provisioning tine
a. Performthe test with varying nunber of nodes using same

t opol ogy
b. Performthe test with same nunber of nodes using different
t opol ogi es.

Reporting Format:

7.1.5

)

The Path Provisioning Time results SHOULD be reported in the
format of a table with a row for each iteration. The |l ast row
of the table indicates the average Path Provisioning Tine.

The report should capture the following infornmation in addition
to the configuration paraneters captured in section 6
- Nunber of data path nodes

If this test is repeated with varying nunber of nodes with same
topol ogy, the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Nunber of nodes (N), the

Y coordi nate SHOULD be the average Path Provisioning Tine.

If this test is repeated with same nunber of nodes using
different topologies, the results SHOULD be reported in the form
of a graph. The X coordi nate SHOULD be the Topol ogy Type, the

Y coordi nate SHOULD be the average Path Provisioning Tine.

Pat h Provi sioning Rate

ective:

To neasure the maxi num nunber of paths a controller can setup
bet ween sources and destination node within the test duration
expressed in paths per second.

Setup Paraneters:

The followi ng paraneters MJST be defined

Net wor k setup paraneters
Nunber of nodes (N) - Defines the nunber of nodes present in the
defi ned network topol ogy.

Test setup paraneters

Test Iterations (Tr) - Defines the nunber of tines the test needs
to be repeated. The reconmended value is 3.

Test Duration (Td)- Defines the duration of test iteration
expressed in seconds. The reconmended value is 5 seconds.
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Test Setup:

The test can use one of the test setup described in section 4.3
and 4.4 of this docunent.

Prerequi site:

1. The controller should contain the network topol ogy information
for the depl oyed network topol ogy.

2. The network topology information can be | earnt through dynanic
Topol ogy Di scovery Mechani smor static configuration

3. The controller should have | earnt about the |ocation of
source/ destinati on endpoints for which the paths have to be
provi sioned. This can be achi eved through dynamic | earning or
static provisioning.

4. The SDN Node should send all new flows to the controller when
it receives

Procedure:
Reactive Path Provisioning:

1. Send traffic at the individual node’ s synchronous nessage
processing rate with uni que source and/or destination
addresses fromtest port TPIl.

2. Record total nunber of unique franmes received by the
destination node (Ndf) within the test duration (Td).

Proactive Path Provisioning:

1. Send traffic continuously with uni que source and destination
addresses fromthe source node.

2. Install flows with the | earnt source and destination
addresses through controller’s northbound or nanagenent
i nterface.

3. Record total nunber of unique frames received fromthe
destination node (Ndf) within the test duration (Td).

Measur ement :
Proacti ve/ Reactive Path Provisioning:
Ndf
Path Provisioning Rate Trl = ------
Td

Trl + Tr2 + Tr3 .. Trn

Average Path Provisioning Rate = ----------commmmmon
Total Test Ilterations
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Not e:

1. To increase the certainty of measured result,it is recomended
that this test be perforned several tinmes with same nunber of
nodes usi ng sane topol ogy.

2. To get the full characterization of a controller’s path
provisioning rate
a. Performthe test with varying nunber of nodes using same

t opol ogy
b. Performthe test with same nunber of nodes using different
t opol ogi es.

Reporting Format:
The Path Provisioning Rate results SHOULD be reported in the
format of a table with a row for each iteration. The last row of
the table indicates the average Path Provisioning Rate.

The report should capture the following infornmation in addition
to the configuration paraneters captured in section 6

- Nunber of Nodes in the path

- Provisioning Type (Proactive/ Reactive)

- Ofered rate

If this test is repeated with varying nunber of nodes with sane
topol ogy, the results SHOULD be reported in the formof a graph
The X coordinate SHOULD be t he Number of nodes (N), the

Y coordi nate SHOULD be the average Path Provisioning Rate.

If this test is repeated with same nunber of nodes using
different topologies, the results SHOULD be reported in the form
of a graph. The X coordi nate SHOULD be the Topol ogy Type, the

Y coordi nate SHOULD be the average Path Provisioning Rate.

7.1.6 Network Topol ogy Change Detection Tine

bj ective:
To neasure the time taken by the controller to detect any changes
in the network topol ogy, expressed in mlliseconds.

Setup Paraneters:
The followi ng paraneters MJST be defined

Net wor k setup paraneters

Nunmber of nodes (N) - Defines the nunmber of nodes present in the
defined network topol ogy
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Test setup paraneters

Test Iterations (Tr) - Defines the nunber of times the test needs
to be repeated. The reconmended value is 3.

Test Interval (To) - Defines the maximumtinme for the test to
compl ete, expressed in nmlliseconds. Test not conpleted within this
time interval is considered as inconplete.

Test Setup:
The test can use one of the test setup described in section 4.1
and 4.2 of this docunent.

Prerequisite:
1. The controller should have discovered the network topol ogy
i nformati on for the depl oyed network topol ogy.
2. The periodic network discovery operation should be configured
to twice the Test Interval (To) val ue

Procedure:

1. Trigger a topology change event through one of the operation
(e.g., Add a new node or bring down an existing node or a
I'ink).

2. Record the tinme when the first topology change notification
is sent to the controller (Tcn).

3. Stop the test when the controller sends the first topol ogy
re-di scovery nmessage to the SDN node or the expiry of test
interval (To).

4. Record the tine when the first topol ogy re-di scovery nessage
is received fromthe controller (Tcd).

Measur enment :
Net wor k Topol ogy Change Detection Tine Trl = Tcd-Tcn

Trl + Tr2 + Tr3 .. Trn
Aver age Network Topol ogy Change
Detection TiMB = ---cmmmmmm e e e o
Total Test Ilterations

Not e:
1. To increase the certainty of measured result,it is recomended
that this test be perforned several tinmes with sane nunber of
nodes usi ng sanme topol ogy.

Reporting Format:
The Networ k Topol ogy Change Detection Tine results SHOULD be
reported in the format of a table with a row for each iteration
The | ast row of the table indicates the average Network Topol ogy
Change Ti ne.
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7.2 Scalability
7.2.1 Network Discovery Size

bj ecti ve:
To measure the network size (nunmber of nodes) that a controller
can discover within a stipulated tine.

Setup Par anet ers:
The followi ng paraneters MJST be defined

Net wor k setup paraneters
Nurmber of nodes (N) - Defines the initial nunber of nodes present
in the defined network topol ogy

Test setup paraneters
Net work Discovery Tinme (Tnd) - Defines the stipulated tine
acceptabl e by the user, expressed in seconds.

Test Setup:
The test can use one of the test setup described in section 4.1
and 4.2 of this docunent.

Prerequisite:

1. The controller should support automatic network discovery.

2. Tester should be able to retrieve the di scovered topol ogy
informati on either through controller’s managenent interface
or northbound interface.

3. Controller should be operational

4. Network with the given nunber of nodes and intended topol ogy
(Mesh or Linear or Tree) should be depl oyed.

Pr ocedur e:

1. Initialize the network connections between controller and
net wor k nodes.

2. Query the controller for the discovered network topol ogy
i nformati on and conpare it with the depl oyed network topol ogy
information after the expiry of Network Di scovery Tinme (Tnd).

3. Increase the nunber of nodes by 1 when the conparison is
successful and repeat the test.

4. Decrease the nunber of nodes by 1 when the conparison fails
and repeat the test.

5. Continue the test until the conparison of step 4 is successful

6. Record the nunmber of nodes for the last iteration (Ns) where
t he topol ogy conpari son was successf ul
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Measur enent :
Net wor k Di scovery Size = Ns.

Not e:
This test may be perfornmed with different topol ogies to obtain
the controller’s scalability factor for various network
t opol ogi es.

Reporting Fornat:
The Network Discovery Size results SHOULD be reported in addition
to the configuration paraneters captured in section 6

7.2.2 Flow Scalable Limt

bj ecti ve:
To neasure the maxi mum nunber of flow entries a controller can
manage in its Forwarding table.

Setup Paraneters:
The followi ng paraneters MJST be defined

Test Setup:
The test can use one of the test setups described in section 4.5
and 4.6 of this docunent.

Prerequisite:

1. The controller Forwarding table should be enpty.

2. Flow ldle tine should be set to higher or infinite val ue.

3. The controller should have conpl eted network topol ogy
di scovery.

4. Tester should be able to retrieve the forwarding table
informati on either through controller’s managenent interface
or northbound interface.

Procedure:
Reactive Path Provisioning:

1. Send bi-directional traffic continuously w th unique source
and/ or destination addresses fromtest ports TP1 and TP2 at
the learning rate of controller

2. Query the controller at a regular interval (e.g., 5 seconds)
for the nunber of flow entries fromits northbound interface.

3. Stop the test when the retrieved value is constant for three
consecutive iterations and record the val ue received fromthe
| ast query (Nrp).
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Proactive Path Provisioning:
1. Install unique flows continuously through controller’s
nort hbound or managenent interface until a failure response
is received fromthe controller
2. Record the total nunmber of successful responses (Nrp).

Not e:
Some controll er designs for proactive path provisioning may
require the switch to send flow setup requests in order to
generate fl ow setup responses. |In such cases, it is reconmended
to generate bi-directional traffic for the provisioned flows.

Measur ement :
Proactive Path Provi sioning:

Max Flow Entries = Total nunber of flows provisioned (Nrp)
Reactive Path Provisioning:

Max Flow Entries = Total number of learnt flow entries (Nrp)

Fl ow Scal able Linmt = Max Fl ow Entri es.

Reporting Format:
The Flow Scal able Limit results SHOULD be tabulated with the
following information in addition to the configuration parameters
captured in section 6.
- Provisioning Type (Proactive/ Reactive)

7.3 Security
7.3.1 Exception Handling

bj ecti ve:
To determine the effect of handling error packets and
notifications on performance tests. The inpact SHOULD be measured
for the foll owi ng perfornmance tests
a. Path Progranm ng Rate
b. Path Programm ng Tinme
c. Network Topol ogy Change Detection Tine

Prerequisite:

This test should be performed after obtaining the baseline
measurenent results for the above performance tests.
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7. 3.

Pr ocedur e:

1. Performthe above listed performance tests and send 1% of
messages fromthe Synchronous Message Processing Rate as
i nval i d nmessages fromthe connected nodes.

2. Performthe above listed performance tests and send 2% of
messages fromthe Synchronous Message Processing Rate as
inval id messages fromthe connected nodes.

Not e:

I nvalid nessages can be frames with incorrect protocol fields
or any formof failure notifications sent towards controller.

Measur enent :

Measur ement shoul d be done as per the equation defined in the
correspondi ng performance test measurenent section.

Reporting Fornat:

2

)

The Exception Handling results SHOULD be reported in the fornmat
of table with a colum for each of the bel ow paraneters and row
for each of the listed performance tests.

- Wthout Exceptions

- Wth 1% Exceptions

- Wth 2% Exceptions

Deni al of Service Handling

ective:

To determ ne the effect of handling DoS attacks on perfornmance
and scalability tests The inpact SHOULD be neasured for the
followi ng tests

Pat h Programmi ng Rate

Pat h Programm ng Tinme

Net wor k Topol ogy Change Detection Tine

Net wor k Di scovery Size

aoop

Prerequisite:

This test should be performed after obtaining the baseline
measurenent results for the above tests.

Pr ocedur e:

1. Performthe listed tests and | aunch DoS attack towards
controller while the test is running.
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Not e:
DoS attacks can be | aunched on one of the follow ng interfaces.
a. Northbound (e.g., Sending a huge nunber of requests on
nort hbound interface)
b. Managenent (e.g., Ping requests to controller’s nmanagenent
i nterface)
c. Southbound (e.g., TCP SYNC nessages on sout hbound interface)

Measur ement :
Measur ement shoul d be done as per the equation defined in the
correspondi ng test’s measurenment section.

Reporting Format:
The DoS Attacks Handling results SHOULD be reported in the fornmat
of table with a colum for each of the bel ow paranmeters and row
for each of the listed tests.
- Wthout any attacks
- Wth attacks

The report should also specify the nature of attack and the
i nterface.

7.4 Reliability
7.4.1 Controller Failover Tine

hj ecti ve:
To conpute the tinme taken to switch fromone controller to
anot her when the controllers are teaned and the active controller
fails.

Setup Paraneters:
The foll owi ng paraneters MJST be defi ned:

Control |l er setup paraneters:

Nunmber of cluster nodes (CN) - Defines the nunber of menber nodes
present in the cluster.

Redundancy Mode (RM) - Defines the controller clustering node
e.g., Active - Standby or Active - Active.

Test Setup:

The test can use the test setup described in section 4.4 of this
docunent .
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Prerequisite:

1. Master controller election should be conpl et ed.

2. Nodes are connected to the controller cluster as per the
Redundancy Mode (RM.

3. The controller cluster should have conpl eted the network
t opol ogy di scovery.

4. The SDN Node should send all new flows to the controller when
it receives.

Procedure:

1. Send bi-directional traffic continuously with unique
source and/or destination addresses fromtest ports
TP1 and TP2 at the rate that the controller processes wthout
any drops.

2. Bring down the active controller

3. Stop the test when a first frame received on TP2 after
fail over operation.

4. Record the test duration (Td), total nunber of franes
sent (Nsnt) on TP1 and number of frames received (Nrvd)
on TP2.

Measur enent :

Controller Failover Time = ((Td/Nrvd) - (Td/ Nsnt))
Packet Loss = Nsnt - Nrvd

Reporting Format:
The Controller Failover Tinme results SHOULD be tabul ated with the
foll owi ng information.
- Nunber of cluster nodes
- Redundancy node
- Controller Failover
- Tinme Packet Loss

7.4.2 Network Re-Provisioning Tinme

bj ecti ve:
To conmpute the time taken to re-route the traffic by the
controller when there is a failure in existing traffic paths.

Setup Paraneters:
Same setup paraneters as defined in the Path Programing Rate
performance test (Section 7.1.5).

Prerequisite:
Network with the given nunber of nodes and intended
topol ogy (Mesh or Tree) with redundant paths should be
depl oyed.
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Procedure:

1. Performthe test procedure nmentioned in Path Programi ng
Rate test (Section 7.1.5).

2. Send bi-directional traffic continuously w th uni que sequence
nunber for one particular traffic endpoint.

3. Bring down a link or switch in the traffic path.

4. Stop the test after receiving first frane after network
re-convergence (timneline).

5. Record the tinme of last received frame prior to the franme | oss
at TP2 (TP2-TlIfr) and the tinme of first frane received after
the frane loss at TP2 (TP2-Tffr).

6. Record the tinme of last received frame prior to the frame | oss

at TP1 (TP1-TlIfr) and the time of first frane received after
the frame loss at TP1 (TP1-Tffr).

Measur enent :

Forward Direction Path Re-Provisioning Time (FDRT)

= (TP2-Tffr - TP2-Tlfr)

Reverse Direction Path Re-Provisioning Tine (RDRT)

= (TPL-Tffr - TP1-TlIfr)

Net wor k Re- Provi sioning Tinme = (FDRT+RDRT)/ 2

Forward Direction Packet Loss = Nunber of nissing sequence franes
at TP1

Reverse Direction Packet Loss = Nunber of nissing sequence franes
at TP2

Reporting Format:
The Network Re-Provisioning Time results SHOULD be tabulated with
the follow ng infornmation.

Bhuvan,

Nunber of nodes in the primary path
Nunber of nodes in the alternate path
Net wor k Re- Provi si oning Tine

Forward Direction Packet Loss
Reverse Direction Packet Loss
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8. Test Coverage
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