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Abst ract

There are benchmar ki ng nmet hodol ogi es addressing the perfornmance of
networ k i nterconnect devices which are | Pv4 or |Pv6-capabl e.
However, the I Pv6 transition technol ogies are outside of their
scope. This docunment provides conpl enmentary guidelines for

eval uating the performance of I Pv6 transition technologies. The
met hodol ogy al so includes a tentative netric for benchmarking

scal ability.
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1.

A 2. SONET. . oo 13
I nt roducti on

The met hodol ogi es described in [ RFC2544] and [ RFC5180] hel p vendors
and network operators alike analyze the perfornmance of |Pv4 and

| Pv6- capabl e network devi ces. The nethodol ogy presented in [ RFC2544]
is nostly I P version independent, while [RFC5180] contains

conmpl enentary recommendati ons which are specific to the latest IP
version, |Pv6. However, [RFC5180] does not cover |Pv6 transition

t echnol ogi es.

I Pv6 is not backwards conpati bl e, which nmeans that |Pv4-only nodes
cannot directly conmunicate with | Pv6-only nodes. To solve this

i ssue, IPv6 transition technol ogi es have been proposed and

i mpl ement ed, many of which are still in devel opnment.

Thi s docunment presents benchrarki ng gui delines dedicated to | Pv6
transition technol ogi es. The benchmarki ng tests can provi de insights
about the performance of these technol ogies, which can act as useful
f eedback for developers, as well as for network operators going
through the 1 Pv6 transition process.

1.1. IPv6 transition technol ogi es

Two of the basic transition technol ogies dual IP layer (also known
as dual stack) and encapsul ation are presented in [ RFC4213].

| Pv4/ 1 Pv6 Translation is presented in [ RFC6144]. Mst of the
transition technol ogi es enploy at |east one variation of these
mechani sns. Sone of the nore conplex ones (e.g. DSLite [RFC6333])
are using all three. In this context, a generic classification of
the transition technol ogi es can prove useful

Tentatively, we can consider a basic production |IP-based network as
bei ng constructed using the foll ow ng conponents:

0 a Custonmer Edge (CE) segnent
0 a Core network segnent
0 a Provider Edge (PE) segnent

According to the technol ogy used for the core network traversal the
transition technol ogi es can be categorized as foll ows:

1. Single-stack: either 1Pv4 or IPv6 is used to traverse the core
network and translation is used at one of the edges

2. Dual -stack: the core network devices inplenent both | P protocols
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3. Encapsul ati on-based: an encapsul ati on nmechanismis used to
traverse the core network; CE nodes encapsul ate the | PvX packets
in | PvY packets, while PE nodes are responsible for the
decapsul ati on process.

4. Transl ation-based: a translation nmechanismis enployed for the
traversal of the network core; CE nodes translate |PvX packets to
| PvY packets and PE nodes translate the packets back to | PvX

The performance of Dual -stack transition technol ogi es can be very
wel | eval uated using the benchmar ki ng met hodol ogy presented by

[ RFC2544] and [ RFC5180]. Consequently the focus of this docunent is
represented by the other 3 categories: Single-stack, Encapsul ation-
based and Transl ati on-based transition technol ogi es.

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

In this docurment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying [ RFC2119] significance.

3. Test environment setup

The test environnent setup options recomended for I Pv6 transition
technol ogi es benchmarking are very simlar to the ones presented in
Section 6 of [RFC2544]. In the case of the tester setup, the options
presented in [ RFC2544] can be applied here as well. However, the
Devi ce under test (DUT) setup options should be explained in the
context of the 3 targeted categories of IPv6 transition
technol ogi es: Singl e-stack, Encapsul ati on-based and Transl ati on-
based transition technol ogi es.

Al t hough both single tester and sender/receiver setups are
applicable to this methodol ogy, the single tester setup will be used
to describe the DUT setup options.

3.1. Single-stack transition technol ogies
For the evaluation of Single-stack transition technologies a single
DUT setup (see Figure 1) SHOULD be used. The DUT is responsible for

translating the | PvX packets into |IPvY packets. In this context, the
tester device should be configured to support both IPvX and | PvY.
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Figure 1

3.2. Encapsul ation/Transl ati on based transition technol ogi es

For eval uating the performance of Encapsul ati on-based and
Transl ati on-based transition technol ogi es a dual DUT setup (see

Fi gure 2) SHOULD be enpl oyed. The tester creates a network flow of

| PvX packets. The DUT CE is responsible for the encapsul ation or
translation of |PvX packets into | PvY packets. The |IPvY packets are
decapsul ated/transl ated back to | PvX packets by the DUT PE and
forwarded to the tester.

e e e e e e oo oo +
I I
R T |1PvX tester I PVX| <--------mmamo - +
I I I I
| S + |
| |
[ e e e e e e oo oo + e e e e e e oo oo + [
I I |
+--->| | PvX DUT CE IPvY|--->IPvY DUT PE |IPvX ---+
| trans/ encaps | | trans/ decaps |
Fom e e e e e e e e oo + Fom e e e e e e e e oo +
Figure 2

4. Test traffic
The test traffic represents the experinental workload and SHOULD
meet the requirenents specified in this section. The requirenents
are dedicated to unicast IP traffic.

4.1. Frane formats and sizes
[ RFC5180] describes the frane size requirenments for two commonly
used nedi a types: Ethernet and SONET (Synchronous Optical Network).
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[ RFC2544] covers also other nedia types, such as token ring and
FDDI. The two docunents can be referred for the dual -stack
transition technol ogies. For the rest of the transition technol ogies
the frame overhead introduced by translation or encapsul ati on MJST
be consi der ed.

The encapsul ation/transl ati on process generates different size
franes on different segnments of the test setup. For exanple, the
single-stack transition technologies will create different frame
sizes on the receiving segnment of the test setup, as |PvX packets
are translated to IPvY. This is not a problemif the bandw dth of
the enployed nedia is not exceeded. To prevent exceeding the
limtations inposed by the nedia, the frane size overhead needs to
be taken into account when cal cul ating the maxi mum theoretical franme
rates. The cal cul ati on nethods for the two nedia types, Ethernet and
SONET, as well as a calculation exanple are detailed in Appendi x A

4.1.1. Frame sizes to be used over Ethernet
Based on the recommendati ons of [RFC5180], the followi ng frane sizes
SHOULD be used for benchmarking Ethernet traffic: 64, 128, 256, 512
1024, 1280, 1518, 1522, 2048, 4096, 8192 and 9216

The theoretical maxi numfranme rates considering an exanple of frane
overhead are presented in Appendi x Al.

4.1.2. Frame sizes to be used over SONET
Based on the recommendati ons of [RFC5180], the frame sizes for SONET
traf fic SHOULD be: 47, 64, 128, 256, 512, 1024, 1280, 1518, 2048,
4096 byt es.

An exanpl e of theoretical maximumfrane rates calculation is shown
i n Appendi x A2.

4.2. Protocol addresses

The sel ected protocol addresses should follow the recommendati ons of
[ RFC5180] (Section 5) for |IPv6 and [ RFC2544] (Section 12) for |Pv4.

Note: testing traffic with extension headers m ght not be possible
for the transition technol ogi es which enploy translation

4.3. Traffic setup
Fol I owi ng the recomrendati ons of [RFC5180], all tests described
SHOULD be performed with bi-directional traffic. Uni-directiona

traffic tests MAY also be perforned for a fine grained perfornmance
assessnent.
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5. Modifiers

The i dea of testing under different operational conditions was first
i ntroduced in [ RFC2544] (Section 11) and represents an inportant
aspect of benchmarking network el enents, as it enulates to sone
extent the conditions of a production environnment. [RFC5180]
descri bes conpl ementary testing conditions specific to | Pv6. Their
recomendati ons can be referred for IPv6 transition technol ogi es
testing as well.

6. Benchmarking tests
The benchmarking tests condition described in [ RFC2544] (Sections
24, 25, 26) are also recommended here. The follow ng sub-sections
contain the list of all recomrended benchmarki ng tests.

6. 1. Throughput
bj ective: To determ ne the DUT throughput as defined in [RFCL242].
Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].

6. 2. Latency
oj ective: To deternmine the latency as defined in [ RFC1242].
Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].

6.3. Frame loss rate
bj ective: To determine the frame loss rate, as defined in
[ RFC1242], of a DUT throughout the entire range of input data rates
and frame sizes.
Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].

6.4. Back-to-back franes

bj ective: To characterize the ability of a DUT to process back-to-
back frames as defined in [ RFC1242].

Procedure: As described by [ RFC2544].
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Reporting Format: As described by [ RFC2544].

6.5. Systemrecovery

bj ective: To characterize the speed at which a DUT recovers from an
overl| oad conditi on.

Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].
6. 6. Reset

bj ective: To characterize the speed at which a DUT recovers froma
device or software reset.

Procedure: As described by [RFC6201].
Reporting Format: As described by [ RFC6201].
7. Scalability
Scal ability has been often discussed, however, in the context of
network devices, a formal definition or a nmeasurenent method have

not been approached yet.

Scal ability can be defined as the ability of each transition
technol ogy to accommodat e network growth

Poor scalability usually |leads to poor perfornmance. Considering
this, scalability can be neasured by quantifying the network
performance degradati on while the network grows.

7.1. Test setup

The test setups defined in Section 3 have to be nodified to create
net wor k gr ow h.

7.1.1. Single-stack transition technol ogies
In the case of single-stack transition technol ogi es the network

growt h can be generated by increasing the nunber of network flows
generated by the tester machine (see Figure 3).
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R | NF1 NFL| <---------- +
| +-------- | NF2 tester NF2| <------- +
|| I I ||
| +----| NFn NFn| <-- -+ |
|| I L LR + I ||
|| I I ||
I B I I
| ] +--->| NFn NFn| ----+ | ]
|| I but I (.
| +------- >| NF2 (transl ator) NF2| -------- +
R >| NF1 NFL|----------- +

o e e e e e e aaaas +

Figure 3

7.1.2. Encapsul ation/Translation transition technol ogi es

Simlarly, for the encapsul ation/transl ati on based technol ogi es a
multi-flow setup is recormended. As for nost transition technol ogies
the provider edge device is designed to support nore than one
customer edge network, the reconmended test setup is a n:1 design
where n is the nunber of CE DUTs connected to the same PE DUT (See
Figure 4).

oo e +
R I | NF1 NFL| <-------mmmmm-- +
[ | NF2 tester NF2| <----------- + |
|| I I I I
| R | NFn NFn| <-------- + |
|| I L LR + || I
|| I || I
|| I Hooemcmioiee o + AR + ] I
| | +--->|NFn  DUT CEn NFn|--->| NFn NFn| ---+ | |
|| AR R + I I I I
|| I I I I
| R e + DUT PE [ [
| +------- > NF2 DUT CE2 NF2|--->| NF2 NF2| ------ + |
| o o | |
| oo + | |
- > NF1 DUT CE1 NF1|--->|NF1 NFL|---------- +
e e e e e oo - + S +
Figure 4

7.2. Benchmarki ng performance degradation

bj ective: To quantify the performance degradation introduced by n
paral |l el network fl ows.
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10.

Procedure: First the benchnmarking tests presented in Section 6 have
to be perfornmed for one network flow

The sane tests have to be repeated for n-network flows. The
performance degradati on of the X benchmarki ng di nmensi on SHOULD be
calculated as rel ative performance change between the 1-flow results
and the n-flowresults, using the follow ng fornul a:

Xn - X1
Xpd= ----------- x 100 , where: X1 - result for 1-fl ow
X1 Xn - result for n-flows

Reporting Format: The performance degradati on SHOULD be expressed as
a percentage. The nunber of tested parallel flows n MJST be clearly
speci fied. For each of the performed benchmarking tests there SHOULD
be a table containing a colunmm for each frane size, stating also the
applied frame rate.

Security Considerations

The benchmar ki ng net hodol ogy described in this docunent MJST be used
in conjunction with a controlled experinental environment.

The benchmar ki ng environnent MUST be isol ated and t he generated
traffic MUST NOT be forwarded i nto production networKks.

G ven the isolated nature of the experinental environnment, no other
security considerations are required.

| ANA Consi der ati ons

The 1 ANA has allocated the prefix 2001: 0002::/48 [ RFC5180] for |Pv6
benchmar ki ng. For | Pv4 benchmarking, the 198.18.0.0/15 prefix was
reserved, as described in [RFC6890]. The two ranges are sufficient
for benchmarking I Pv6 transition technol ogies.

Concl usi ons

The met hodol ogi es described in [ RFC2544] and [ RFC5180] can be used
for benchmarking the performance of |Pv4-only, |IPv6-only and dual -
stack supporting network devices. This docunent presents

conpl enentary recommendati ons dedicated to I Pv6 transition
technol ogi es. Furthernore, the nethodol ogy includes a tentative
approach for benchmarking scalability by quantifying the perfornmance
degradati on associ ated with network growth
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Appendi x A Theoretical maxi mum frane rates

Thi s appendi x describes the recommended cal cul ation fornulas for the
theoretical maxinumfranme rates to be enployed over two types of
commonly used nedia. The formul as take into account the frane size
overhead created by the encapsul ation or the translation process.

For exanple, the 6in4 encapsul ati on described in [ RFC4213] adds 20
bytes of overhead to each frane.

A. 1. Ethernet

Considering X to be the frame size and Oto be the frane size
overhead created by the encapsul ation on translation process, the
maxi mum t heoretical frane rate for Ethernet can be cal cul ated using
the follow ng fornul a:

Li ne Rate (bps)

(8bits/byte)*( X+0+20) byt es/ frane

The cal culation is based on the fornula recommended by RFC5180 in
Appendi x Al. As an exanple, the frame rate recomended for testing a
6i n4 i npl enent ati on over 10Md/s Ethernet with 64 bytes frames is:

10, 000, 000( bps)

(8bits/byte)*(64+20+20) byt es/ frame

= 12,019 fps

The conplete list of recommended frame rates for 6ind4 encapsul ation
can be found in the follow ng table:

TS TR [ RS Fom e e oo - TS +
| Frane size | 10 Mo/s | 100 Mo/s | 1000 Mo/s | 10000 Md/s

| (bytes) | (fps) | (fps) | (fps) | (fps) I
Fom e e o Fomm e o Fom e - Fom e e e e - - Fom e e o +
| 64 | 12,019 | 120,192 | 1,201,923 | 12,019,231 |
| 128 | 7,440 | 74, 405 | 744,048 | 7,440, 476

| 256 | 4,223 | 42,230 | 422, 297 | 4,222,973 |
| 512 | 2,264 | 22,645 | 226, 449 | 2,264,493 |
| 1024 | 1,175 | 11,748 | 117,481 | 1,174,812

| 1280 | 947 | 9,470 | 94, 697 | 946, 970 |
| 1518 | 802 | 8,023 | 80,231 | 802,311 |
| 1522 | 800 | 8,003 | 80,026 | 800, 256 |
| 2048 | 599 | 5,987 | 59, 866 | 598, 659 |
| 4096 | 302 | 3,022 | 30,222 | 302,224 |
| 8192 | 152 | 1,518 | 15,185 | 151, 846 |
| 9216 | 135 | 1,350 | 13,505 | 135, 048 |
Fom e e o Fomm e - Fom e o - [ S Fom e e o +
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A 2. SONET

Simlarly for SONET, if X is the target frane size and O the frane
si ze overhead, the recomended forrula for cal cul ati ng the nmaxi mum
theoretical franme rate is

Li ne Rate (bps)

(8bits/byte)*(X+Ot1) byt es/frame

The cal cul ation forrmula is based on the recommendati on of RFC5180 in
Appendi x A2.

As an exanple, the frame rate recommended for testing a 6in4
i npl ement ati on over a 10Md/s PoS interface with 64 bytes frames is:

10, 000, 000( bps)
—————————————————————————————— = 14,706 fps
(8bits/byte)*(64+20+1) byt es/frane

The conplete list of recommended frame rates for 6ind encapsul ation
can be found in the follow ng table:

TS TS [ SR R TS +
| Frane size | 10 Mo/s | 100 Mo/s | 1000 Mo/s | 10000 Mo/ s
| (bytes) | (fps) | (fps) | (fps) | (fps) I
s Fomm e oo - Fomm e e e o - B s +
| 47 | 18,382 | 183,824 | 1,838,235 | 18, 382,353
| 64 | 14,706 | 147,059 | 1,470,588 | 14,705,882 |
| 128 | 8,389 | 83,893 | 838, 926 | 8,389,262 |
| 256 | 4,513 | 45,126 | 451,264 | 4,512,635 |
| 512 | 2,345 | 23,452 | 234,522 | 2,345,216
| 1024 | 1,196 | 11,962 | 119,617 | 1,196,172
| 2048 | 604 | 6,042 | 60,416 | 604, 157 |
| 4096 | 304 | 3,036 | 30, 362 | 303,619 |
TS TS [ SR R TS +
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