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Abst r act

Thi s docunment specifies Interior Gateway Protocol (1GP) network
architecture to support multicast transport. It describes the
architecture components and the algorithns to automatically build a
distribution tree for transporting nulticast traffic and provides a
met hod of pruning that tree for inproved efficiency.

Status of this docunent

This Internet-Draft is submtted to |ETF in full confornmance with
the provisions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a nmaxi num of six

nmont hs and nay be updated, replaced, or obsol eted by other docunents
at any tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm .

This Internet-Draft will expire on May 9, 2015.
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1. Introduction

Thi s docunment specifies Interior Gateway Protocol (1GP) network
architecture to support nulticast transport. It describes the
architecture conmponents and the algorithns to automatically build a
distribution tree for transporting nulticast traffic and provides a
met hod of pruning that tree for inproved efficiency.

An I GP network is built to transport unicast traffic. Traditionally,
transporting nulticast traffic relies on a protocol independent
mechani sm and a different protocol, i.e. PIM[RFC4601] [ RFC5015].
The PI M protocol builds on top of IGP network and maintains its own
states, which results |onger convergence tine for nmulticast traffic

Data Center infrastructure and advanced systens for cloud
applications are looking for an IGP network to transport both

uni cast and nulticast packets in a sinpler and nore efficient way
than use of a separate protocol beyond | GP protocol. (see Section
1.1 for notivation)

This draft proposes the architecture and algorithnms for an | GP based
mul ticast transport. The architecture and al gorithns automatically
build a bi-directional distribution tree and pruned bi-directiona
tree for a nulticast group w thout use of PIM | GP protoco

extension for this architecture is addressed in the [|SEXT].

1.1. Mbdtivation

Net wor k- as- a-service technically can be achi eved by decoupling
network | P space fromservice |P space as with a VxLAN [ RFC7348]
based network overlay. Decoupling network |IP space fromservice IP
address space al so provides network agility and programmability to
applications in a Data Center environment. To support all service
applications, such IP network fabric nmust support both unicast and
multicast. If network | P space is decoupled fromservice | P space,
the network itself no | onger needs manual configuration
automatically fornming an I P network fabric can be done. The
resulting "plug and play" can greatly sinplify network operation

Wth the goal of automation in formng a network fabric and support

of any type of forwarding behavior the service applications require,
| GP protocol should be extended to support:
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1. Network formation
2. Multi destination distribution tree conputation

Usi ng external PIMprohibits the "automatic" nature requirenent and
results a longer convergence tinme of nulticast transport than

uni cast transport because the convergence tine for PIMis added to
the basic | GP unicast route convergence tine.

| GP based nulticast reduces the nunber of protocols, states, and
convergence tine for nmulticast, which neans a sinpler underlay IP
networ k that supports both unicast and nulticast transport.

1.2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. 1GP Architecture for Milticast Transport

An IGP multicast domain defined in this docunment contains edge
routers and transit routers. Milticast source(s) and receiver(s) in
a service space locally attach to edge routers or connect to edge
routers through a layer 2 or layer 3 network that belongs to the
same service space. When an ingress edge router receives a nulticast
packet froma multicast source in the service space, it replicates
it along a pruned tree in the I GP domain. Wien an egress edge router
receives a nulticast packet fromthe G domain, it forwards the
packet to the L2 or L3 service network that the receivers on and
replicates the packet along the pruned tree in the domain. Wen a
transit router receives a nmulticast packet from another router in
the domain, it replicates the packet to its neighbor router(s) in
the domain al ong a pruned tree.

An I GP nmulticast donain is used to carry L2 or L3 nulticast traffic
in a service (tenant) space in nulti-tenant environnent. Upon
receiving a nulticast packet froma source, the edge router first
encapsul ates the packet, adds its |IP address as the source address
and the correspondi ng underlay multicast | P address as the
destination address on the encapsul ated packet, then replicates it
along a pruned tree. Egress edge router(s) decapsul ate the packet
bef ore sending toward the receiver(s).

In an 1GP nulticast domain, each router has a unique |IP address and

the router IP address is advertised as a host address by |GP
protocol. An I GP donain can be an IGP nulticast domain if all
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routers support the nulticast capability described in this docunent;
a subset of an |IGP domain can be an | GP nulticast domain where only
some edge routers and transit routers have I GP nmulticast capability
described in this draft and the draft [ISEXT]. In the case where the
| GP multicast donain is subset of an | GP domain, a router in an I GP
mul ti cast domain nust have at | east one adjacency (next hop) to
another router that is in the G nulticast domain, that is, the IGP
mul ti cast domai n nust be connected. Configuring an |IP tunnel between
two routers in an | GP nulticast domain can achieve this. How to
configure such tunnel is outside the scope of this docunent.

In an I GP nulticast domain, a default distribution tree is
established automatically (see Section of 3.1). Operators nay
configure other distribution trees with different priorities in the
domai n as well and specify the associated multicast groups carried
by these configured trees. By default, all the multicast groups use
the default distribution tree.

The distribution tree conputation algorithmis described in Section
3.2. The tree pruning for a particular mnmulticast group is described
in Section 3.3. Section 3.4 describes nultiple trees to support one
mul ticast group. Section 4 describes router forwarding procedures.
3. Conputation Algorithnms in |GP Milticast Donmain
3.1. Automatic Tree Root Node Sel ection

By default the tree root is the router with the | argest magnitude

Router ID, considering the Router ID, i.e. router |IPv4 address, to
be an unsigned integer. Note that the algorithns in follow ng
sections use Router ID for router identifier, i.e. unique |IP address

assigned to a router in a |GP nulticast domain.

Operators may configure a default tree root node (based on the
topol ogy) that takes precedence over the default tree root auto-
cal cul ated. This configured tree root node would advertise its IP
address as the default tree root for all multicast groups that are
not assigned to a distribution tree in a IGP multicast donain.

3.2. Distribution Tree Conputation

The Distribution Tree Conputation Al gorithmuses the existing | GP
Li nk State Database (LSDB). Based on the LSDB and shortest path
algorithm all routers in an IGP nulticast donain cal culate the
distribution tree that has the default tree root node and reaches
all the edge routers.
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If an operator configures other distribution tree roots on other
routers, the operator specifies what multicast groups use those
trees and the tree root routers will advertise thenselves as the
tree root for those multicast groups by use of the new RTADDR TLV
[ISEXT]. Al routers in the domain will track the tree root nodes
and calculate the path toward to each configured tree root node by
using the shortest path algorithm which formmultiple distribute
trees.

It is inmportant that all the routers calculate the identica
branches in a distribution tree in an IGP nmulticast domain. Section
3.2.1 and 3.3.2 specifies the tiebreaking rules for parent router
sel ection in case of equal-cost path and for the Iink selection in
case of multiple local links. Because link costs can be asymretric,
it is inportant for all tree construction calculations to use the
cost towards the root.

3.2.1. Parent Sel ection

When there are equal costs froma potential child router to nore
than one possible parent router, all routers need to use the sane
tiebreakers. It is desirable to allow splitting traffic on as many
links as possible in such situations when nultiple distribution
trees presents. This docunent uses the follow ng tiebreaker rules:

If there are k distribution trees in the donain, when each router
computes these trees, the k trees calcul ated are ordered and
nunbered fromO to k-1 in ascendi ng order according by root IP
addr esses.

The tiebreaker rule is: when building the tree nunmber j, renenber

all possible equal cost parents for router N. After calculating the
entire "tree" (actually, directed graph), for each router N, if N
has "p" parents, then order the parents in ascending order according
to the 7-octet 1S-1S System | D considered as an unsi gned integer

and nunber themstarting at zero. For tree j, choose N s parent as
choice (j-1) nod p.

3.2.2. Parallel Local Link Selection

If there are parallel point-to-point |inks between two routers, say
R1 and R2, these parallel links would be visible to RL and R2, but
not to other routers. If this bundle of parallel links is included
inatree, it is inmportant for RL and R2 to decide which link to
use; if the RI-R2 Iink is the branch for nultiple trees, it is
desirable to split traffic over as many |inks as possible. However
the local link selection for a tree is irrelevant to other Routers.
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Therefore, the tiebreaking algorithmneed not be visible to any
Rout ers other than Rl and R2.

When there are L parallel links between R1 and R2 and they both are
on Ktrees. L links are ordered fromO to L-1 in ascendi ng order of
Circuit 1D as associated with the adjacency by the router with the
hi ghest System I D, and K trees are ordered fromO to K-1 in
ascendi ng order of root |P addresses. The tiebreaker rule is: for
tree k, select the Iink as choice k nod L.

Note that if nultiple distribution trees are configured in a donmain

or on a router, better | oad bal ance anong parallel |inks through the
tie-breaking algorithmcan be achieved. Gtherwise, if there is only
one tree is configured, then only one link in parallel links can be

used for the corresponding distribution tree. However, cal cul ating
and maintaining many trees is resource consum ng. Operators need to
bal ance between two.

Another alternative is to use a |ower |evel link aggregation
protocol, such as [802. 1AX-2011] on the parallel point-to-point
Iinks between RL and R2. They will then appear to be a single link
tothe IG and it will be the Iink aggregati on protocol that spreads
traffic across the actual |ower |evel parallel links.

3.3. Multiple Distribute Trees for a Miulticast G oup

It is possible that a nmulticast group is associated with multiple
trees that may have the sane or different priority. Wen a multicast
group associates with nore than one tree, all routers have to select
the sane tree for the group. The tiebreaker rules specified in PIM
[ RFC4601] are used here. They are:

o Performlongest match on group-range to get a list of trees.

0 Select the tree with highest priority.

o If only one tree with the highest priority, select the tree for
t he group-range.

o If nmultiple trees are with the highest priority, use the PIM hash
function to choose one. PIMhash function is described in section
4.1.1 in RFC 4601 [ RFC4601].

3.4. Pruning a Distribution Tree for a G oup

Routers prune the distribution tree for each associated mnul ticast
group, i.e. elimnating branches that have no potential downstream
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receivers. Milti-destination packets SHOULD only be forwarded on
branches that are not pruned. The assunption here is that a

mul ticast source is also a nmulticast receiver but a multicast
receiver may not be a nulticast source.

Al'l routers in the domain receive LSP nessages wi th GRADD TLV

[ RFC7176] fromthe edge routers, which indicate which multicast
group that an edge router is the receiver. According that, the
routers prune the corresponding distribution tree for each nulticast
group and maintain a list of adjacency interfaces that are on the
pruned tree for a nulticast group. Anong these interfaces, one
interface will be toward the tree-root router (unless the router is
the root) and zero or nore interfaces will be toward sonme edge
routers.

4. Router Forwarding Procedures
4.1. Packet Forwarding Along a Pruned Distribution Tree

Forwarding a nulti-destination packet follows the pruned tree for
the group that the packet belongs to. It is done as foll ows.

o If the router receives a nulti-destination packet with group IP
address that does not associated with any configured tree, the
packet MJUST be considered associated with the default tree.

0o Else check if the link that the packet arrives on is one of the
ports in the pruned distribution tree. If not, the packet MJST be
dr opped.

0 Else optionally perform RPF checking (section 4.4). |If the check
is performed and it fails, the packet SHOULD be dropped.

o0 Else the packet is forwarded onto all the adjacency interfaces in
the pruned tree for the group except the interface where the
packet receive

4.2. Local Forwarding at Edge Router

Upon receiving a nmulticast packet, besides forwarding it al ong the
pruned tree, an edge router nmay al so need to forward the packet to
the local hosts attached to it. This is referred to as |oca
forwarding in this document. Local forwarding table and multicast
forwarding table in | GP domain should be stitched at each edge
router. Local forwarding table can be generated using | GW/ PI M
protocol running in the network between host and the edge router
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The | ocal group database is needed to keep track of the group
menbership of attached hosts. Each entry in the |local group database
is a [group, host] pair, which indicates that the attached hosts

bel onging to the nulticast group. Wen receiving a nulticast packet,
the edge router forwards the packet to the host that nmatch the
[group, host] pair in the | ocal group database.

The | ocal group database is built through the operation of the

| GWv3 [ RFC3376] . An edge router sends periodic | GWv3 Host

Menber ship Queries to attached hosts. Hosts then respond with | GWv3
Host Menbership Reports, one for each nmulticast group to which they
bel ong. Upon receiving a Host Menbership Report for a nulticast
group A, the router updates its |ocal group database by

addi ng/refreshing the entry [group A host] pair. If at a later tinme
Reports for Group A cease to be heard fromthe host, the entry is
then deleted fromthe | ocal group database. The edge router further
sends the LSP nessage with GRADDR TLV to inform other routers about
the group nmenberships in the |ocal group database.

4.2.1. Overlay Milticast Transport

An I GP multicast domain may be used to carry overlay mnulticast
traffic. [RFC7365] There are two architecture scenari os:

1) I1GP multicast domain edge router separates with overlay network
edge device [RFC7365]. Before nulticast traffic is forwarded,
Overlay network should trigger underlay nulticast domain to
construct multicast tree using | GW protocol in beforehand. G oup
address in the protocol is underlay multicast group address. CQuter

|l ayer traffic encapsulation is perfornmed on the overlay network edge
device, IGP nulticast domain acts as pure underlay network

2) 1GP nulticast dormain edge router collapses with overlay network
edge device. Before nmulticast traffic is forwarded, |ocal connecting
host should trigger underlay nulticast domain to construct nulticast
tree using |GW |ike protocol beforehand. G oup address in the
protocol is overlay nulticast group address, edge router should nmap
the group address into underlay nulticast group address.

The 1 GP nulticast domain can support both scenarios. To carry
overlay multicast traffic, a (designated) edge router (see Section
bel ow on Multi-Hom ng Access) further necessarily nmintains the
mappi ng between an overlay multicast group and a underlying

mul ticast group, and perfornms packet encapsul ati on/ descapsul ati on
upon receiving a packet froma host or the underlay |GP network.
Mappi ng between an overlay multicast group and a underlay nulticast
group can be nmanual ly configured, automatically generated by an
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algorithmat a (designated) edge router. The sanme edge router MJST
be selected as the Designated Forwarder for the overlay nulticast
group and underlying multicast group that are associated. If

mul tiple overlay nulticast groups attach to sane edge router sets,
these overlay nulticast groups can be mapped to the sane underlying
mul ticast group to reduce underlay network multicast forwarding
tabl e size on each router. The mapping nethod is beyond the scope of
thi s docunent.

4.3. Miulti-hom ng Access Through Active-active M LAG

A multicast group receiver nmay attach to nmultiple edge routers
through an active-active MC-LAG [ 802. 1AX-2011] to enhance
reliability.

When a renote edge router ingresses a multicast packet w nulticast
group address fromlocal nulticast source, if all egress routers in
an MC-LAG forward the packet to the | ocal host (receiver), the host
will receive nultiple copies of the multicast frane fromthe renote
mul ticast source. To avoid duplicated packets received fromthe |IGP
domain to a local network, a Designated Forwarder (DF) mechanismis
required. All the edge routers associated to a sane MC- LAG use the
same algorithmto select one DF edge router for a nmulticast group
Each MC-LAG shoul d be assigned with a unique MC-LAG identifier in an
I GP mul ticast donmain, which may be manual |y configured or
automatically provisioned. Wen an edge router in a MC- LAG receives
a multicast group receiver joining nessage using | GW/ PIM i ke
protocols, it announces its self MC-LAG ID and the nmulticast group
correspondence to other routers inits IGP LSP. After network state
reaches steady state, all edge routers in a M LAG el ect the sane
router as DF for each nulticast group. Upon receiving a nulticast
packet fromthe domain, only the DF edge router will forward the
packet towards the receiver. Al non-DF edge routers do not forward
the packet towards the receiver

Al'l edge routers, including DF and non-DF, can ingress the traffic
to | GP domain as usual. DF and non-DF state has influence only on
the egress nulticast traffic forwardi ng process.

If a nulticast group source host attaches to nmultiple edge routers
through an active-active MC-LAG |oop prevention, i.e. the packet
sent by source host | oops back to the source host via the edge
routers in a MC-LAG is necessary. The solutions for two scenarios
are described bel ow.
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0 When the nulticast | GP domain edge routers separate with overlay
networ k edge devices that carry overlay network traffic, these
routers don't replace traffic source | P address when they inject
the traffic into G domain. In this case, edge routers should
acquire multicast source |IP address in beforehand using a
mechani smlike | GWv3 explicit tracking, and then the source IP
addresses are synchroni zed anong each edge routers in sane MC LAG
Then sanme split-horizon mechani smdescribed in the above section
can be used.

o Wen the nulticast | GP donmain edge routers collapse with overlay
net wor k edge devi ces, the edge router connecting to nulticast
source perfornms multicast encapsul ation when it injects |oca
multicast traffic into the 1 GP domain, source I[P is the edge
router’s | P. Each edge router tracks the | P address(es)
associated with the other edge router(s) with which it has shared
MC- LAG. When the edge router receives a packet froman | GP donain
it examines the source |IP address and filters out the packet on
all local interfaces in the sane MC-LAG Wth this approach,
| ocal bias forwarding is required on the ingress edge router. It
perforns replication locally to all directly attached receivers
no matter DF or non-DF state of the out interface connecting to
each receiver.

4.4. Reverse Path Forwardi ng Check (RPFC)

The routing transients resulting fromtopol ogy changes can cause
tenporary transient loops in distribution trees. |If no precautions
are taken, and there are fork points in such loops, it is possible
for multiple copies of a packet to be forwarded. If this is a
problem for a particular use, a Reverse Path Forwardi ng Check (RPFC)
may be i npl enent ed.

In this case, the RPFC works by a router determning for each port,
based on the source and destination |IP address of a nulticast packet,
whet her the port is a port that router expects to receive such a
packet. In other words, is there an edge router with reachability to
the source | P address such that, starting at that router and using
the tree indicated by the destination |IP address, the packet woul d
have arrived at the port in question. If so, it is further
distributed. If not, it is discarded. An RPFC can be inplenented at
sone routers and not at others.
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5. Security Considerations
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