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Abst ract

Thi s docunent describes an experinmental nethod to extend the limted
space for control options in every segnent of a TCP connection. It
can use a dual handshake so that, fromthe very first SYN segnent,
extra option space can imediately start to be used optinistically.
At the same tinme a dual handshake prevents a | egacy server from
getting confused and sending the control options to the application
as user-data. The dual handshake is only one strategy - a single

handshake wi ||l usually suffice once depl oynent has got started. The
protocol is designed to traverse nost known mi ddl eboxes i ncl udi ng
connection splitters, because it sits wholly within the TCP Data. It

al so provides reliable ordered delivery for control options.
Therefore, it should allow new TCP options to be introduced i) with
m ni mal m ddl ebox traversal problenms; ii) with increnental depl oynent
fromlegacy servers; iii) without an extra round of handshaki ng del ay
iv) without having to provide its own | oss recovery and ordering
mechani smand v) without arbitrary linmts on avail abl e space.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on April 30, 2015.
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I nt roduction

TCP has becone hard to extend, partly because the option space was
limted to 40B when TCP was first defined [ RFCO793] and partly
because many mi ddl eboxes only forward TCP headers that conformto the
stereotype they expect.

This specification ensures new TCP capabilities can traverse nost

m ddl eboxes by tunnelling TCP options within the TCP Data as 'Inner
Options’ (Figure 1). Then the TCP receiver can reconstruct the Inner
Options sent by the sender, even if the niddl ebox resegnments the data
streamand even if it strips 'Quter’ options fromthe TCP header that
it does not recognise. The two words ’Inner Space’ are appropriate
as a nanme for the schene; 'Inner’ because it encapsul ates options
within the TCP Data and ' Space’ because the space within the TCP Data
is virtually unlimted--constrained only by the maxi nrum segnent si ze.
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ymm--- . TCP Payl oad ymm--- .
IAppI< ----------------------------------------- >I Appl
[ [ Inner Options within TCP Data [ [
A D T
| TCP | TCP Header and TCP header and | TCP |
| | Quter Options ,--------- . Quter Options | |
[ [<----mmmmmee - >| M ddl ebox| <-------------- >| [
|- EEEEEREE | |-
| 1P | | I P | | 1P |
Figure 1: Encapsul ati on Approach
TCP options fall into three nain categories:

a. Those that have to remain as Quter Options--typically those
concerned with transni ssion of each TCP segnent, e.g. Tinestanps
and Sel ective ACKnow edgenents ( SACK)

b. Those that are best as Inner Options--typically those concerned
with transm ssion of the data as a stream e.g. the TCP
Aut hentication Option [ RFC5925] or tcpcrypt [I-D. bittau-tcpinc];
c. Those that can be either Inner or Quter Options--typically those
used at the start of a connection which is also inherently the
start of the first segnent so segnentation is not a concern
Pressure of space is nost acute in the initial segnments of each half-
connection, i.e. the SYN and SYN ACK, and particularly the SYN. Even
though I nner Space is not suitable for category (a) options, noving
all of categories (b) and (c) into Inner Space frees up plenty of
outer space in the header for category (a).

The following list of options that night be required on a SYN
illustrates how acute the problemis:

0 4B: Maxi mum Segment Size (MSS) [RFC0793];
0 2B: SACK-ok [RFC2018];

o 3B: Wndow Scal e [ RFC7323];

o 10B: Timestanmp [ RFC7323];

0 12B: Miltipath TCP [ RFC6824];
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0 6-18B: TCP Fast Open on a resumed connection
[I-D.ietf-tcpmfastopen];

0 16B: TCP- AO [ RFC5925];

There is probably potential for conpressing together nultiple options
in order to nmtigate the option space problem However, the option
space problem has to be faced, because conpl ex special placenent is
al ready being contenplated for options that can be | arger than 40B on
their owmn (e.g. the key agreenent options of tcpcrypt

[I-D. bittau-tcpinc]).

G ven the I nner Space protocol places control options within TCP
Data, it is critical that a |l egacy TCP receiver is never confused
into passing this mx to an application as if it were pure data.

Nai vel y, both ends coul d handshake to check they understand the
protocol, but this would introduce a round of delay and it woul d not
sol ve the shortage of space in a SYN. Instead, the client uses dua
handshakes; one suitable for an upgraded server, and the other for an
ordinary server. Then, if the client discovers that the server does
not understand the new protocol, it can abort the upgraded handshake
before the server passes corrupt data to the application. O herwi se,
if the server does understand the new protocol, the client can abort
the ordi nary handshake. Either way, it has added zero extra del ay.

I nterworki ng of the dual handshake with TCP Fast Open
[I-D.ietf-tcpmfastopen] is carefully defined so that either server
can pass data to the application as soon as the initial SYN arrives.

When control options are placed within the TCP Data they inherently
get delivered reliably and in order. Although this was not
originally recognised as part of the design brief, it offers the
significant benefit of sinplifying the design of new TCP options.
Rel i abl e ordered delivery no longer has to be individually crafted
into the design of each new TCP option

Solving the five problens of i) option-space exhaustion; ii)

m ddl ebox traversal; iii) |egacy server confusion; iv) reliable
ordered control message delivery; and v) handshake | atency; does not
conme w thout cost:

0 So that the Inner Space protocol is imrune to option stripping, it
flags its presence using a magi ¢ nunber within the TCP Data of the
initial segnent in each direction, not a conventional TCP option
in the header. This introduces a risk that payload in an ordinary
SYN or SYN ACK mi ght be mistaken for the Inner Space protocol (an
initial worst-case estinate of the probability is one connection
globally every 40 years). Nonetheless, the risk is zero in the
(currently comon) case of an ordinary connection w thout payl oad
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during the handshake. There is also no risk of a mistake the
ot her way round--an upgraded connecti on cannot be m staken for an
ordi nary connection

o0 Although the dual handshake introduces no extra latency, it
i ntroduces extra connection processing & state, extra traffic and
extra header processing. Initial estimates put the percentage
overhead in single digits for connection processing and state, and
traffic overhead at only a few hundredths of a percent.
Nonet hel ess, once the nost popul ar TCP servers have upgraded, only
a single handshake will be necessary nost of the tine and overhead
shoul d drop to vanishingly small proportions.

Finally, it should be noted that the ambition of this work is nore
than just an increnentally depl oyable, low |l atency way to extend TCP
option space. The aimis to nove towards a nore structured way for
m ddl eboxes to interact transparently with, rather than arbitrarily
interfere with, end-system TCP stacks. This has been achieved for
connection and streamcontrol options, but it will still be hard to
i ntroduce new per-segnment control options, which will still have to
be located within the traditional Quter TCP Options.

1.1. Motivation for Adoption Now (to be renoved before publication)

It seenms inevitable that ultinmately nore option space will be needed,
particularly given that many of the TCP options introduced recently
consumne | arge nunbers of bits in order to provide sufficient

i nformati on entropy, which is not anmenable to conpression

Ext ensi on of TCP option space requires support fromboth ends. This
means it will take many years before the facility is functional for
nmost pairs of end-points. Therefore, given the problemis already
becom ng pressing, a solution needs to start being depl oyed now.

1.2. Scope
Thi s experinmental specification extends the TCP wire protocol. It is
i ndependent of the dynanmic rate control behaviour of TCP and it is
i ndependent of (and thus conpatible w th) any protocol that
encapsul ates TCP, including |IPv4 and | Pvé6.
1.3. Experinent Goals

TCP is critical to the robust functioning of the Internet, therefore
any proposed nodifications to TCP need to be thoroughly tested.

Success criteria: The experinmental protocol will be considered
successful if it satisfies the following requirements in the
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consensus opinion of the I ETF tcpm working group. The protoco
needs to be sufficiently well specified so that nore than one

i npl ementation can be built in order to test its function

robust ness, overhead and interoperability (with itself, with
previ ous version of TCP, and with various commonly depl oyed

m ddl eboxes). Non-functional issues such as reconmendations on
nmessage tining also need to be tested. Various optiona
extensions to the protocol are proposed in Appendi x A so
experinents are al so needed to determ ne whether these extensions
ought to remain optional, or perhaps be renoved or becone

mandat ory.

Dur ati on: To be credible, the experinment will need to |last at |east
12 months from publication of the present specification. |If
successful, it would then be appropriate to progress to a

standards track specification, conplenented by a report on the
experi nents.

1.4. Docunent Roadmap

The body of the docunment starts with a full specification of the

I nner Space extension to TCP (Section 2). It is rather terse,
answering 'What?' and ' How?' questions, but deferring 'Wy? to
Section 3. The careful design choices nade are not necessarily
apparent froma superficial read of the specification, so the Design
Rational e section is fairly extensive. The body of the docunent ends
with Section 4 that checks possible interactions between the new
schene and pre-existing variants of TCP, including interaction with
partial inplementations of TCP in known m ddl eboxes.

Appendi x A specifies optional extensions to the protocol that wll
need to be inplenmented experinmentally to determ ne whether they are
useful. And Appendi x B discusses the nerits of the chosen design
agai nst alternative schenes.

1.5. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119]. 1In this
docunent, these words will appear with that interpretation only when
in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying RFC 2119 significance.

TCP Header: As defined in [RFCO793]. Even though the present
specification places TCP options beyond the Data Ofset, the term
"TCP Header’ is still used to nean only those fields at the head
of the segnent, delinited by the TCP Data O f set.
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I nner TCP Options (or just Inner Options): TCP options placed in the
space that the present specification makes avail abl e beyond t he
Data O f set.

Quter TCP Options (or just Quter Options): The TCP options in the
traditional location directly after the base TCP Header and before
the TCP Data O fset.

Prefix TCP Options: Inner Options to be processed before the Quter
Options.

Suffix TCP Options: Inner Options to be processed after the Quter
Opti ons.

TCP options: Any TCP options, whether inner, outer or both. This
specification nmakes this termon its own anbi guous so it should be
qualified if it is intended to mean TCP options in a certain
| ocati on.

TCP Payl oad: Data to be passed to the |ayer above TCP. The present
specification redefines the TCP Payl oad so that it does not
i nclude the Inner TCP Options, the Inner Space Option and any
Magi ¢ Nunber, even though they are | ocated beyond the Data O fset.

TCP Data: The information in a TCP segnent after the Data O fset,
i ncluding the TCP Payl oad, |Inner TCP Options, the |Inner Space
Option and the Magi ¢ Number defined in the present specification.

client: The process taking the role of actively opening a TCP
connecti on.

server: The process taking the role of TCP |istener.

Upgraded Segnent: A segnent that will only be fully understood by a
host conplying with the present specification (even though it
m ght appear valid to a pre-existing TCP receiver). Simlarly,
Upgraded SYN, Upgraded SYN ACK etc.

Ordinary Segnent: A segnment conmplying with pre-existing TCP
specifications but not the present specification. Simlarly,
Ordinary SYN, Ordinary SYN ACK etc.

Upgr aded Connection: A connection starting with an Upgraded SYN.

Ordi nary Connection: A connection starting with an O dinary SYN.
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2

2

2

Upgraded Host: A host conplying with the present docunent as well as
with pre-existing TCP specifications. Simlarly Upgraded TCP
Client, Upgraded TCP Server, etc.

Legacy Host: A host conplying with pre-existing TCP specifications,
but not with the present docunment. Similarly Legacy TCP Cient,
Legacy TCP Server, etc.

Note that the term’ Ordinary’ is used for segnments and connecti ons,
but the term’Legacy’ is used for hosts. This is because, if the

I nner Space protocol were widely used in future, a host that could
not open an Upgraded Connection woul d be consi dered deficient and
therefore ’'Legacy’, whereas an Ordinary Connection would not be
considered deficient in the future; because it wll always be
legitimate to open an Ordinary Connection if extra option space is
not needed.

Pr ot ocol Specification
1. Protocol Interaction Mde
1.1. Dual 3-Way Handshake

During initial deploynment, an Upgraded TCP Cient sends two
alternative SYNs: an Ordinary SYN in case the server is |egacy and a
SYN-U in case the server is upgraded. The two SYNs MJST have the
same network addresses and the same destination port, but different
source ports. Once the client establishes which type of server has
responded, it continues the connection appropriate to that server
type and aborts the other without conpleting the 3-way handshake.

The format of the SYNU will be described later (Section 2.2.2). At
this stage it is only necessary to know that the client can put
either TCP options or payload (or both) in a SYNU, in the space
traditionally intended only for payload. So if the server’'s response
shows that it does not recogni se the Upgraded SYNU, the client is
responsi bl e for aborting the Upgraded Connection. This ensures that
a Legacy TCP Server will never erroneously confuse the application by
passing it TCP options as if they were user-data.

Section 3.1 explains various strategies the client can use to send
the SYNNU first and defer or avoid sending the Odinary SYN

However, such strategies are |ocal optimizations that do not need to
be standardi zed. The rul es bel ow cover the nbst aggressive case, in
which the client sends the SYNNU then the Ordinary SYN back-to-back
to avoid any extra delay. Nonetheless, the rules are just as
applicable if the client defers or avoids sending the Odinary SYN
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Table 1 sunmarises the TCP 3-way handshake exchange for each of the
two SYNs in the two right-hand col ums, between an Upgraded TCP
Client (the active opener) and either

1. a Legacy Server, in the top half of the table (steps 2-4), or
2. an Upgraded Server, in the bottomhalf of the table (steps 2-4)

Because the two SYNs cone fromdifferent source ports, the server
will treat them as separate connections, probably using separate
threads (assuming a threaded server). A |load bal ancer might forward
each SYN to separate replicas of the sane |ogical server. Each
replica will deal with each incomng SYN i ndependently - it does not
need to co-ordinate with the other replica.

Homm - - - e e e e oo oo e e e e e e oo oo e e e e e e oo oo +
| | | Odinary | Upgraded |
| | | Connection | Connection |
[ S, o e e o - Fom e e Fom e e +
| 1 | Upgraded Cient | >SYN | >SYN-U |
| | | | |
AV AN AV A AV A AV A Ay A N AV A AV A Ay A AV AN A AV AV AVAVAVAVAVAVAR!
| 2 | Legacy Server | <SYN ACK | <SYN ACK |
I I I I I
| 3a | Upgraded Client | Wiits for response | |
| | | to both SYNs | |
| | | | |
| 3b [ | >ACK | >RST [
I I I I I
I 4 I I Cont . .. I I
AV AN AV AY AV A AV A Ay A N AV A AV A AV A AV AN A AV AV AVAVAVAVAVAVAR!
| 2 | Upgraded Server | <SYN ACK | <SYN ACK-U |
I I I I I
| 3a | Upgraded Client | Wiits for response | |
[ [ | to SYNU [ [
I I I I I
| 3b | | >RST | >ACK |
| | | | |
| 4 I I | Cont I
Homm e o e e o - o e e o e e +

Tabl e 1: Dual 3-Way Handshake in Two Server Scenari os

Each colum of the table shows the required 3-way handshake exchange
wi thin each connection, using the follow ng synbols:

> neans client to server
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2.

1.

< neans server to client;
Cont... neans the TCP connection conti nues.

The connection that starts with an Odinary SYNis called the
"Ordinary Connection’ and the one that starts with a SYNUis called
the ' Upgraded Connection’. An Upgraded Server MJIST respond to a
SYN-U with an Upgraded SYN ACK (terned a SYN ACK-U and defined in
Section 2.2.2). Then the client recognises that it is talking to an
Upgraded Server. The client’s behavi our depends on which response it
receives first, as follows:

o If the client first receives a SYN ACK response on the O dinary
Connection, it MJUST wait for the response on the Upgraded
Connection. It then proceeds as foll ows:

* |f the response on the Upgraded Connection is an Ordinary SYN
ACK, the client MJST reset (RST) the Upgraded Connection and it
can continue with the Ordinary Connecti on.

* |f the response on the Upgraded Connection is an Upgraded SYN
ACK-U, the client MJST reset (RST) the Ordinary Connection and
it can continue with the Upgraded Connecti on.

o If the client first receives an Ordinary SYN ACK response on the
Upgraded Connection, it MJST reset (RST) the Upgraded Connection
imediately. It can then wait for the response on the Ordinary
Connection and, once it arrives, continue as nornal.

o If the client first receives an Upgraded SYN ACK-U response on the
Upgraded Connection, it MJST reset (RST) the O dinary Connection
i medi ately and continue with the Upgraded Connecti on.

2. Dual Handshake Retransm ssi on Behavi our

If the client receives a response to the SYN, but a short while after
that {ToDo: duration TBA} the response to the SYN-U has not arrived,
it SHOULD retransmt the SYN-U. If latency is nore inportant than
the extra TCP option space, in parallel to any retransm ssion, or

i nstead of any retransmi ssion, the client MAY give up on the Upgraded
(SYN-U) Connection by sending a reset (RST) and conpleting the 3-way
handshake of the Ordi nary Connecti on.

If the client receives no response at all to either the SYN or the
SYNU, it SHOULD solely retransnmt one or the other, not both. If
|atency is nore inportant than the extra TCP option space, it wll
retransmt the SYN Oherwise it will retransmt the SYNU It MJST
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NOT retransmit both segnents, because the | ack of response could be
due to severe congestion.

2.1.3. Continuing the Upgraded Connection

Once an Upgraded Connection has been successfully negotiated in the
SYN, SYN ACK exchange, either host can allocate any anmount of the TCP
Dat a space in any subsequent segnment for extra TCP options. |In fact,
the sender has to use the upgraded segment structure in every
subsequent segnent of the connection that contains non-zero TCP

Payl oad. The sender can use the upgraded structure in a segnent
carrying no user-data (e.g. a pure ACK), but it does not have to.

As well as extra option space, the facility offers other advantages,
such as reliable ordered delivery of Inner TCP Options on enpty
segnents and nore robust niddl ebox traversal. |f none of these
features is needed, at any point the facility can be disabled for the
rest of the connection, using the ModeSwitch TCP option in

Appendix A-1l. Interestingly, the ModeSwitch options itself can be
very sinple because it uses the reliable ordered delivery property of
Inner Options, rather than having to cater for the possibility that a
message to switch to disabl ed node might be |ost or reordered

2.2. Upgraded Segnment Structure and Fornat
2.2.1. Structure of an Upgraded Segnent

An Upgraded Segnent is structured as shown in Figure 2. Up to the
TCP Data Offset, the structure is identical to an Ordinary TCP
Segnment, with a base TCP Header (BaseHdr) and the usual facility to
set the Data Ofset (DO to allow space for TCP options. These
regul ar TCP options are renaned by this specification to Quter TCP
Options or just Quter Options, and | abelled as QuterOpts in the
figure.

The first segnent in each direction (i.e. the SYN or the SYNACK) is
i dentifiable as upgraded by the presence of the 4-octet Mgic Nunber
A (MagicA) at the start of the TCP Data. The probability that an
Upgraded Server will nistake arbitrary data at the begi nning of the
payl oad of an Ordinary Segnent for the Magi ¢ Nunber has to be all owed
for, but it is vanishingly snmall (see Section 3.2.1). Once an
Upgraded Connection has been negotiated during the SYN - SYN ACK
exchange, a magi ¢ nunber is not needed to identify Upgraded Segnents,
because both ends know that the protocol requires the sender to use
the upgraded format on all subsequent segnments with non-zero TCP
Data. Aside fromthe nmagi c nunber, the structure of the rest of an
Upgraded Segnent is effectively the sane whether a) SYN=1 or b)
SYN=0.
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I SCo |
a) SYN=1 ymmmmm - >|
| DO | 1 | Len | I nCO | SPS |
y T TTTTTEE T TR S, Sy Syt mmmmmmmmmmmm oo Sy >|
Fom e e e oo [ SR Fom e e Fom e e e oo [ SR [ SR Fom e e e oo +
| BaseHdr| QuterOpts| MagicAl | nSpace| PrefixOpts| SuffixOpts| Payl oad|
F [ R [ R, F [ R [ R F +
| e Lo | |
| I nner Options |
TCP Dat a
b) SYN=0
| DO | Len | I nCO | SPS |
y T TTTTTEE s EE S ET >y -mmmmm- Sy mmmmmmmmmmmmmmmmmmm - >y -mmmmm- >|
Hom e e oo - Fom e o - Hom e e oo - o e e e e e e e e ao oo Hom e e oo - +
| BaseHdr| QuterQpts| |nSpace| I nner Options | Payl oad
o m e e oo [ RS o m e e oo o e e e e e aa oo o m e e oo +
TCP Dat a

Al'l offsets are specified in 4-octet (32-bit) words, except SPS
which is in octets.

Figure 2: The Structure of an Upgraded Segnent (not to scale)

Unli ke an Ordinary TCP Segnent, the Payl oad of an Upgraded Segnent
does not start straight after the TCP Data Ofset. |Instead, Figure 2
shows that space is provided for additional Inner TCP Options before
the TCP Payl oad. The size of this space is terned the Inner Options
O fset (INO0). The TCP receiver reads the InOO field fromthe |nner
Option Space (InSpace) option defined in Section 2.2.2.

The I nSpace Option is located in a standardi zed | ocation so that the
receiver can find it:

0 On a segnment with SYN=1, an Upgraded TCP Sender MUST | ocate the
I nSpace Option straight after the magi c nunber, specifically 4 *
(DO + 1) octets fromthe start of the segnent.

0 On a segnent with SYN=0, an Upgraded TCP Sender MUJST | ocate the
I nSpace Option at the beginning of the TCP Data, specifically 4 *
DO octets fromthe start of the segnent.

Because the I nSpace Option is only ever |located in a standardi zed
location it does not need to follow the RFC 793 format of a TCP
option. Therefore, although we call InSpace an ’'option’, we do not
describe it as a ' TCP option’

Bri scoe Expires April 30, 2015 [ Page 13]



Internet-Draft I nner Space Cct ober 2014

The Sent Payl oad Size (SPS) is also read fromw thin the InSpace
Option. |If the byte-stream has been resegnmented, it allows the
receiver to step fromone InSpace Option to the next even if the
I nSpace Options are no longer at the start of each segnment (see
Section 2.3).

On a segnment with SYN=1 (i.e. a SYN or SYN ACK) the Suffix Options
O fset (SOO is also read fromw thin the I nSpace Option. It
delineates the end of the Prefix TCP Options (PrefixOpts in the
figure) and the start of the Suffix TCP Options (SuffixOpts). Wen
SYN=1, the receiver processes PrefixOpts before QuterQpts, then
SuffixOpts afterwards. When SYN=0, the receiver processes the Quter
Options before the Inner Options. Full details of option processing
are given in Section 2.3.

2.2.2. Format of the InSpace Option
The internal structure of the InSpace Option for an Upgraded SYN or

SYN ACK segnent (SYN=1) is defined in Figure 3a) and for a segnent
with SYN=0 in Figure 3b).

0 1 2 3
01234567890123456789012345678901
a) SYN=1
T e e e meeeeieeeeaeeeas +-- -+
| Sent Payl oad Size (SPS) | nner Options Ofset (InQO | Len|
Fom e e e e e e e e e e ee oo o m e e e e e e e e e aa oo +---+
[ Magi ¢ Nunber B | Suffix Options OFfset (SOO|CU |
. e +-- -+
b) SYN=0
S B +---+
| Sent Payl oad Size (SPS) | nner Options Ofset (InQO | Len|
Fom e e e e e e e e e m oo oo o m e e e e e e e oo oo oo +---+

Figure 3: InSpace Option Fornat

The fields are defined as follows (see Section 3.3 for the rationale
behi nd these format choices):

Option Length (Len): The 2-bit Len field specifies the Iength of the
I nSpace Option in 4-octets words (see Section 3.3 for rationale).
For this experinmental specification:

When SYN=1: the sender MJUST use Len=2;

When SYN=0: the sender MJST use Len=1.
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Sent Payl oad Size (SPS): In this 16-bit field the sender MJST record
the size in octets of the TCP Payl oad when it was sent. This
specification defines the TCP Payl oad as solely the user-data to
be passed to the application. This excludes Inner TCP options,
the I nSpace Option and any nagi ¢ nunber.

Inner Options Ofset (INOCO: This 14-bit field defines the total
size of the Inner TCP Options in 4-octet words.

The following fields are only defined on a segnent with SYN=1 (i.e. a
SYN or SYN ACK):

Magi ¢ Nunber B: The sender MUST fill this 16-bit field with Magic
Nunmber B {ToDo: Value TBA} to further reduce the chance that a
receiver will mstake the end of an arbitrary Ordinary Payl oad for
the I nSpace Option.

Suffix Options Ofset (SOO): The 14-bit SOO field defines an
addi tional offset in 4-octet words fromthe start of the Inner
Options that identifies the extent of the Prefix Options (see
Section 2.3.2).

Currently Unused (CU): The sender MJUST fill the CU field with zeros
and they MUST be ignored and forwarded unchanged by ot her nodes,
even if their value is different.

2.3. Inner TCP Option Processing
2.3.1. Witing Inner TCP Options
2.3.1.1. Constraints on TCP Fast Open

If an Upgraded TCP Cient uses a TCP Fast Open (TFO cookie
[I-D.ietf-tcpmfastopen] in an Upgraded SYN-U, it MJST place the TFO
option within the Inner TCP Options, beyond the Data O f set.

This rule is specific to TFO but it can be generalised to any
capability simlar to TFO as follows: An Upgraded TCP Cient MJST NOT
pl ace any TCP option in the Quter TCP Options of a SYNif it mght
cause a TCP server to pass user-data directly to the application
before its own 3-way handshake conpl et es.

If a client uses TCP Fast Open cookies on both the parallel
connection attenpts of a dual handshake, an Upgraded Server will
deliver the TCP Payload to the application twice before the client
aborts the Ordinary Connection. This is not a problem because
[I-D.ietf-tcpmfastopen] requires that TFOis only used for
applications that are robust to duplicate requests.
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2.3.1.2. Option Alignnent

If the end of the |last Inner TCP Option does not align on a 4-octet
boundary, the sender MJST append sufficient no-op TCP options. On a
SYN=1 segnent, the end of the Prefix TCP Options MJST be sinmlarly
al i gned.

If a bl ock-nmode transformati on (e.g. conpression or encryption) is
bei ng used, the sender might have to add sone paddi ng options to
align the end of the Inner Options with the end of a block. Any
future encryption specification will need to carefully define this
paddi ng i n order not to weaken the cipher.

2.3.1.3. Sequence Space Coverage

TCP' s sequence nunber and acknow edgenent nunber space MUST i ncl ude
all the TCP Data, i.e. the InSpace Option, any |Inner Options, and any
magi ¢ nunber as well as the TCP Payload. Sinilarly, the sender MJST
NOT transnit any formof TCP Data unless the advertised receive

wi ndow is sufficient. These rules have significant inplications,

whi ch are discussed in Section 3.2.4.

2.3.1.4. Presence or Absence of Payl oad

Whenever the sender includes non-zero user-data payload in a segment,
it MJUST al so include an I nSpace Option, whether or not there are any
I nner Options.

If the sender includes no user-data in a segnent (e.g. pure ACKs,
RSTs) it MAY include an InSpace Option but it does not have to

{ToDo: Consider whether there is any reason to preclude |nner Options
on a RST, FIN or FIN ACK }

Once a sender has included the I nSpace Option and possi bly ot her

I nner Options on a segnent with no TCP Payload, while it has no
further user-data to send it SHOULD NOT repeat the same set of
control options on subsequent segnents. Thus, in a sequence of pure
ACKs, any particular set of Inner Options will only appear once, and
other pure ACKs will be enpty. The only envisaged exception to this
rule woul d be infrequent repetition (i.e. tens of minutes to hours)
of the sane control options, which mght be necessary to provide a
heart beat or keep-alive capability.

2.3.2. Reading Inner TCP Options

The rules for reading Inner TCP Options are divided between the
followi ng two subsections, depending on whether SYN=1 or SYN=O0.
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2.3.2.1. Reading Inner TCP Options (SYN=1)

Thi s subsection applies when TCP receives a segnment with SYN=1, i.e.
when the server receives a SYN or the client receives a SYN ACK

Bef ore processing any TCP options, unless the size of the TCP Data is
Il ess than 8 octets, an Upgraded Receiver MJST determ ne whether the
segrment is an Upgraded Segnment by checking that all the follow ng
conditions apply:

o0 The first 4 octets of the segnent match Magi ¢ Nunber A
0 The value of the Length field of the InSpace Option is 2
o The value of Magic Number B in the InSpace Option is correct;

o The value of the Sent Payl oad Size natches the size of the TCP
Payl oad.

If all these conditions pass, the receiver MAY wal k the sequence of
I nner TCP Options, using the length of each to check that the sum of
their lengths equals InOO  The receiver then concludes that the
recei ved segnent is an Upgraded Segnent.

The receiver then processes the TCP Options in the follow ng order
1. Any Prefix TCP options (PrefixOpts in Figure 2)

2. Any Quter TCP options (QuterOpts in Figure 2);

3. Any Suffix TCP options (SuffixOpts in Figure 2)

The receiver renoves the magi ¢ nunber, the InSpace Option and each
TCP Option fromthe TCP Data as it processes each. This frees up
receive buffer, so the receiver increases its |ocal value of the
recei ve wi ndow accordingly. Once only the TCP Payl oad renmins, the
receiver holds it ready to pass to the application. |t then returns
the appropriate Upgraded Acknow edgement to progress the dua
handshake (see Section 2.1.1).

If any of the above tests to find the I nSpace Option fails:
1. the receiver concludes that the received segnment is an Ordinary
Segrment. It MJST then proceed by processing any Quter TCP

options in the TCP Header in the normal order (QuterQpts in
Figure 2).
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2. |If some previous control message causes the TCP receiver to alter
the TCP Data (e.g. deconpression, decryption), it reruns the
above tests to check if the altered TCP Data now | ooks |ike an
Upgr aded Segnent .

3. If it finds an InSpace Option, it suspends processing the Quter
TCP Options and instead processes and renoves TCP Options in the
foll owi ng order:

1. Any Prefix Inner Options;
2. Any remaining Quter TCP Options;
3. Any Suffix Inner Options.

4, If it does not find an InSpace Option, it continues processing
the remaining Quter TCP Options as nornal.

For the avoi dance of doubt the above rules inply that, as Iong as an
I nSpace Option has not been found in the segnent, the receiver night
rerun the tests for it nultiple times if nultiple Quter TCP Options
alter the TCP Data. However, once the receiver has found an | nSpace
Option, it MJUST NOT rerun the tests for an Upgraded Segnent in the
sane segment.

If the receiver has not found an |InSpace Option after processing al
the Quter Options, it returns the appropriate Odinary

Acknowl edgenent to progress the dual handshake (see Section 2.1.1).
As nornmal, it holds any TCP Payl oad ready to pass to the application

2.3.2.2. Reading Inner TCP Options (SYN=0)

Thi s subsection applies once the TCP connection has successfully
negotiated to use the upgraded | nSpace structure.

As each segment with SYN=0O arrives, the receiver inmediately
processes any CQuter TCP options.

As the receiver buffers TCP Data, it uses TCP s regul ar nmechanisns to
fill any gaps due to reordering or loss so that it can work its way
al ong the ordered byte-stream As the receiver encounters each set
of Inner Options, it MJST process themin the order they were sent,
as illustrated in Figure 4a) in Section 3.2.4. The receiver MJST
renove the I nSpace Option and Inner TCP Options fromthe TCP Data as
it processes them adding to the receive w ndow accordingly. Once
only the TCP Payl oad renmi ns the receiver passes it to the
application.
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It uses each InSpace Option to calculate the extent of the associated
Inner Options (using I1n0O0, and the amount of payl oad data before the
next | nSpace Option (using Sent Payload Size). The receiver MJST NOT
| ocate I nSpace Options by assuming there is one at the start of the
TCP Data in every segnent, because resegnentation m ght invalidate
this assunption.

Therefore, the receiver processes the Inner Options in the order they
were sent, which is not necessarily the order in which they are
received. And if an Inner Option applies to the data stream the
receiver applies it at the point in the data stream where the sender
inserted it. As a consequence, the receiver always processes the
Inner Options after the Quter Options.

The Inner Options are deliberately placed within the byte-stream so
that the sender can transformthemalong with the payload data, e.g
to conpress or encrypt them A previous control nessage m ght have
required the TCP receiver to alter the byte-stream before passing it
to the application, e.g. deconpression or decryption. |If so, the
TCP receiver applies transformations progressively, to one sent
segnent at a time, in the follow ng order

1. The receiver MJST apply any transformations to the byte-stream up

to the end of the next set of Inner Options, i.e. over the extent
of the next Sent Payl oad Size, |nSpace Option and any Inner
Opti ons.

2. The receiver MIST then process and renove the | nSpace Option and
any I nner Options (which night change the way it transforns the
next segnent, e.g. a rekey option).

3. Having established the extent of the next sent segment, The
receiver returns to step 1.

2.3.3. Forwarding Inner TCP Options

M ddl eboxes exi st that process sonme aspects of the TCP Header

Al t hough the present specification defines a new location for |nner
TCP Options beyond the Data Ofset, this is intended for the

excl usive use of the destination TCP inplenentation. Therefore:

0 A middl ebox MIST treat any octets beyond the Data O fset as
i mut abl e user-data. Legacy M ddl eboxes already do not expect to
find options beyond the Data O f set anyway.

0 A mddl ebox MIUST NOT defer data in a segnent with SYN=1 to a
subsequent segnent.
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A TCP inplenentation is not necessarily aware whether it is depl oyed
in a mddlebox or in a destination, e.g. a split TCP connection m ght
use a regular off-the-shelf TCP inplenmentation. Therefore, a
general - purpose TCP that inplenents the present specification wll
need a configuration switch to disable any search for options beyond
the Data Offset and to enable immediate forwarding of data in a SYN

2.4. Exceptions

{ToDo: Define behaviour of forwarding or receiving nodes if the
structure or format of an Upgraded Segnent is not as specified.}

If an Upgraded TCP Receiver receives an InSpace Option with a Length
it does not recognise as valid, it MJST drop the packet and
acknow edge the octets up to the start of the unrecognised option.

Val ues of Sent Payl oad Size greater than 2716 - 25 (=65,511) octets
in a regular (non-junbo) |InSpace Option MJST be treated as the

di stance to the next |InSpace option, but they MJST NOT be taken as

i ndi cative of the size of the TCP Payl oad when it was sent. This is
because the TCP Payload in a regular |1 Pv6 packet cannot be greater
than (2716 -1 - 20 - 4) octets (given the m ninum TCP header is 20
octets and the m ninmum | nSpace Option is 4 octets). A Sent Payl oad
Si ze of OxFFFF octets MAY be used to minimse the occurrence of enpty
I nSpace options wi thout permanently disabling the | nner Space
protocol for the rest of the connection

If the size of the payload is greater than 65,511 octets, the sender
MUST use a Junbo | nSpace Option (Appendix A 3).

2.5. SYN Flood Protection

An inmplenentation of the Inner Space protocol MJST support the
EchoCooki e TCP option [I-D. briscoe-tcpmecho-cookie]. To indicate
its support for EchoCookie, an Ordinary Cient would send an enpty
EchoCooki e TCP option on the SYN. Support for the |Inner Space
protocol makes this redundant. Therefore an |Inner Space client MJST
NOT send an enpty EchoCookie TCP option on a SYN-U

The EchoCooki e TCP option replaces the SYN Cooki e nechani sm

[ RFC4987], which only has sufficient space to hold the result of one
TCP option negotiation (the MSS), and then only a subset of the
possi bl e val ues (see the discussion under Security Considerations
Section 6).
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3. Design Rationale
This section is informative, not normative.
3.1. Dual Handshake and M gration to Single Handshake

In traditional [RFCO793] TCP, the space for options is limted to 40B
by the maxi mum possible Data Ofset. Before a TCP sender pl aces
options beyond that, it has to be sure that the receiver wll

under stand the upgraded protocol, otherwise it will confuse and
potentially crash the application by passing it TCP options as if
they were payl oad dat a.

The Dual Handshake (Section 2.1.1) ensures that a Legacy TCP Server
wi Il never pass on TCP options as if they were user-data. |If a SYN
carries TCP Data, a TCP server typically holds it back fromthe
application until the 3-way handshake conpletes. This gives the
client the opportunity to abort the Upgraded Connection if the
response fromthe server shows it does not recognise an Upgraded SYN

The strategy of sending two SYNs in parallel is not essential to the
Al ternative SYN approach. It is nerely an initial strategy that

m ni m ses | atency when the client does not know whet her the server
has been upgraded. Evolution to a single SYNwith greater option
space coul d proceed as follows:

o Cdients could maintain a white-list of upgraded servers di scovered
by experience and send just the Upgraded SYN-U in these cases.

o Then, for white-listed servers, the client could send an Ordi nary
SYN only in the rare cases when an attenpt to use an Upgraded
Connection had previously failed (perhaps a nobile client
encountering a new bl ockage on a new path to a server that it had
previously accessed over a good path).

o In the longer term once it can be assuned that nost servers are
upgraded and the risk of having to fall back to | egacy has dropped
to near-zero, clients could send just the Upgraded SYN first,
wi thout maintaining a white-list, but still be prepared to send an
Odinary SYNin the rare cases when that nmight fail

There is concern that, although dual handshake approaches ni ght wel
eventually migrate to a single handshake, they do not scal e when
there are numerous choices to be made sinultaneously. For instance:

o trying IPv6 then | Pv4 [ RFC6555];
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o and trying SCTP and TCP in parallel
[1-D.wi ng-tsvwg- happy-eyebal | s-sctp];

o0 and trying ECN and non-ECN in parall el
o and so on.

Nonet hel ess, it is not necessary to try every possible conbination of
N choi ces, which woul d ot herw se require 2"N handshakes (assumni ng
each choice is between two options). Instead, a selection of the
choi ces could be attenpted together. At the extrene, two handshakes
could be attenpted, one with all the new features, and one wi thout
all the new features

3.2. In-Band Inner Option Space
3.2.1. Non-Deterninistic Magi ¢ Nurmber Approach

This section justifies the nmagi c nunber approach by contrasting it
with a nore ’'conventional’ approach. A conventional approach would
use a regular (Quter) TCP option to point to the dividing line within
the TCP Data between the extra Inner Options and the TCP Payl oad.

This 'conventional’ approach cannot provide extra option space over a
path on which a mniddl ebox strips TCP options that it does not
recogni se. [Hondall] quantifies the preval ence of such paths. It
reports on experinents conducted in 2010-2011 that found unknown
options were stripped fromthe SYN-SYN ACK exchange on 14% of paths
to port 80 (HTTP), 6% of paths to port 443 (HTTPS) and 4% of paths to
port 34343 (unassigned). Further analysis found that the option-
stripping mddl eboxes fell into two nmain categories:

0 about a quarter appeared to actively renove options that they did
not recogni se (perhaps assum ng they nmight be indicative of an
attack?);

o the rest were sone type of higher layer proxy that split the TCP
connection, unwittingly failing to pass unknown options between
the two connections.

In contrast, the nmagi c nunber approach ensures that not only are the
I nner Options tucked away beyond the Data Ofset, but the option that
gives the extent of the Inner Options is al so beyond the Data O fset
(see Section 2.2.1). This ensures that all the TCP Headers and
options up to the Data Ofset are conpletely indistinguishable from
an Ordinary Segnment. It is very unusual for a mddlebox not to
forward TCP Data unchanged, so it will be highly likely (but not
certain--see Appendix A 2.4) to forward the extra I nner Options.
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The downsi de of the magic nunber approach is that it is slightly non-
determnistic, quantified as foll ows:

0 The probability that an Upgraded SYN=1 segnment will be m staken
for an Ordinary Segnent is precisely zero.

0o In the currently conmon case of a SYN with zero payl oad, the
probability that it will be m staken for an Upgraded Segnent is
al so precisely zero

0 However, there will be a very snall probability (roughly 2"{-66}
or 1in 74 billion billion (74 * 10718)) that payload data in an
O di nary SYN=1 segnent could be nistaken for an Upgraded SYN or
SYN ACK, if it happens to contain a pattern in exactly the right
pl ace that matches the correct Sent Payl oad Size, Length and Magic
Nunbers of an I nSpace Option. {ToDo: Estimte how often a
collision will occur globally. Rough estinmate: 1 connection
collision globally every 40 years.}

The above probability is based on the assunptions that:

o the magic nunbers will be chosen randomy (in reality they wll
not--for instance, a nmagi ¢ nunber that | ooked just |ike the start
of an HTTP connection woul d be rejected)

0 data at the start of Ordinary SYN=1 segnments is random (in reality
it is not--the first few bytes of npbst payl oads are very
predi ctabl e).

Ther ef ore even though 27{-66} is a vanishingly snall probability, the
actual probability of a collision will be rmuch | ower.

If a collision does occur, it will result in TCP renoving a nunmber of
32-bit words of data fromthe start of a byte-stream before passing
it to the application.

3.2.2. Non-Goal: Security M ddl ebox Evasion

The purpose of locating control options within the TCP Data is not to
evade security. Security m ddl eboxes can be expected to evolve to
exam ne control options in the new inner |ocation. Instead, the
purpose is to traverse niddl eboxes that bl ock new TCP options

uni ntentionally--as a side effect of their nmain purpose--nerely
because their designers were too careless to consider that TCP m ght
evol ve. This category of m ddl eboxes tends to forward the TCP

Payl oad unal tered
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By sitting within the TCP Data, the Inner Space protocol should
traverse enough existing m ddl eboxes to reach critical mass and prove
itself useful. In turn, this will open an opportunity to introduce
integrity protection for the TCP Data (which includes Inner Options).
Wher eas today, no operating systemwould introduce integrity
protection of Quter TCP options, because in too many cases it would
fail and abort the connection. Once the integrity of Inner Options
is protected, it will raise the stakes. Any attenpt to neddle with
control options within the TCP Data will not just close off the
theoretical potential benefit of a protocol advance that no-one knows
they want yet; it will fail integrity checks and therefore conpletely
break any communication. It is unlikely that a network operator wll
buy a mi ddl ebox that does that.

Then m ddl ebox designers will be on the back foot. To conpletely

bl ock conmuni cations they will need a sound justification. |If they
bl ock an attack, that will be fine. But if they want to bl ock
everyt hing abnornmal, they will have to bl ock the whol e comuni cation
or nothing. So the operator will want to choose mi ddl ebox vendors
who take much nore care to ensure their policies track the |atest
prot ocol advances--to avoid costly support calls.

3.2.3. Avoiding the Start of the First Two Segnents

Some ni ddl eboxes discard a segnment sent to a well-known port
(particularly port 80) if the TCP Data does not conformto the
expect ed app-layer protocol (particularly HITP). Oten such

m ddl eboxes only parse the start of the app-layer header (e.g. Wb
filters only continue until they find the URL being accessed, or DP
boxes only continue until they have identified the application-Iayer
prot ocol ).

The segnment structure defined in Section 2.2.1 would not traverse
such m ddl eboxes. An alternative segnment structure that avoids the
start of the first two segnents in each direction is defined in
Appendix A 4. It is not mandatory to inplenment in the present
specification. However, it is hoped that it will be included in some
experinental inplenmentations so that it can be decided whether it is
wort h maki ng mandat ory.

3.2.4. Control Options Wthin Data Sequence Space

Including Inner Options within TCP' s sequence space gives the sender
a sinple way to ensure that control options will be delivered
reliably and in order to the renote TCP, even if the control options
are on segnments without user-data. By using TCP's existing stream
delivery nechanisns, it adds no extra protocol processing, no extra
packets and no extra bits.
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The sender can even choose to place control options on a segnent

wi t hout user-data, e.g. to reliably re-key TCP-level encryption on a
connection currently sending no data in one direction. The sender
can even add an I nSpace Option w thout further Inner Options. Then
it can ensure that the segnent will automatically be delivered
reliably and in order to the renote TCP, even though it carries no
user-data or other TCP control options, e.g. for a test probe, a
tail-1oss probe or a keep-alive.

Figure 4a) illustrates control options arriving reliably and in order
at the receiving TCP stack in conparison with the traditiona

approach shown in Figure 4b), in which control options are outside
the sequence space. |In the traditional approach, during a period
when the renpte TCP is sending no user-data, the local TCP may
receive control options E, B and D without ever knowi ng that they are
out of order, and w thout ever knowing that Cis m ssing.

a _ _
[ Y [ _| | | contro
E: D : C . B: A
| i . . . i i " data
b) _
|__| E
| _|__ B _
|___|D | _|A contro
\ \
\/ \/
[ | dat a
!
Idrop
F__
| |C

Figure 4: Control options a) inside vs. b) outside TCP sequence
space’

By including Inner Options within the sequence space, each control
option is automatically bound to the start of a particular byte in
the data stream which nmakes it easy to switch behaviour at a
specific point md-stream (e.g. re-keying or switching to a different
control node). Wth traditional TCP options, a bespoke reliable and
ordered binding to the data stream would have to be devel oped for
each TCP option that needs this capability (e.g. co-ordinating use
of new keys in TCP-AO [ RFC5925] or tcpcrypt [I-D. bittau-tcpinc]).
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I ncluding I nner Options in sequence also allows the receiver to tel
the sender the exact point at which it encountered an unrecogni sed
TCP option using only TCP's pre-existing byte-granularity

acknow edgenent schene.

M ddl eboxes exist that rewite TCP sequence and acknow edgenent
nunbers, and they also rewite options that refer to sequence nunbers
(at least those known when the niddl ebox was produced, such as SACK
but not any introduced afterwards). |If Inner Options were not

i ncluded in sequence, the nunber of bytes beyond the TCP Data O f set
in each segnent would not match the sequence nunber increnent between
segnents. Then, such m ddl eboxes could unintentionally corrupt the
user-data and options by 'normalising sequence or acknow edgenent
nunbering. Fortunately, including Inner Options in sequence inproves
r obust ness agai nst such mi ddl eboxes.

3.2.5. Rationale for the Sent Payload Size Field

A niddl ebox that splits a TCP connection can coal esce and/or divide
the original segnents. Segnentation offload hardware introduces
simlar resegnentation. Inclusion of the Sent Payload Size field in
the I nSpace Option nakes the schenme robust agai nst such
resegnent ati on.

The Sent Payl oad Size is not strictly necessary on a SYN (SYN=1,
ACK=0) because a SYN is never resegnented. However, for sinplicity,
the layout for a SYNis nade the sane as for a SYNACK  This future-
proofs the protocol against the possibility that SYNs mi ght be
resegnented in future. And it nmakes it easy to introduce the
alternative segment structure of Appendix A 4 if it is needed.

3.3. Rationale for the InSpace Option Format

The format of the InSpace Option (Figure 3) does not necessarily have
to conply with the RFC 793 format for TCP options, because it is not

i ntended to ever appear in a sequence of TCP options. |n particular
it does not need an Option Kind, because the option is always in a
known |l ocation. In effect the magi c nunber serves as a nulti-octet

Option Kind for the first I nSpace Option, and the |ocation of each
subsequent options is always known as an offset fromthe previous
one, using In0O and Sent Payl oad Size fields.

O her aspects of the layout are justified as foll ows:
Length: Whatever the size of the InSpace Option, the right-hand edge
of the Length field is always |ocated 4 octets fromthe start of

the option, so that the receiver can find it to deternine the
| ayout of the rest of the option. The option is always a nultiple

Bri scoe Expires April 30, 2015 [ Page 26]



I nt

3. 4.

Bri

ernet-Draft I nner Space Cct ober 2014

of 4 octets long, so that any subsequent |nner TCP Options conply
with TCP' s option alignnment requirenents

Sent Payload Size: This fieldis 16 bits w de, which is reasonabl e
gi ven segnent size cannot exceed the linmits set by the Total
Length field in the | Pv4 header and the Payl oad Length field in
the | Pv6 header, both of which are 16 bits wi de

If the sender were to use a junbogram [RFC2675], it could use the
Junbo | nSpace Option defined in Appendix A 3, which offers a
32-bit Sent Payload Size field. The Junbo InSpace Option is not
mandatory to inplenent for the present experinmental specification
Even if it is inplemented, it is only defined when SYN=0, given
use of a junmbogram for a SYN or SYN ACK would significantly exceed
other limts that TCP sets for these segnents.

I nSpace Options O fset The 14-bit field is in units of 4-octet
words, in order to restrict Inner Options to no | ess than the size
of a maxi num si zed segnent (given 4 * 2714 = 2716 octets).

When SYN=1 the | ayout of the InSpace Option is extended to include:

Suffix Options Ofset: The SOO field is the same 14-bit width as the
InCO field, and for the sanme reason. Both the SOO and InQOO fields
are aligned 2 bits to the left of a word boundary so that they can
be used directly in units of octets by masking out the 2-bit field
to the right.

Magi ¢ Nunber B: The 32-bit size of Magic Nunber A is not enough to
reduce the probability of mistaking the start of an O dinary SYN
Payl oad for the start of the Inner Space protocol. A 64-bit magic
nunber coul d have been provided by using the next 4-octet word,
but this would be unnecessarily large. Therefore, when SYN=1, 16
nore bits of magi c nunber are provided within the I nSpace Option.
O herwi se, these 16-bits would only have to be used for padding to
align with the next 4-octet word boundary anyway.
Pr ot ocol Overhead
The overhead of the Inner Space protocol is quantified as foll ows:
Dual Handshake:

Lat ency:

Upgr aded Server : zero;

Legacy Server: worst latency of the dual handshakes.
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Connection Rate: The typical connection rate will inflate by P*D

wher e:

P [0-100% is the proportion of connections that use extra
option space;

D [0-1009 is the proportion of these that use a dua
handshake (the remai nder use a single handshake, e.g. by
cachi ng know edge of upgraded servers).

For exanple, if P=80% and D=10% the connection rate wll
inflate by 8% P is difficult to predict. Dis likely to be

small, and in the longer termit should reduce to the
proportion of connections to remaining | egacy servers, which
are likely to be the less frequently accessed ones. In the

worst case if both P & D are 100% the maxi numthat the
connection rate can inflate by is 100% (i.e. to tw ce present
| evel s).

Connection State: Connection state on servers and m ddl eboxes

will inflate by PPD R, where

R is the average hold tinme of connection state neasured in
round trip tines

This is because a server or middl ebox only hol ds dua

connection state for one round trip, until the RST on one of
the two connections. For exanple, keeping P & D as they were
in the above exanple, if R= 3 round trips {ToDo: TBA}
connection state would inflate by 2.7% In the | onger term any
extra connection state would be focused on | egacy servers, with
none on upgraded servers. Therefore, if nenmory for dua
handshake flow state was a problem upgrading the server to
support the Inner Space protocol would solve the probl em

Network Traffic: The network traffic overhead is 2*H"P*D/ J

Bri scoe

counting in bytes or 2*P*D/K counting in packets, where

H is 88B for IPv4 or 108B for I Pv6 (assum ng the O dinary SYN
and SYN ACK have a TCP header packed to the nmaxi num of 60B
with TCP options, they have no TCP payl oad, their |IP headers
have no extensions and the | nSpace Option in the SYN-U and
SYN ACK-U is 8B);

J is the average nunmber of bytes per TCP connection (in both
directions)
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K is the average number of packets per TCP connection (in both

directions);

For exanple, keeping and P & D as they were in the above

exanple, if J = 50Ki B for IPv4 and K = 70 packets (ToDo: TBA),

traffic overhead would be 0.03% counting in bytes or 0.2%
counting in packets.

Processing: {ToDo: I|nplenentation tests}

I nSpace Option on every non-enpty SYN=0 segnent:

4.

4.1.

A TCP option MIST by default only be used as an Quter Option,
it is explicitly specified that it can (or nust) be used as an | nner

Network Traffic: The traffic overhead is P*Q 4/ F, where

Q is the proportion of Inner Space connections that |eave the

protocol enabled after the initial handshake;

F is the average frane size in bytes (assunming one segnent per

frane).

This is because the I nSpace option adds 4B per segnent. For

exanpl e, keeping P as it was in the above exanple and taking

Q=10% and F=750B, the traffic overhead is 0.04% It is as
difficult to predict Qas it is to predict P.

Processing: {ToDo: I|nplenmentation tests}
Interaction with Pre-Existing TCP I npl enentati ons

Conpatibility with Pre-Existing TCP Vari ants

Option. The following list of pre-existing TCP options can be
| ocated as | nner Options:

(0]

(0]

Bris

Maxi mum Segnent Size (MSS) [RFC0793];
SACK- ok [ RFC2018];
W ndow Scal e [ RFC7323];

Mul tipath TCP [ RFC6824], except the Data ACK part of the Data
Sequence Signal (DSS) option;

TCP Fast Open [I-D.ietf-tcpmfastopen];

The tcpcrypt CRYPT option [I-D. bittau-tcpinc].

coe Expires April 30, 2015 [ Page 29]

unl ess



Internet-Draft I nner Space Cct ober 2014

The following MUST NOT be | ocated as Inner Options:

o Tinmestamp [ RFC7323];

0 SACK [ RFC2018];

0 The Data ACK part of the DSS option of Miltipath TCP [ RFC6824];
0 TCP-AO [ RFC5925] ;

0 The tcpcrypt MAC option [I-D.bittau-tcpinc] as long as it covers
the TCP header.

{ToDo: The above list is not authoritative. Many of the above
schenes involve multiple different types of TCP option, and all the
types need to be separately assessed.}

The I nner Space protocol supports TCP Fast Open, by constraining the
client to obey the rules in Section 2.3.1.1).

Al'l the sub-types of the MPTCP option [ RFC6824] except one could be

| ocated as I nner Options. That is, MP_CAPABLE, MP_JO N, ADD ADDR(2),
REMOVE_ADDR, MP_PRIO MP_FAIL, MP_FASTCLCSE. The Data Sequence

Si gnal (DSS) of MPTCP consists of four separable parts: i) the Data
ACK; ii) the mapping between the Data Sequence Nunber and the Subfl ow
Sequence Nunber over a Data-LlLevel Length; iii) the Checksum and iv)
the DATA_ FIN flag. |If MPTCP were re-factored to take advant age of
the I nner Space protocol, all these parts except the Data ACK coul d
be |l ocated as I nner Options (the Checksum woul d not be necessary).

The MPTCP Data ACK has to remain as an Quter Option otherw se there
woul d be a risk of flow control deadl ock, as pointed out in

[Rai ciul2]. For instance, a Wb client mght pipeline nmultiple
requests that fill a Web server’s receive buffer, while the Wb
server might be busy sending a | arge response to the first request
before it reads the second request. |f the Data ACK were an | nner
Option, the Web client would have to stop acknow edgi ng the first
response fromthe server (due to | ack of receive window). Then the
server would not be able to nmove on to the next request--a classic
deadl ock.

The TCP-AO has to be located as an Quter Option to prevent the
possibility of flow control deadl ock (because it would consume
recei ve wi ndow on pure ACKS).

Al'l sub-options of the tcpcrypt CRYPT option could be |located as
I nner Options. However, as long as the tcpcrypt MAC option covers
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the TCP header and Quter Options, it has to be |ocated as an Quter
Option for the sane deadl ock reason as TCP- AO

An Upgraded Server can support SYN Cooki es [ RFC4987] for Ordinary
Connections. For Upgraded Connections Section 2.5 defines a new
EchoCooki e TCP option that is a prerequisite for |nSpace

i mpl emrent ati ons, and provides sufficient space for the nore extensive
connection state requirements of an |InSpace server.

{ToDo: TCP States and Transitions, Connectionless Resets, |CW
Handl i ng, Forward-Conpatibility.}

4.2. Interaction with M ddl eboxes

The interaction with the assunptions about TCP nmade by m ddl eboxes is
covered extensively el sewhere:

0 Section 2.3.3 specifies forwardi ng behaviour for Inner Options;

o The follow ng sections explain the Inner Space protocol approach
to m ddl ebox traversal

* Section 3.2.1 justifies the magi ¢ nunber approach

* Section 3.2.2 explains why the protocol will renmain robust as
m ddl boxes evol ve;

* Section 3.2.4 justifies including Inner OQptions in sequence;

* Section 3.2.5) explains how the protocol will remain robust to
resegnent ati on.

4.3. Interaction with the Pre-Existing TCP API

An aimof the Inner Space protocol is for |egacy applications to
continue to just work without nodification. Therefore it is expected
that the dual handshaki ng | ogi c and any mai ntenance of a cached
white-list of servers that support the Inner Space protocol will be

i npl ement ed beneath the well-known socket interface.

I nner Space inplenentations will need to conply with the follow ng
behavi ours to ensure that |egacy applications continue to receive
predi ct abl e behavi our fromthe socket interface:

Querying local port (TCP client): |If an application calls

"get socknane()" while the TCP client behind the socket is engaged
in a dual TCP handshake, the call SHOULD bl ock until the |ocal TCP
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has aborted one of the connections so it knows which of the two
ports will continue to be used.

Binding to an explicit port: [|f an application specifies that it
wants the TCP client to use a specific port, the Inner Space
capability MJUST be disabl ed, because the dual handshake has to try
two ports. Use of a specific port might be necessary, for exanple
in a port-testing application or if the application wants to
explicitly control all the handshaking |ogic of the Inner Space
protocol itself.

Loggi ng: The dual handshake will show up as a specific signature in
| ogs of network activity. Log formats might not be able to record
two | ocal ports against one socket, so |logs mght contain
unexpected or erroneous data. Even if logs correctly track both
connection attenpts, |log analysis software m ght not expect to see
one socket attenpt to use two different ports. {ToDo: Al this
needs to be turned into a predictability requirenent.}

Note that Inner Space has no inpact on queries for the renote port
froma TCP server. |f an application calls "getpeername()"” while the
TCP server behind the socket is (unwittingly) engaged in a dua
handshake, it will return the port of the renote client, even though
this connection m ght subsequently be aborted. This is because a TCP
server is not aware of whether it is part of a dual handshake.

It woul d be appropriate to enable the Inner Space protocol on a per-
host or per-user basis. The necessary configuration switch does not
need to be standardised, but it might allowthe follow ng three

states:

Enabl ed: The stack will enable Inner Space on any TCP connecti on
that that needs Inner Space for its TCP options. The stack m ght
still disable the I nner Space protocol autononously after the

initial handshake if it is not needed.

Forwardi ng: The Forwarding node is for TCP inpl enmentations on
m ddl eboxes that inplement split TCP connections, as discussed in
Section 2.3.3. Forwarding node is simlar to D sabled, except it
forwards data in SYN without deferring it until the incomn ng
connection is established.

Di sabl ed: I nner Space is not enabled by default on any connecti ons,
except those that specifically request it.

The socket APl mght also need to be extended for future applications
that want to control the Inner Space protocol explicitly. Experience
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will determne the best API, so these ideas are nerely informationa
suggestions at this stage:

Enabl i ng/ di sabling I nner Space: As well as the above per-host or
per-user switches, the extended APl m ght need to allow an
application to disable Inner Options on a per-socket basis (e.qg.
for testing). A socket might need to be opened in one of three

possi bl e I nner Space nodes: i) Enabled; ii) Enabled initially but
can be di sabl ed autononously by the stack if redundant; iii)
Enabled initially, then disables itself after the SYN ACK; and iv)
Di sabled. It also ought to be possible for an application to

di sabl e I nner Options on-denmand m d-connecti on

Querying support for Inner Space: An application mght need to be
able to determ ne whether the host supports Inner Space and in
which node it is enabled on a particular socket. For instance, an
application night need to choose different socket options
dependi ng on whether | nner Space is enabled to nake the necessary
space avail abl e.

Latency vs Efficiency: A socket that prefers efficient use of
connection state over |atency night use the optional explicit
variant of the dual handshake (Appendix B). It is unlikely that a
new option specific to Inner Space would be needed to express this

preference, as nany operating systens already offer a simlar
socket option.

Logging: Log formats and | og anal ysis software m ght need to be
extended to distinguish between the deliberate RST within the dua
handshake and an unexpected connection RST.

5. | ANA Consi derations

This specification requires ANA to allocate values fromthe TCP
Option Kind nane-space agai nst the followi ng nanes:

0 "lnner Option Space Upgraded (I nSpacel)"
0 "lnner Option Space Odinary (InSpaceQ"
o "MdeSwitch"

Early inplementation before the I ANA allocation MIST fol |l ow [ RFC6994]
and use experinental option 254 and respective Experinent |Ds:

0 OxUUW (16 bits);

0 0x0O000 (16 bits);
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0 OxMVIMW (16 bits);

{ToDo: Values TBA and register themwi th | ANA} then migrate to the
assigned option after allocation.

6. Security Considerations

Certain cryptographic functions have different coverage rules for the
TCP Header and TCP Payl oad. Placing sonme TCP options beyond the Data
O fset could nean that they are treated differently fromregular TCP
options. This is a deliberate feature of the protocol, but
application developers will need to be aware that this is the case.

A malicious host can send bogus SYN segnments with a spoofed source IP
address (a SYN flood attack). The Inner Space protocol does not

alter the feasibility of this attack. However, the extra space for
TCP options on a SYN allows the attacker to include nore TCP options
on a SYN than before, so it can make a server do nore option
processing before replying with a SYNACK. To mitigate this problne,
a server under stress could deprioritise SYNs with | onger option
fields to focus its resources on SYNs that require | ess processing.

Each SYN in a SYN fl ood attack causes a TCP server to consune menory.
The I nner Space protocol allows a potentially |large anount of TCP
option state to be negotiated during the SYN exchange, which could
exhaust the TCP server’s nenory. The EchoCookie TCP option (see
Section 2.5) allows the server to place this state in a cookie and
send it on the SYNACK to the purported address of the client--rather
than hold it in nenory.

Then, as long as the client returns the cookie on the acknow edgenent
and the server verifies it, the server can recover its full record of
all the TCP options it negotiated and continue the connection w thout
delay. On the other hand, the server’s responses to SYNs from
spoof ed addresses will scatter to those spoofed addresses and the
server will not have consuned any nenory while waiting in vain for
themto reply. See the Security Considerations in

[1-D. briscoe-tcpmecho-cookie] for how the EchoCookie facility
protects against reflection and anplification attacks.
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Appendi x A.  Protocol Extension Specifications

Thi s appendi x specifies protocol extensions that are OPTIONAL while

the specification is experinental. |If an inplenentation includes an

extension, this section gives normative specification requirenents.
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However, if the extension is not inplenmented, the normative
requi renents can be ignored

{Tenporary note: The | ETF may wi sh to consi der nmaki ng sone of these
ext ensi ons mandatory to inplenment if early testing shows they are
useful or even necessary. O it nmay wish to nake at |east the
receiving side nandatory to inplenent to ensure that two-ended
experinents are nore feasible.}

A.1. Disabling InSpace and Generic Connection Mbde Switching

This appendix is normative. It is separated fromthe body of the
specification because it is OPTIONAL to inplement while the |nner
Space protocol is experinmental. 1t defines the new ModeSwitch TCP
option illustrated in Figure 5. This option provides a facility to

di sabl e the I nner Space protocol for the remainder of a connection
It also provides a general -purpose facility for a TCP connection to
co-ordi nate between the endpoints before switching into a yet-to-be-
defi ned node.

0 1 2
012345678901234567890123
o e oo o e oo R +- +- +
| ModeSwitch | Length=3 | Flags (CU) |I|R
T T R +- +- +

Figure 5: The ModeSwitch TCP Option

The Option Kind is MddeSwitch, the value of which is to be allocated
by | ANA {ToDo: Val ue TBA}. MddeSwi tch MJST be used only as an I|nner
Option, because it uses the reliable ordered delivery property of
Inner Options. Therefore inplenentation of the I nner Space protoco
is REQU RED for an inplenentation of ModeSwitch. Nonethel ess,
ModeSwi tch is a generic facility for switching a connection between
yet -t o- be-defined nodes that do not have to relate to extra option
space.

The sender MUST set the option Length to 3 (octets). The Length
field MIUST be forwarded unchanged by other nodes, even if its val ue
is different.

The Flags field is available for defining nodes of the connection
Only two connection nodes are currently defined. The first 6 bits of
the Flags field are Currently Unused (CU) and the sender MJIST set
themto zero. The CU flags MJST be ignored and forwarded unchanged
by ot her nodes, even if their value is non-zero.
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The two 1-bit connection node flags that are currently defined have
the foll owi ng neani ngs:

0 R Request flag if 1. Request node is a special node that allows
the hosts to co-ordinate a change to any other node(s);

o |: Inner Space node: Enabled if 1, Disabled if O.

The default I nner Space nbde at the start of a connection is I=1
meani ng | nner Space is in enabl ed node.

The procedure for changing a node or nodes is as follows:

o The host that wants to change nodes (the requester) sends a
ModeSwi t ch message as an Inner Option with R=1 and with the other
flag(s) set to the node(s) it wants to change to. The requester
does not change nodes yet.

0 The responder echoes the node flag(s) it is willing to change to,
with the request flag R=0.

o The hal f-connection fromthe responder changes to the node(s) it
confirnms directly after the end of the segnent that echoes its
confirmation, i.e. after the last octet of the TCP Payl oad
followi ng the ModeSw tch option that echoes its confirmation.
Therefore it sends the segment carrying the confirmation in the
prior node(s) of the connection.

0 Once the requester receives the responder’s confirnmation nessage,
it re-echoes its confirmation of the responder’s confirmation,
with the node(s) set to those that both hosts agree on and R=0.

o The half-connection fromthe requester changes to the node(s) it
confirnms directly after the end of the segnent that re-echoes its
confirmation. Therefore it sends the segnment carrying the
confirmation in the prior node(s) of the connection

0 The responder can refuse a request to change into a node in any
one of three ways:

* either inplicitly by never confirmng it;

* or explicitly by sending a nessage with R=0 and the opposite
node;

* or explicitly be sending a counter-request to switch to the
opposite node (that the connection is already in) with R=1.
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The regul ar TCP sequence nunbers and acknow edgenment nunbers of
requests or confirmati ons can be used to di sanmbi guate overl appi ng
requests or responses.

Once a host switches to Disabled node, it MJUST NOT send any further
| nSpace Options. Therefore it can send no further Inner Options and
it cannot switch back to Enabl ed node for the rest of the connection

To tenporarily reduce InSpace overhead wi thout permanently disabling
the protocol, the sender can use a value of OxFFFF in the Sent
Payl oad Size (see Section 2.4).

A. 2. Dual Handshake: The Explicit Variant

This appendix is normative. It is separated fromthe body of the
specification because it is OPTIONAL to inplenent while the |nner
Space protocol is experinental. It is not nmandatory to inplenent

because it will be nore useful once the Inner Space protocol has
becone accepted w dely enough that fewer niddl eboxes will discard SYN
segnments carrying this option (see Appendi x B for when best to depl oy
it). It only works if both ends support it, but it can be depl oyed
one end at a tinme, so there is no need for support in early
experinental inplenentations.

{Tenporary note: The choice between the explicit handshake in the
present section or the handshake in Section 2.1.1 is a tradeoff

bet ween robust ness agai nst m ddl ebox interference and mi ni mal server
state. During the | ETF review process, one night be chosen as the
only variant to go forward, at which point the other will be del eted.
Alternatively, the |ETF could require a server to understand both
variants and a client could be inplemented with either, or both. |If
both, the application could choose which to use at run-tinme. Then we
wi Il need a section describing the necessary API.}

This explicit dual handshake is simlar to that in Section 2.1.1
except the SYN that the Upgraded Client sends on the O dinary
Connection is explicitly distinguishable fromthe SYN that would be
sent by a Legacy Client. Then, if the server actually is an Upgraded
Server, it can reset the Ordinary Connection itself, rather than
creating connection state for at least a round trip until the client
resets the connection

For an explicit dual handshake, the TCP client still sends two
alternative SYNs: a SYNO intended for Legacy Servers and a SYN-U

i ntended for Upgraded Servers. The two SYNs MJUST have the sane

net wor k addresses and the sane destination port, but different source
ports. Once the client establishes which type of server has
responded, it continues the connection appropriate to that server
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type and aborts the other. The SYN intended for Upgraded Servers
i ncludes additional options within the TCP Data (the SYN-U defined as
before in Section 2.2.1).

Tabl e 2 sumuari ses the TCP 3-way handshake exchange for each of the
two SYNs in the two right-hand col ums, between an Upgraded TCP
Client (the active opener) and either

1. a Legacy Server, in the top half of the table (steps 2-4), or

2. an Upgraded Server, in the bottomhalf of the table (steps 2-4)

The table uses the sane | ayout and synbols as Table 1, which has
al ready been explained in Section 2.1.1

Homm - - - e e e e oo oo e e e e e e oo oo e e e e e e oo oo +
| | | Odinary | Upgraded |
| | | Connection | Connection |
[ S, o e e o - Fom e e Fom e e +
| 1 | Upgraded Client | >SYN-O | >SYN-U |
| | | | |
AV AN AV A AV A AV A Ay A N AV A AV A Ay A AV AN A AV AV AVAVAVAVAVAVAR!
| 2 | Legacy Server | <SYN ACK | <SYN ACK |
I I I I I
| 3a | Upgraded Client | Wiits for response | |
| | | to both SYNs | |
| | | | |
| 3b [ | >ACK | >RST [
I I I I I
I 4 I I Cont . .. I I
AV AN AV AY AV A AV A Ay A N AV A AV A AV A AV AN A AV AV AVAVAVAVAVAVAR!
| 2 | Upgraded Server | <RST | <SYN ACK-U |
I I I I I
| 3 | Upgraded Client | | >ACK |
I I I I I
| 4 | | | Cont |
Fomm - - - s Fom e e e e e e e e oo Fom e e e e e e e e oo +

Table 2: Explicit Variant of Dual 3-Way Handshake in Two Server
Scenari os

As before, an Upgraded Server MJST respond to a SYNNU with a SYN ACK-

U Then, the client recognises that it is talking to an Upgraded
Server.

Unl i ke before, an Upgraded Server MJST respond to a SYNNO with a RST.
However, the client cannot rely on this behaviour, because a
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m ddl ebox night be stripping Quter TCP Options which would turn the
SYNOinto a regular SYN before it reached the server. Then the
handshake woul d effectively revert to the inplicit variant.
Therefore the client’s behaviour still depends on which SYN ACK
arrives first, so its response to SYNNACKs has to follow the rules
specified for the inplicit handshake variant in Section 2.1.1

The rules for processing TCP options are al so unchanged fromthose in
Section 2.3.

A.2.1. SYN-O Structure

The SYNOis nerely a SYNwith an extra I nSpaceO Quter TCP Option as
shown in Figure 6. It merely identifies that the SYN is opening an
Ordi nary Connection, but explicitly identifies that the client
supports the I nner Space protocol

0 1
0123456789012345
B B +
| Kind=InSpaceO | Length=2 |
S S +

Figure 6: An InSpaceO TCP Option Flag

An I nSpaceO TCP Option has Option Kind InSpaceO with val ue {ToDo:
Val ue TBA} and MJUST have Length = 2 octets.

To use this option, the client MIST place it with the Quter TCP
Options. A Legacy Server will just ignore this TCP option, which is
the normal behaviour for an option that TCP does not recognise

[ RFC0793] .

A. 2.2. Retransm ssion Behaviour - Explicit Variant

If the client receives a RST on one connection, but a short while
after that {ToDo: duration TBA} the response to the SYN-U has not
arrived, it SHOULD retransmt the SYNNU. If latency is nore
important than the extra TCP option space, in parallel to any
retransm ssion, or instead of any retransm ssion, the client MAY send
a SYN wi thout any InSpace TCP Option, in case this is the cause of
t he bl ack-hole. However, the presence of the RST inplies that the
SYN with the I nSpaceO TCP Option (the SYN-O probably reached the
server, therefore it is nore likely (but not certain) that the |ack
of response on the other connection is due to transnission |oss or
congestion | oss.
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If the client receives no response at all to either the SYNNO or the
SYN-U, it SHOULD solely retransmt one or the other, not both. If
latency is nore inportant than the extra TCP option space, it SHOULD
send a SYN wi thout an InSpaceO TCP Option. QOherwi se it SHOULD
retransmit the SYNNU. It MJST NOT retransnit both segnents, because
the | ack of response could be due to severe congestion

A 2. 3. Cor ner Cases

There is a snmall but finite possibility that the Explicit Dua
Handshake m ght encounter the cases below. The Inplicit Handshake
(Section 2.1.1) is robust to these possibilities, but the Explicit
Handshake is not, unless the follow ng additional rules are followed:

Bot h successful: This could occur if one |oad-sharing replica of a
server is upgraded, while another is not. This could happen in
either order but, in both cases, the client aborts the | ast
connection to respond:

* The client conpletes the Ordinary Handshake (because it
receives a SYN ACK), but then, before it has aborted the
Upgraded Connection, it receives a SYNACK-Uon it. In this
case, the client MJST abort the Upgraded Connection even though
it would work. Oherwise the client will have opened both
connections, one with Inner TCP Options and one without. This
coul d confuse the application.

*  The client conpletes the Upgraded Connection after receiving a
SYN ACK-U, but then it receives a SYNACK in response to the
SYNO In this case, the client MJIST abort the connection it
initiated with the SYNO

Both aborted: The client m ght receive a RST in response to its SYN
O then an Ordinary SYN ACK on its Upgraded Connection in response
toits SYNNU.  This could occur i) if a split connection ni ddl ebox
actively forwards unknown options but hol ds back or discards data
ina SYN, or ii) if one load-sharing replica of a server is
upgr aded, while another is not.

What ever the likely cause, the client MJUST still respond with a
RST on its Upgraded Connection. Qherwise, its Inner TCP Options
will be passed as user-data to the application by a Legacy Server.

If confronted with this scenario where both connections are
aborted, the client will not be able to include extra options on a
SYN, but it mght still be able to set up a connection with extra
option space on all the other segnents in both directions using
the approach in Appendix A 2.4. |f that doesn't work either, the

Bri scoe Expires April 30, 2015 [ Page 42]



Internet-Draft I nner Space Cct ober 2014

client’s only recourse is to retry a new dual handshake on
different source ports, or ultimately to fall-back to sending an
Ordi nary SYN

A 2.4, Workround if Data in SYN is Bl ocked

If a path either holds back or discards data in a SYNU, but there is
evi dence that the server is upgraded froma RST response to the SYN

O the strategy bel ow mi ght at |east allow a connection to use extra
option space on all the segnents except the SYN

It is assuned that the synptons described in the 'both aborted’ case
(Appendi x A 2.3) have occurred, i.e. the server has responded to the
SYNOwith a RST, but it has responded to the SYNU with an Ordinary
SYN ACK not a SYN ACK-U, so the client has had to RST t he Upgraded
Connection as well. In this case, the client SHOULD attenpt the
following (alternatively it MAY give up and fall back to opening an
O di nary TCP connection).

The client sends an 'Alternative SYNNU by including an | nSpaceU
Quter TCP Option (Figure 7). This Alternative SYN-U nerely fl ags
that the client is attenpting to open an Upgraded Connection. The
client MJUST NOT include any Inner Options or InSpace Option or Mgic
Nurmber. If the previous aborted SYN ACK-U acknow edged the data that
the client sent within the original SYNU, the client SHOULD resend
the TCP Payload data in the Alternative SYNU, otherwise it mght as
well defer it to the first data segnent.

0 1
0123456789012345
I I +
| Kind=InSpaceU | Length=2 |
e e e o e e e o +

Figure 7: An InSpaceU Flag TCP option

An I nSpaceU Flag TCP Option has Option Kind I nSpaceU with val ue
{ToDo: Val ue TBA} and MJST have Length = 2 octets.

To use this option, the client MIST place it with the Quter TCP
Options. A Legacy Server will just ignore this TCP option, which is
the normal behaviour for an option that TCP does not recognise

[ RFCO793]. Because the client has received a RST fromthe server in
response to the SYNNO it can assune that the server is upgraded. So
the client probably only needs to send a single Alternative SYNU in
this repeat attenpt. Nonethel ess, the RST night have been spurious.
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Therefore the client MAY also send an Odinary SYNin parallel, i.e
using the Inplicit Dual Handshake (Section 2.1.1).

If an Upgraded Server receives a SYN carrying the I nSpaceU option, i
MUST continue the rest of the connection as if it had received a ful
SYN-U (Section 2.2), i.e. by processing any Quter Options in the
SYN-U and responding with a SYN ACK- U

t
I

A. 3. Junbo InSpace TCP Option (only if SYN=0)

This appendix is normative. It is separated fromthe body of the
specification because it is OPTIONAL to inplenent while the | nner
Space protocol is experinmental. In experinmental inplenentations, it
will be sufficient to inplenent the required behaviour for when the

Length of a received InSpace Option is not recogni sed (Section 2.4).

If the I Pv6 Junbo extension header is used, the SentPayl oadSi ze field
will need to be 4 octets wide, not 2 octets. This section defines
the format of the InSpace Option necessary to support junbograns.

If sending a junbogram a sender MJST use the |InSpace Option fornmat
defined in Figure 8. Al the fields have the sane neani ngs as
defined in Section 2.2.2, except I1n0OO and Sent Payl oadSi ze use nore
bits.

When readi ng a segnment, the Junbo | nSpace Option could be present in
a packet that is not a junmbogram (e.g. due to resegnentation).
Therefore a receiver MIST use the Junbo I nSpace Option to work al ong
the streamirrespective of whether arriving packets are junbo sized
or not.

0 1 2 3
01234567890123456789012345678901
o mm o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me oo oo +---+
| I nner Options O fset (1n0O | Len|
o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e meee— oo +---+
| Sent Payl oad Size (SPS) |
o m ot m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e oo +

Figure 8: InSpace Option for a Junbo Data- UNJH

A 4. Upgraded Segnent Structure to Traverse DPlI boxes

This appendix is normative. It is separated fromthe body of the
specification because it is OPTIONAL to inplenent while the Inner
Space protocol is experinental. |If a receiver has inplenented the

I nner Space protocol but not this extension, no nmechanismis provided
for it to ask the sender to fall-back to the base Inner Space
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protocol if it is sent a segnent formatted according to this
extension. However, it will at least fall-back naturally to regul ar
TCP behavi our because of the dual handshake.

I n experinments conducted between 2010 and 2011, [Hondall] reported
that 7 of 142 paths (about 5% bl ocked access to port 80 if the

payl oad was not parsable as valid HTTP. This variant of the

speci fication has been defined in case experinments prove that it
significantly inproves traversal of such deep packet inspection (DPl)
boxes.

This variant starts the TCP Data with the expected app-|ayer headers
on the first two segnents in each direction

SYN=1: The structure in Figure 9a) is used on a SYN or SYN ACK. The
sender | ocates the 4-octet Magic Nunber A at the end of the
segnment. The sender right-aligns the 8-octet |InSpace Option just
before Magic Nunber A Then it right-aligns the I nner Options
agai nst the I nSpace Option, all after the end of the TCP Payl oad.
The start of the Inner Options is therefore 4 * (1 n0OO +3) octets
before the end of the segnent, where InOOis read fromw thin the
I nSpace Opti on.

A receiver inplementation will check whether Magic Nunber Ais
present at the end of the segnent if it does not first find it at
the start of the segnment. Although the InnerOptions are |ocated
at the end of the TCP Payl oad, they are considered to be applied
before the first octet of the TCP Payl oad.

SYN=0: The structure of the first non-SYN segnent that contains any
TCP Data is shown in Figure 9b).

The receiver will find the second I nSpace Option (InSpace#2)

| ocated SPS#1 octets fromthe start of the segnent, where SPS#1 is
the val ue of Sent Payload Size that was read fromthe | nSpace
Option in the previous (SYN=1) segnent that started the half-
connection. Although the Inner Options are shifted, as for the
first segment, they are still considered to be applied at the
start of the TCP Data in this second segnent.

From the second | nSpace Option onwards, the structure of the stream
reverts to that already defined in Section 2.2.1. So the val ue of
Sent Payl oad Size (SPS#2) in the second InSpace Option (IlnSpace #2)
defines the I ength of any remaining TCP Payl oad before the end of the
first data segnment, as shown.
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TCP Dat a

| I nner Options |

a) SYN=1 [ R B . [

Fom e e e oo [ SR Fom e e e oo [ SR [ SR TS Homm e +
| BaseHdr| QuterOpts| Payl oad| PrefixOpts| SuffixOpts||nSpace#l| Magi cA|
F [ R F [ R [ R T [ S, +
I DO I | SCO | I | 1 |
B >| R >| | Len | <----- ’
| | | N0 < --nnnee | |

R RREEEEEEEE |

b) First SYN=0 segnent in either direction

[ S, S S [ B S +
| BaseHdr| QuterOpts| Payload |InSpace#2| |Inner Options | Payload |
[ S S S E S S S +
| DO | SPS#1 | Len | I nCO | SPS#2 |
P p L p L D p L >|

Al'l offsets are specified in 4-octet (32-bit) words, except SPS,
which is in octets.

Figure 9: Segnent Structures to Traverse DPl boxes (not to scale)

It is recognised that having to work fromthe end of the first
segment makes processing nore involved. Experinental inplenmentation
of this approach will determ ne whether the extra conplexity inproves
DPI box traversal sufficiently to nake it worthwhile.

Appendi x B. Conparison of Alternatives
B.1. Inplicit vs Explicit Dual Handshake

In the body of this specification, two variants of the dual handshake
are defi ned:

1. The inplicit dual handshake (Section 2.1.1) starting with just an
Ordinary SYN (no I nSpaceO flag option) on the Odinary
Connecti on;

2. The explicit dual handshake (Appendix A 2) starting with a SYN-O
(I'nSpaceO flag option) on the Ordinary Connection

Bot h schenmes doubl e up connection state (for a round trip) on the
Legacy Server. But only the inplicit schenme doubl es up connection
state (for a round trip) on the Upgraded Server as well. On the
other hand, the explicit schene risks delay accessing a Legacy Server
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if a mddl ebox discards the SYNNO (it is possible that sone firewalls
wi Il discard packets with unrecogni sed TCP options {ToDo: ref?}).
Tabl e 3 summmari ses t hese points.

oo e e e e e e e e e ee i o e oo o e e oo +
| | SYN | SYN-L |
| | (lmplicit) | (Explicit) [
s B B +
| Mnimmstate on Upgraded Server | - | + |
I I I I
| Mnimumrisk of delay to Legacy | + | - |
| Server [ [ [
oo e e e e e e e e e e T o e oo +

Tabl e 3: Conparison of Inplicit vs. Explicit Dual Handshake on the
Ordi nary Connection

There is no need for the | ETF to choose between these. |If the

specification allows either or both, the tradeoff can be left to

i mpl ementers at build-time, or to the application at run-tine.

Initially clients m ght choose the Inplicit Dual Handshake to

m ni m se del ays due to niddl ebox interference. But |ater, perhaps

once nore mi ddl eboxes support the schene, clients mght choose the

Explicit schene, to mininise state on Upgraded Servers.

Appendi x C. Protocol Design Issues (to be Del eted before Publication)
This appendix is informative, not normative. |t records outstanding

issues with the protocol design that will need to be resol ved before
publi cati on.

Option alignment follow ng re-segnentation: |If the byte-streamis
resegnented (e.g. by a connection splitter), the TCP options
within the streamw |l not necessarily align on 4-octet word
boundari es within the new segnments.

Gssifies reliable ordered delivery into TCP design: At present it is
theoretically possible to inplenent a variant of TCP that provides
partial reliability. |Inner Space as it stands woul d prevent a
future partial reliable TCP, but not if out-of-order delivery were
added, as discussed bel ow.

Ideally Quter Options in Inner: Ildeally enable Quter Options to be
| ocat ed beyond the Data Ofset: i) w thout consumi ng receive
wi ndow ii) either wi thout consum ng sequence space or, if
ot herwi se, nust be robust to m ddl ebox correction; iii) delivered
i medi ately on reception, not in sent order. Could use the M nion
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[lyengar10] variant (or a sinmilar variant) of the consistent
over head byte-stuffing (COBS) encoding.
Appendi x D. Change Log (to be Del eted before Publication)
A detailed version history can be accessed at
<http://datatracker.ietf.org/doc/draft-briscoe-tcpminner-space/

hi story/ >

From briscoe-...-inner-space-00 to briscoe-...-inner-space-01
Techni cal changes:

* Corrected DOto 4 * DO (tw ce)
* Confirmed that receive wi ndow applies to Inner Options

* Ceneralised the cause of decryption/deconpression froma
previous TCP option to any previouis control nessage

* Added requirenent for a nmiddl ebox not to defer data on SYN

* Latency of dual handshake is worst of two

* Conpleted "Interaction with Pre-Existing TCP | npl enent ati ons”
section, covering other TCP variants, TCP in m ddl eboxes and
the TCP API. Shifted sone TCP options to Quter only, because
of RWND deadl ock probl em

* Added two outstanding issues: i) ossifies reliable ordered
delivery; ii) Ideally Quter in Inner.

Edi

torial changes:

* Renpved section on Echo TCP option to a separate I-D that is
mandatory to inplenent for inner-space, and shifted sone SYN
flood discussion in Security Considerations

* Carifications throughout
*  Acknowl edged nore review conments

Fromdraft-briscoe-tcpmsyn-op-sis-02 to draft-briscoe-tcpminner-
space- 00
The I nner Space protocol is a devel opnent of a proposal called the
SynOpSis (Sister SYN options) protocol. Mst of the el enents of
I nner Space were in SynOpSis, such as the inplicit and explicit
dual handshakes; the use of a nagic nunber to flag the existence
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of the option; the various header offsets; and the option
processing rul es.

The main technical differences are: |Inner Space extends option
space on any segnment, not just the SYN, this advance requires the
i ntroduction of the Sent Payload Size field and a genera
rearrangenent and sinplification of the protocol format; the
option processing rules have been extended to assure conpatibility
with TFO and one degree of recursion has been introduced to cater
for encryption or conpression of Inner Options; The Echo option
has been added to provide a SYN-cookie-like capability. Also, the
default protocol has been pared down to the bare bones and
optional extensions relegated to appendi ces.

The main editorial differences are: The enphasis of the Abstract
and I ntroduction has expanded froma focus on just extra space
usi ng the dual handshake to include nuch nore conprehensive

nmi ddl ebox traversal. A conprehensive Design Rational e section has
been added.
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