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Abstract

This document specifies a measurement method, the IP flow performance measurement (IPFPM). With IPFPM, data packets are marked into different blocks of markers by changing one or more bits of packets. No additional delimiting packet is needed and the performance be measured in-service and in-band without the insertion of additional traffic.

Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

Status of This Memo

This Internet-Draft is submitted in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF). Note that other groups may also distribute working documents as Internet-Drafts. The list of current Internet-Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

This Internet-Draft will expire on August 21, 2015.
1. Introduction

Performance Measurement (PM) is an important tool for service provider for Service Level Agreement (SLA) verification, troubleshooting (e.g., fault localization or fault delimitation) and network visualization. Measurement methods could be roughly put into two categories - active measurement method and passive measurement method. Active method measures performance or reliability parameters by the examination of traffic (IP Packets) injected into the network, expressly for the purpose of measurement by intended measurement.
point. On the contrary, passive method measures some performance or reliability parameter associated with the existing traffic (packets) on the network. Both passive and active methods have their strengths and should be regarded as complementary. There are certain scenarios where active measurements alone is not enough or applicable and passive measurements are desirable [I-D.deng-ippm-passive-wireless-usecase].

With active measurement method, the rate, numbers and interval between the injected packets may affect the accuracy of the results. And for injected test packets it may not be guaranteed to always be in-band with the data traffic in the pure IP network due to Equal Cost Multi-Path (ECMP).

The Multiprotocol Label Switching (MPLS) PM protocol [RFC6374] for packet loss could be considered an example of passive performance measurement method. By periodically inserting auxiliary Operations, Administration and Maintenance (OAM) packets, the traffic is delimited by the OAM packets into consecutive blocks, and the receivers count the packets and calculate the packets loss each block. However, solutions like [RFC6374] depend on the fixed positions of the delimiting OAM packets for packets counting, and thus are vulnerable to out-of-order arrival of packets. This could happen particularly with out-of-band OAM channels, but might also happen with in-band OAM because of the presence of multipath forwarding within the network. Out of order delivery of data and the delimiting OAM can give rise to inaccuracies in the performance measurement figures. The scale of these inaccuracies will depend on data speeds and the variation in delivery, but with out-of-band OAM, this could result in significant differences between real and reported performance.

This document specifies a different measurement method, the IP flow performance measurement (IPFPM). With IPFPM, data packets are marked into different blocks of markers by changing one or more bits of packets without altering normal processing in the network. No additional delimiting packet is needed and the performance can be measured in-service without the insertion of additional traffic. Furthermore, because marking based IP performance measurement does not require extra OAM packets for traffic delimitation, it can be used in situations where there is packets re-ordering. IP Flow Information eXport (IPFIX) [RFC7011] is used for reporting the measurement data of IPFPM to a central calculation element for performance metrics calculation. Several new Information Elements of IPFIX are defined for IPFPM. These are described in the companion document [I-D.chen-ippm-ipfpm-report].
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2. Terminology

The acronyms used in this document will be listed here.

3. Overview and Concept

The concept of marking IP packets for performance measurement is described in [I-D.tempia-opsawg-p3m]. Marking of packets in a specific IP flow to different markings divides the flows into different consecutive blocks. Packets in a block have same marking and consecutive blocks will have different markings. This enables the measuring node to count and calculate packet loss and/or delay based for each block of markers without any additional auxiliary OAM packets. The following figure (Figure 1) is an example that illustrates the different markings in a single IP flow in alternate 0 and 1 blocks.

| 0 Block | 1 Block | 0 Block | 1 Block |
|-----------------------------|
| 000000000000 111111111111 000000000000 111111111111 |

Figure 1: Packet Marking

For packet loss measurement, there are two ways to mark packets: fixed packet numbers or fixed time period for each block of markers. This document considers only fixed time period method. The sender and receiver nodes count the transmitted and received packets/octets based on each block of markers. By counting and comparing the transmitted and received packets/octets, the packet loss can be detected.

For packet delay measurement, there are three solutions. One is similar to the packet loss, that it still marks the IP flows to different blocks of markers and uses the time of the marking change...
as the reference time for delay calculations. This solution requires that there must not be any out-of-order packets; otherwise, the result will not be accurate. Because it uses the first packet of each block of markers for delay measurement, if there is packet reordering, the first packet of each block at the sender will be probably different from the first packet of the block at the receiver. An alternate way is to periodically mark a single packet in the IP flow. Within a given time period, there is only one packet that can be marked. The sender records the timestamp when the marked packet is transmitted, the receiver records the timestamp when detecting the marked packet. With the two timestamps, the packet delay can be computed. An additional method consists in taking into account the average arrival time of the packets within a single block (i.e. the same block of markers used for packet loss measurement). The network device locally sums all the timestamps and divides by the total number of packets received, so the average arrival time for that block of packets can be calculated. By subtracting the average arrival times of two adjacent devices it is possible to calculate the average delay between those nodes. This method is robust to out of order packets and also to packet loss (only an error is introduced dependent from the number of lost packets).

A centralized calculation element Measurement Control Point (MCP) is introduced in Section 4.2 of this document, to collect the packet counts and timestamps from the senders and receivers for metrics calculation. The IP Flow Information eXport (IPFIX) [RFC7011] protocol is used for collecting the performance measurement statistic information [draft-chen-ippm-ipfpm-report]. For the statistic information collected, the MCP has to know exactly what packet pair counts (one from the sender and the other is from the receiver) are based on the same block of markers and a pair of timestamps (one from the sender and the other is from the receiver) are based on the same marked packet. In case of average delay calculation the MCP has to know in addition to the packet pair counters also the pair of average timestamps for the same block of markers. The "Period Number" based solution Section 5 is introduced to achieve this.

For a specific IP flow to be measured, there may be one or more upstream and downstream Measurement Agents (MAs) (Section 4.3). An IP flow can be identified by the Source IP (SIP) and Destination IP (DIP) addresses, and it may combine the SIP and DIP with any or all of the Protocol number, the Source port, the Destination port, and the Type of Service (TOS) to identify an IP flow. For each flow, there will be a flow identifier that is unique within a certain administrative domain. To simplify the process description, the flows discussed in this document are all unidirectional. A bidirectional flow can be seen as two unidirectional flows.
IFPFM supports the measurement of Multipoint-to-Multipoint (MP2MP) flow, which satisfy all the scenarios that include Point-to-Point (P2P), Point-to-Multipoint (P2MP), Multipoint-to-Point (MP2P), and MP2MP. P2P scenario is obvious and can be used anywhere. P2MP and MP2P are very common in mobile backhaul networks. For example, a Cell Site Gateway (CSG) multi-homing to two Radio Network Controller (RNC) Site Gateways (RSGs) is a typical network design. When there is a failure, there is a requirement to monitor the flows between the CSG and the two RSGs hence to determine whether the fault is in the transport network or in the wireless network (typically called "fault delimitation"). This is especially useful in the situation where the transport network belongs to one service provider and wireless network belongs to other service providers.

4. Reference Model and Functional Components

4.1. Reference Model

The outline of the measurement system of large-scale measurement platforms (LMAP) network is introduced in [I-D.ietf-lmap-framework]. It describes the main functional components of the LMAP measurement system, and the interactions between the components. The Measurement Agent (MA) of IFPFM could be considered equivalent to the MA of LMAP. The Measurement Control Point (MCP) of IFPFM could be considered as the combined function of Controller and Collector. IP Flow Information eXport (IPFIX) [RFC7011] protocol is used for collecting the performance measurement data on the MAs and reported to MCP. The details are specified in the companion document [draft-chen-ippm-ipfpm-report]. The Control between MCP and MAs are left for future study. Figure 1 gives the reference model of IFPFM.

```
+-----+       +-----+     +-----+
| MA1 |---+     | MCP |------| MA3 |
+-----+       +-----+     +-----+
| MA2 |------+     +-----+     +-----+
```

Figure 1: IPFPM Reference Model

4.2. Measurement Control Point

The Measurement Control Point (MCP) is responsible for collecting the measurement data from the Measurement Agents (MAs) and calculating the performance metrics according to the collected measurement data. For packet loss, based on each block of markers, the difference
between the total counts received from all upstream MAs and the total counts received from all downstream MAs are the lost packet numbers. The MCP must make sure that the counts from the upstream MAs and downstream MAs are related to the same marking/packets block. For packet delay (e.g., one way delay), the difference between the timestamps from the downstream MA and upstream MA is the packet delay. Similarly to packet loss, the MCP must make sure the two timestamps are based on the same marked packet. This document introduces a Period Number (PN) based synchronization mechanism which is discussed in details in Section 5.

4.3. Measurement Agent

The Measurement Agent (MA) executes the measurement actions (e.g., marks the packets, counts the packets, records the timestamps, etc.), and reports the data to the Measurement Control Point (MCP). Each MA maintains two timers, one (C-timer, used at upstream MA) is for marking change, the other (R-timer, used at downstream MA) is for reading the packet counts and timestamps. The two timers have the same time interval but are started at different time. A MA can be either an upstream or a downstream MA: the role is specific to an IP flow to be measured. For a specific IP flow, the upstream MA will change the marking and read the packet counts and timestamps when the C-timer expires, the downstream MA just reads the packets counts and timestamps when the R-timer expires. The MA may delay the reading for certain time when R-timer expires, in order to tolerant certain degree of packet re-ordering. Section 6 describes this in details.

For each Measurement Task (corresponding to an IP flow) [I-D.ietf-lmap-framework], a MA maintains a pairs of packet counters and a timestamp counter for each block of markers. As for the pair of packet counters, one is for counting packets and the other is for counting octets.

5. Period Number

When data are collected on the upstream MA and downstream MA, e.g. packet counts or timestamps, and periodically reported to the MCP, certain synchronization mechanism is required to ensure the data collected are correlated. This document introduces the Period Number (PN) to help the MCP to determine whether any two or more packet counts (from distributed MAs) are related to the same block of markers or any two timestamps are related to the same marked packet.

Period Number assures the data correlation by literally split the packets into different measurement period. The PN is generated each time a MA reads the packet counts or timestamps, and is associated with Each packet count and timestamp reported to the MCP. When the
MCP see e.g. two PN associated with two packet counts from a upstream and downstream MA, it consider this two packet counts are for the same measurement period by the same PN, i.e. this two packet counts are related to the same block of markers. The assumption is that the upstream and downstream MAs are time synchronized. This requires that the upstream and downstream MAs having a certain time synchronization capability (e.g., supporting the Network Time Protocol (NTP) [RFC5905], or the IEEE 1588 Precision Time Protocol (PTP) [IEEE1588].) The PN is calculated as the modulo of the local time (when the counts or timestamps are read) and the interval of the marking time period.

6. Re-ordering Tolerance

In order to allow for a certain degree of packets re-ordering, the R-timer on downstream MA should be started delta-t \((\Delta t)\) later after the C-timer is started. Delta-t is a defined period of time and should satisfies the following conditions:

\[
\text{Time-L} - \text{Time-MRO} < \Delta t < \text{Time-L} + \text{Time-MRO}
\]

Where

- Time-L: the link delay time between the sender and receiver;
- Time-MRO: the maximum re-ordering time difference; if a packet is expected to arrive at \(t_1\) but actually arrives at \(t_2\), then the Time-MRO = \(|t_2 - t_1|\).

So, the R-timer should be started at "\(t + \Delta t\)" (where the \(t\) is the time when C-timer started).

For simplicity, the C-timer should be started at the beginning of each time period. This document recommends the implementation to support at least these time periods (1s, 10s, 1min, 10min and 1h). So, if the time period is 10s, the C-timer should be started at the time of any multiples of 10 in seconds (e.g., 0s, 10s, 20s, etc.), then the R-timer should be started (e.g., 0s+\(\Delta t\), 10s+\(\Delta t\), 20s+\(\Delta t\), etc.). With this method, each MA can independently start its C-timer and R-timer given that the clocks have been synchronized.

7. Packet Loss Measurement

To simplify the process description, the flows discussed in this document are all unidirectional. A bidirectional flow can be seen as two unidirectional flows. For a specific flow, there will be
upstream and downstream MAs and upstream and downstream packet counts/timestamp accordingly.

For packet loss measurement, this document defines the following counters and quantities:

U-CountP[n][m]: U-CountP is a two-dimensional array that stores the number of packets transmitted by each upstream MA in each marking time period. Specifically, parameter "n" is the "period number" of measured blocks of markers while parameter "m" refers to the m-th MA of the upstream MAs.

D-CountP[n][m]: D-CountP is a two-dimensional array that stores the number of packets received by each downstream MA in each marking time period. Specifically, parameter "n" is the "period number" of measured blocks of markers while parameter "m" refers to the m-th MA of the downstream MAs.

U-CountO[n][m]: U-CountO is a two-dimensional array that stores the number of octets transmitted by each upstream MA in each marking time period. Specifically, parameter "n" is the "period number" of measured blocks of markers while parameter "m" refers to the m-th MA of the upstream MAs.

D-CountO[n][m]: D-CountO is a two-dimensional array that stores the number of octets received by each downstream MA in each marking time period. Specifically, parameter "n" is the "period number" of measured blocks of markers while parameter "m" refers to the m-th MA of the downstream MAs.

LossP: the number of packets transmitted by the upstream MAs but not received at the downstream MAs.

LossO: the total octets transmitted by the upstream MAs but not received at the downstream MAs.

The total packet loss of a flow can be computed as follows:

\[
\text{LossP} = \text{U-CountP}[1][1] + \text{U-CountP}[1][2] + \ldots + \text{U-CountP}[n][m] - \text{D-CountP}[1][1] - \text{D-CountP}[1][2] - \ldots - \text{D-CountP}[n][m'].
\]

\[
\text{LossO} = \text{U-CountO}[1][1] + \text{U-CountO}[1][2] + \ldots + \text{U-CountO}[n][m] - \text{D-CountO}[1][1] - \text{D-CountO}[1][2] - \ldots - \text{D-CountO}[n][m'].
\]

Where the m and m' are the number of upstream MAs and downstream MAs, respectively.
8. Packet Delay Measurement

For packet delay measurement, there will be only one upstream MA and may be one or more (P2MP) downstream MAs. Although the marking based IPFPM supports P2MP model, this document only discusses P2P model, the P2MP model is left for future study. This document defines the following timestamps and quantities:

U-Time[n]: U-Time is a one-dimension array that stores the time when marked packets are sent; in case the "average delay" method is being used, U-Time stores the average of the time when the packets of the same block are sent; parameter "n" is the "period number" of marked packets.

D-Time[n]: D-Time is a one-dimension array that stores the time when marked packets are received; in case the "average delay" method is being used, D-Time stores the average of the time when the packets of the same block are received; parameter "n" is the "period number" of marked packets. This is only for P2P model.

D-Time[n][m]: D-Time a two-dimension array that stores the time when the marked packet is received by downstream MAs at each marking time period; in case the "average delay" method is being used, D-Time stores the average of the times when the packets of the same block are received by downstream MAs at each marking time period. Here, parameter "n" is the "period number" of marked packets while parameter "m" refers to the m-th MA of the downstream MAs. This is for P2MP model which is left for future study.

One-way Delay[n]: The one-way delay metric for packet networks is described in [RFC2679]. The "n" identifies the "period number" of the marked packet.


...


In the case of two-way delay, the delay is the sum of the two one-way delays of the two flows that have the same MAs but have opposite directions.


...

Two-way Delay[n] = (D-Time[n] - U-Time[n]) + (D-Time'[n] - U-Time'[n]).

Where the D-Time and U-Time are for one forward flow, the D-Time’ and U-Time’ are for reverse flow.

9. Consideration on Marking Bits Selection

This document does not specify which bits should be used for marking; it primarily introduces options that the operator can choose for packet marking. This document introduces the following options:

1. For IPv4, there is only one bit (the last reserved bit of the Flag field of the IPv4 header) in IP header that can be used for marking. With one bit, at any time it can only be used for loss or delay measurement and cannot be used for packet loss and delay measurement simultaneously. In case of average delay coupled to packet loss measurement, a single bit is enough for both metrics together;

2. For IPv6, it can leverage the IPv6 extension header for marking, for example, adding a new option to the Hop-by-Hop Options header[RFC2460] for marking. More detail will be added in a future version or in a separate document.

For the above options, the operators should carefully think of the marking bits selection to make sure that the setting or changing of the marking bits SHOULD NOT affect the normal packet forwarding and process.

The implementations SHOULD provide knobs for operators to configure and change the marking bits according to their network design and policies.

10. IANA Considerations

This document makes no request to IANA.

11. Security Considerations

This document specifies a passive mechanism for measuring packet loss and delay within a Service Provider’s network where the IP packets are marked with the unused bits in IP head field, and then inserting

additional OAM packets during the measurement is avoided. Obviously, such mechanism does not directly affect other applications running on the Internet but may lead to potential affects to the measurement itself.

First, the measurement itself may be affected by routers (or other network devices) along the path of IP packets intentionally altering the value of marking bits of packets. Just as mentioned before, the mechanism specified in this document is just in the context of one Service Provider’s network, so the routers (or other network devices) are controllable and thus this kind of attack can be omitted.

Second, the measurement can be harmed by attackers injecting artificial traffic. Then authentication techniques, like digital signatures, may be used to guard against such kind of attack.
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1. Introduction

The Two-Way Active Measurement Protocol (TWAMP) [RFC5357] can be used to measure network performance parameters such as latency, bandwidth, and packet loss by sending probe packets and monitoring their experience in the network. To date, TWAMP implementations do not come with a standard management framework and, as such, configuration depends on the various proprietary mechanisms developed by the corresponding TWAMP vendor.

1.1. Motivation

For large, virtualized, and dynamically instantiated infrastructures where network functions are placed according to orchestration algorithms as discussed in [I-D.unify-nfvrg-challenges], proprietary mechanisms for managing TWAMP measurements have severe limitations. For current deployments, the lack of standardized programmable data model limits the flexibility to dynamically instantiate TWAMP-based measurement across equipment from different vendors.

We note that earlier efforts to define, for example, a TWAMP Management Information Base (MIB) [I-D.elteto-ippm-twamp-mib] did not advance. As we move forward, two major trends call for revisiting the standardization on TWAMP management aspects. First, we expect that in the coming years large-scale and multi-vendor TWAMP deployments will become the norm. From an operations perspective, dealing with several vendor-specific TWAMP configuration mechanisms is simply unsustainable in this context. Second, the increasingly software-defined and virtualized nature of network infrastructures, based on dynamic service chains [NSC] and programmable control and management planes [RFC7426] requires a well-defined data model for TWAMP implementations. This document defines such a TWAMP data model and specifies it formally using the YANG data modeling language [RFC6020].

1.2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

1.3. Document Organization

The rest of this document is organized as follows. Section 2 presents the scope and applicability of this document. Section 3 provides a high-level overview of the TWAMP data model. Section 4 details the configuration parameters of the data model and Section 5 specifies the YANG module. Section 6 lists illustrative examples.
which conform to the YANG module specified in this document. Appendix A elaborates these examples further.

2. Scope, Model, and Applicability

The purpose of this document is the specification of vendor-independent data model for TWAMP implementations.

Figure 1 illustrates a redrawn version of the TWAMP logical model found in [RFC5357], Section 1.2. The figure is annotated with pointers to the UML diagrams provided in this document and associated with the data model of the four logical entities in a TWAMP deployment, namely the TWAMP Control-Client, Server, Session-Sender and Session-Reflector. As per [RFC5357], unlabeled links in the figure are unspecified and may be proprietary protocols.

![Figure 1: Annotated TWAMP logical model](image)

As discussed in [RFC5357], a TWAMP implementation may follow a simplified logical model, in which the same node acts both as the Control-Client and Session-Sender, while another node acts at the same time as the TWAMP Server and Session-Reflector. Figure 2 illustrates this simplified logical model and indicates the interaction between the TWAMP configuration client and server using, for instance, NETCONF [RFC6241] or RESTCONF [I-D.ietf-netconf-restconf]. Note, however, that the specific protocol used to communicate the TWAMP configuration parameters specified herein is outside the scope of this document.
3. Data Model Overview

A TWAMP data model includes four categories of configuration items. Global configuration items relate to parameters that are set on a per device level. For example, the administrative status of the device with respect to whether it allows TWAMP sessions and if so in what capacity (e.g. Control-Client, Server or both) are typical instances of global configuration items. A second category includes attributes that can be configured on a per control connection basis, such as the Server IP address. A third category includes attributes related to per-test session attributes, for instance setting different values in the Differentiated Services Code Point (DSCP) field. Finally, the data model could include attributes that relate to the operational state of the TWAMP implementation.

As we describe the TWAMP data model in the remaining sections of this document, readers should keep in mind the functional entity grouping illustrated in Figure 1.

3.1. Control-Client

A TWAMP Control-Client has an administrative status field set at the device level that indicates whether the node is enabled to function as such.

Each TWAMP Control-Client is associated with zero or more TWAMP control connections. The main configuration parameters of each control connection are:

- A name which can be used to uniquely identify, at the Control-Client, a particular control connection. This name is necessary
for programmability reasons because at the time of creation of a TWAMP control connection not all IP and TCP port information needed to uniquely identify the connection is available.

- The IP address of the interface the Control-Client will use for connections
- The IP address of the remote Server
- Authentication and Encryption attributes such as KeyID, Token and the Client Initialization Vector (Client-IV) [RFC4656].

Each TWAMP control connection, in turn, is associated with zero or more test sessions. For each test session we note the following configuration items:

- The test session name that uniquely identifies a particular test session at the Control-Client and Session-Sender. Similarly to the control connections above, this unique test session name is needed because at the time of creation of a test session the source UDP port is not known to uniquely identify the test session.
- The IP address and UDP port number of the Session-Sender of the path under test by TWAMP
- The IP address and UDP port number of the Session-Reflector of said path
- Information pertaining to the test packet stream, such as the test starting time or whether the test should be repeated.

3.2. Server

Each TWAMP Server has an administrative status field set at the device level to indicate whether the node is enabled to function as a TWAMP Server.

Each TWAMP Server is associated with zero or more control connections. Each control connection is uniquely identified by the 4-tuple {Control-Client IP address, Control-Client TCP port number, Server IP address, Server TCP port}. Control connection configuration items on a TWAMP Server are read-only.
3.3. Session-Sender

There is one TWAMP Session-Sender instance for each test session that is initiated from the sending device. Primary configuration fields include:

- The test session name that MUST be identical with the corresponding test session name on the TWAMP Control-Client (Section 3.1)
- The control connection name, which along with the test session name uniquely identify the TWAMP Session-Sender instance
- Information pertaining to the test packet stream, such as, for example, the value used in the DSCP packet header field and the number of test packets.

3.4. Session-Reflector

Each TWAMP Session-Reflector is associated with zero or more test sessions. For each test session, the REFWAIT parameter can be configured. Read-only access to other data model parameters, such as the Sender IP address is foreseen. Each test session can be uniquely identified by the 4-tuple mentioned in Section 3.2.

4. Data Model Parameters

This section defines the TWAMP data model using UML and describes all associated parameters.

4.1. Control-Client

The twampClient container (see Figure 3) holds items that are related to the configuration of the TWAMP Control-Client logical entity. These are divided up into items that are associated with the configuration of the Control-Client as a whole (e.g. clientAdminState) and items that are associated with individual control connections initiated by that Control-Client entity (twampClientCtrlConnection).
The `twampClient` container includes an administrative parameter (`clientAdminState`) that controls whether the device is allowed to initiate TWAMP control and test sessions.

The `twampClient` container holds a list which specifies the preferred Mode values according to their preferred order of use, including the authentication and encryption Modes. Specifically, `modePreferenceChain` lists each priority (expressed as a 16-bit unsigned integer, where zero is the highest priority and subsequent values monotonically increasing) with their corresponding mode (expressed as a 32-bit Hexadecimal value). Depending on the Modes available in the Server Greeting, the Control-Client MUST choose the highest priority Mode from the configured `modePreferenceChain` list.
Note that the list of preferred Modes may set bit position combinations when necessary, such as when referring to the extended TWAMP features in [RFC5618], [RFC5938], and [RFC6038]. If the Control-Client cannot determine an acceptable Mode, it MUST respond with zero Mode bits set in the Set-up Response message, indicating it will not continue with the control connection.

In addition, the `twampClient` container holds a list named `keyChain` which relates KeyIDs with the respective secret keys. Both the Server and the Control-Client use the same mappings from KeyIDs to shared secrets. The Server, being prepared to conduct sessions with more than one Control-Client, uses KeyIDs to choose the appropriate secret key; a Control-Client would typically have different secret keys for different Servers. `keyId` is a UTF-8 string, up to 80 octets in length (if the string is shorter, it is padded with zero octets), that tells the Server which shared secret the Control-Client wishes to use to authenticate or encrypt. The `secretKey` is the shared secret, an octet string of arbitrary length whose interpretation as a text string is unspecified. In the interest of interoperability, however, the UTF-8 text encoding MUST be used for `secretKey`.

Each `twampClient` container also holds a list of `twampClientCtrlConnection`, where each item in the list describes a TWAMP control connection that will be initiated by this Control-Client. There SHALL be one instance of `twampClientCtrlConnection` per TWAMP Control (TCP) connection that is to be initiated from this device.

The configuration items for `twampClientCtrlConnection` are:

- `ctrlConnectionName`: A unique name used as a key to identify this individual TWAMP control connection on the Control-Client device.
- `clientIp`: The IP address of the local Control-Client device, to be placed in the source IP address field of the IP header in TWAMP TCP control packets belonging to this control connection. If not configured, the device SHALL choose its own source IP address.
- `serverIp`: The IP address belonging to the remote Server device to which the control connection will be initiated to.
- `serverTcpPort`: This parameter defines the TCP port number that is to be used by this outgoing TWAMP control connection. Typically, this
is the well-known TWAMP port number (862) [RFC5357]. However, there are known realizations of TWAMP in the field that were implemented before this well-known port number was allocated. These early implementations allowed the port number to be configured. This parameter is therefore provided for backward compatibility reasons.

dscp    The DSCP value to be placed in the TCP header of TWAMP-Control packets generated by this Control-Client.

keyId    The keyId value that is selected for this control connection. KeyID a UTF-8 string, up to 80 octets in length (if the string is shorter, it is padded with zero octets).

dkLen    Intended length in octets of the derived key, a positive integer, at most \((2^{32} - 1) \times hLen\).

The following twampClientCtrlConnection parameters are read-only:

clientTcpPort    The source TCP port used in the TWAMP control packets belonging to this control connection.

serverStartTime    The Start-Time advertised by the Server in the Server-Start message ([RFC4656], Section 3.1). This is a timestamp representing the time when the current instantiation of the Server started operating.

ctrlConnectionState    The control connection state can be either active or idle.

selectedMode    The mode that the Control-Client has chosen for this control connection as set in the Mode field of the Set-Up-Response message ([RFC4656], Section 3.1).

token    This parameter holds the 64 octets containing the concatenation of a 16-octet challenge, a 16-octet AES Session-key used for encryption, and a 32-octet HMAC-SHA1 Session-key used for authentication. AES Session-key and HMAC Session-key are generated randomly by the Control-Client. AES Session-key and HMAC Session-key MUST be generated with sufficient entropy not to reduce the security of the underlying cipher [RFC4086]. The token itself is encrypted using the AES (Advanced Encryption Standard) in Cipher Block Chaining (CBC). Encryption MUST be performed...
using an Initialization Vector (IV) of zero and a key derived from the shared secret associated with KeyID. Challenge is the same as transmitted by the Server (Section 4.2) in the clear; see also the last paragraph of Section 6 in [RFC4656].

clientIv

The Control-Client Initialization Vector (Client-IV) is generated randomly by the Control-Client. Client-IV merely needs to be unique (i.e., it MUST never be repeated for different sessions using the same secret key; a simple way to achieve that without the use of cumbersome state is to generate the Client-IV values using a cryptographically secure pseudo-random number source.

Each twampClientCtrlConnection holds a list of twampSessionRequest. twampSessionRequest holds information associated with the Control-Client for this test session. This includes information that is associated with the Request-TW-Session/Accept-Session message exchange ([RFC5357], Section 3.5). The Control-Client is also responsible for scheduling and results collection for test sessions, so twampSessionRequest will also hold information related these actions (e.g. pmIndex, repeatInterval). There SHALL be one instance of twampSessionRequest for each test session that is to be negotiated by this control connection via a Request-TW-Session/Accept-Session exchange.

The configuration items for twampSessionRequest are:

testSessionName

A unique name for this test session to be used as a key for this test session on the Control-Client.

senderIp

The IP address of the Session-Sender device, which is to be placed in the source IP address field of the IP header in TWAMP UDP test packets belonging to this test session. This value will be used to populate the sender address field of the Request-TW-Session message.

senderUdpPort

The UDP port number that is to be used by the Session-Sender for this test session. A value of zero indicates that the Control-Client will auto-allocate a UDP port for this test session. This value is advertised in the sender port field of the Request-TW-session message.

reflectorIp
The IP address belonging to the remote Session-Reflector device to which the TWAMP test session will be initiated. This value will be used to populate the receiver address field of the Request-TW-Session message.

**reflectorUdpPort**

This parameter defines the UDP port number that will be used by the Session-Reflector for this test session. This value will be placed in the receiver port field of the Request-TW-Session message.

**timeout**

The length of time (in seconds) that the Session-Reflector should continue to respond to packets belonging to this session after a Stop-Sessions control message has been received ([RFC5357], Section 3.8). This value will be placed in the timeout field of the Request-TW-Session message.

**paddingLength**

The number of bytes of padding that will be added to the UDP test packets generated by the Session-Sender. This value will be placed in the Padding Length field of the Request-TW-Session message [RFC6038].

**startTime**

Time when the session is to be started (but not before the Start-Sessions command is issued). This value is placed in the Start Time field of the Request-TW-Session message. A value of 0 indicates that the session will be started as soon as the Start-Sessions message is received.

**repeat** and **repeatInterval**

These two values together are used to determine if the test session is to be run repeatedly. Once a test session has completed, the repeat parameter is checked. If the value indicates that this test session is to run again, then the parent control connection for this test session is restarted and negotiates a new instance of this test session. This may happen immediately after the test session completes (if the repeatInterval is set to 0). Otherwise, the Control-Client will wait for the number of minutes specified in the repeatInterval before negotiating the new instance of this test session.

**pmIndex**

Numerical index value of a Registered Metric in the Performance Metric Registry [I-D.ietf-ippm-metric-registry]. Output Statistics will be specified in the Registry entry.

The following twampSessionRequest parameters are read-only:
testSessionState
The test session state can be either accepted or indicate the respective error code.

sid
The SID allocated by the Server for this test session, and communicated back to the Control-Client in the SID field of the Accept-Session message; see Section 4.3 of [RFC6038].

4.2. Server

The twampServer container (see Figure 4) holds items that are related to the configuration of the TWAMP Server logical entity (recall Figure 1).

```yuml
+------------------+
| twampServer      |
+------------------+

| serverAdminState | 1..* +-----------+
| serverTcpPort    |<>------| keyChain |
| servwait         |        +-----------+
| dscp             |        | keyID    |
| count            |        | secretKey|
| maxCount         |        +-----------+
| modes            |
| salt             {ro} | 0..* +--------------------------------+
| serverIv         {ro} |<>------| twampServerCtrlConnection |
| challenge        {ro} |        +--------------------------------+
```

Figure 4: TWAMP Server UML class diagram

A device operating in the Server role cannot configure attributes on a per control connection basis, as it has no foreknowledge of what incoming TWAMP control connections it will receive. As such, any parameter that the Server might want to apply to an incoming control connection must be configured at the overall Server level, and will then be applied to all incoming TWAMP control connections.
Each twampServer container holds a list named keyChain which relates KeyIDs with the respective secret keys. As mentioned in Section 4.1, both the Server and the Control-Client use the same mappings from KeyIDs to shared secrets. The Server, being prepared to conduct sessions with more than one Control-Client, uses KeyIDs to choose the appropriate secret key; a Control-Client would typically have different secret keys for different Servers. keyId is a UTF-8 string, up to 80 octets in length (if the string is shorter, it is padded with zero octets), that tells the Server which shared secret the Control-Client wishes to use to authenticate or encrypt.

Each incoming control connection that is active on the Server will be represented by an instance of a twampServerCtrlConnection object. All items in the twampServerCtrlConnection object are read-only.

The twampServer container items are as follows:

- **serverAdminState**
  This administrative parameter controls whether the device is allowed to operate as a TWAMP Server. As defined in [RFC5357] the roles of Server and Session-Reflector can be played by the same host; recall Figure 2. For a host operating in this manner, this parameter controls whether the device is allowed to respond to TWAMP control and test sessions.

- **serverTcpPort**
  This parameter defines the well known TCP port number that is used by TWAMP. The Server will listen on this port for incoming TWAMP control connections. Although this is defined as a fixed value (862) in [RFC5357], there are several realizations of TWAMP in the field that were implemented before this well-known port number was allocated. These early implementations allowed the port number to be configured. This parameter is therefore provided for backward compatibility reasons.

- **servwait**
  TWAMP Control (TCP) session timeout, in seconds.

- **dscp**
  The DSCP value to be placed in the TCP header of TWAMP-Control packets generated by the Server.

- **count**
  Parameter used in deriving a key from a shared secret as described in Section 3.1 of [RFC4656], and are communicated to the Control-client as part of Server Greeting message. Count MUST be a power of 2. Count MUST be at least 1024.
Count SHOULD be increased as more computing power becomes common.

maxCount
If an attacking system sets the maximum value in Count (2**32), then the system under attack would stall for a significant period of time while it attempts to generate keys. Therefore, TWAMP-compliant systems SHOULD have a configuration control to limit the maximum Count value. The default maximum Count value SHOULD be 32768.

modes
The bit mask of TWAMP Modes this Server instance is willing to support; see IANA TWAMP Modes Registry. Each bit position set represents a mode; see TWAMP-Modes at http://www.iana.org/assignments/twamp-parameters/twamp-parameters.xhtml. Note: Modes requiring Authentication or Encryption MUST include the related attributes.

The following parameters are read-only:

salt
A parameter used in deriving a key from a shared secret as described in Section 3.1 of [RFC4656]. Salt MUST be generated pseudo-randomly (independently of anything else in the RFC) and is communicated to the Control-Client as part of the Server greeting message.

serverIv
The Server Initialization Vector (IV) is generated randomly by the server.

challenge
Challenge is a random sequence of octets generated by the server. As described in Section 4.1 challenge is used by the Control-Client to prove possession of a shared secret.

There SHALL be one instance of twampServerCtrlConnection per incoming TWAMP TCP Control connection that is received and active on the Server device. All items in the twampServerCtrlConnection are read-only. Each instance of twampServerCtrlConnection uses the following 4-tuple as its unique key: clientIp, clientTcpPort, serverIp, serverTcpPort.

The twampServerCtrlConnection container items are all read-only:

clientIp
The IP address on the remote Control-Client device, which is the source IP address used in the TWAMP TCP control packets belonging to this control connection.

clientTcpPort
The source TCP port used in the TWAMP TCP control packets belonging to this control connection.

serverIp
The IP address of the local Server device, which is the destination IP address used in the TWAMP TCP control packets belonging to this control connection.

serverTcpPort
The destination TCP port used in the TWAMP TCP control packets belonging to this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:serverTcpPort after this control connection was initiated, this value will indicate the serverTcpPort that is actually in use for this control connection.

serverCtrlConnectionState
The Server control connection state can be active or SERVWAIT.

dscp
The DSCP value used in the header of the TCP control packets sent by the Server for this control connection. This will usually be the same value as is configured for twampServer:dscp under the twampServer. However, in the event that the user re-configures twampServer:dscp after this control connection is already in progress, this read-only value will show the actual dscp value in use by this control connection.

selectedMode
The mode that was chosen for this control connection as set in the Mode field of the Set-Up-Response message.

keyId
The keyId value that is in use by this control connection. KeyID a UTF-8 string, up to 80 octets in length (if the string is shorter, it is padded with zero octets). The Control-Client selects the keyID for the control connection.

dkLen
The dkLen value that is in use by this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:dkLen after this control connection is already in progress, this read-only value will show the actual dkLen that is in use for this control connection.

count

The count value that is in use by this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:count after this control connection is already in progress, this read-only value will show the actual count that is in use for this control connection.

maxCount

The maxCount value that is in use by this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:maxCount after this control connection is already in progress, this read-only value will show the actual maxCount that is in use for this control connection.

4.3. Session-Sender

The twampSessionSender container, illustrated in Figure 5, holds items that are related to the configuration of the TWAMP Session-Sender logical entity.

There are no global configuration items that apply to the Session-Sender entity as a whole.

There is one instance of twampSenderTestSession for each test session for which packets are being sent.
Figure 5: TWAMP Session-Sender UML class diagram

The `twampSenderTestSession` container items are:

- **testSessionName**
  A unique name for this test session to be used as a key for this test session by the Session-Sender logical entity.

- **ctrlConnectionName**
  The name of the parent control connection that is responsible for negotiating this test session.
dscp    The DSCP value to be placed in the UDP header of TWAMP-Control packets generated by the Session-Sender.

dot1dPriority    Priority Code Point (PCP) value to place in the Ethernet header of the TWAMP UDP test frames transmitted for this test session.

fillMode    Indicates whether the padding added to the UDP test packets will contain pseudo-random numbers, or whether it should consist of all zeroes, as per Section 4.2.1 of [RFC5357].

numberOfPackets    The overall number of UDP test packets to be transmitted by the Session-Sender for this test session.

packetDistribution    Defines whether test packets are to be transmitted with a fixed interval between them, or whether a Poisson distribution is to be used.

fixedInterval and fixedIntervalUnits    If packetDistribution is set to fixed, these two values are used together to determine the fixed time to wait between test packet transmissions for this test session. fixedInterval is an unsigned floating point number, 8 significant digits. fixedIntervalUnits is one of seconds, milliseconds, microseconds, nanoseconds.

lambda and lambdaUnits    If packetDistribution is Poisson, the lambda parameter defines the average rate of packet transmission. lambda is an unsigned floating point number, 8 significant digits. lambdaUnits defines the units of lambda in reciprocal seconds.

maxInterval    If packetDistribution is Poisson, then this parameter keeps a stream active by setting a maximum time between packet transmissions.

truncationPointUnits    One of seconds, milliseconds, microseconds, nanoseconds.

The following twampSenderTestSession parameters are read-only:

senderSessionState
This read-only item can be either Active or Idle.

sentPackets
The number of UDP test packets belonging to this session that have been transmitted by the Session-Sender.

rcvPackets
The number of UDP test packets belonging to this session that have been received from the Session-Reflector. The round trip loss for a test session can be calculated as sentPackets - rcvPackets.

lastSentSeq
The value in the sequence number field of the last UDP test packet transmitted for this test session. Sequence numbers start from zero - so this should always be one less than the sentPackets value.

lastRcvSeq
The value in the sequence number field of the last UDP test packet received for this test session. In the case of packet loss in the Session-Sender -> Session-Reflector direction, this value minus the lastSentSeq will identify the number of packets that were lost in the Session-Sender -> Session-Reflector direction.

4.4. Session-Reflector

The twampSessionReflector container, illustrated in Figure 6, holds items that are related to the configuration of the TWAMP Session-Reflector logical entity.

A device operating in the Session-Reflector role cannot configure attributes on a per-session basis, as it has no foreknowledge of what incoming sessions it will receive. As such, any parameter that the Session-Reflector might want to apply to an incoming test session must be configured at the overall Session-Reflector level, and will then be applied to all incoming sessions.

Each incoming test session that is active on the Session-Reflector will be represented by an instance of a twampReflectorTestSession object. All items in the twampReflectorTestSession object are read-only.
The `twampSessionReflector` configuration items are:

refwait

The Session-Reflector MAY discontinue any session that has been started when no packet associated with that session has been received for REFWAIT seconds. The default value of REFWAIT SHALL be 900 seconds, and this waiting time MAY be configurable. This timeout allows a Session-Reflector to free up resources in case of failure.

Instances of `twampSessionReflector:twampReflectorTestSession` are indexed by a session identifier (SID). This is a value that is auto-allocated by the Server as test session requests are received, and communicated back to the Control-Client in the SID field of the Accept-Session message; see Section 4.3 of [RFC6038].

When attempting to retrieve operational data for active test sessions from a Session-Reflector device, the user will not know what sessions are currently active on that device, or what SIDs have been auto-allocated for these test sessions. If the user has network access to the Control-Client device, then it is possible to read the data for this session under `twampClient:twampClientCtrlConnection:twampSessionRequest` and obtain the SID (see Figure 3). The user may then use this SID value as an index to retrieve an individual
twampSessionReflector:twampReflectorTestSession instance on the Session-Reflector device.

If the user has no network access to the Control-Client device, then the only option is to retrieve all twampReflectorTestSession instances from the Session-Reflector device. This could be problematic if a large number of test sessions are currently active on that device.

Each Session-Reflector test session contains the following 4-tuple: 
{parentConnectionClientIp, parentConnectionClientTcpPort, 
parentConnectionServerIp, parentConnectionServerTcpPort}. This 4-tuple corresponds to the equivalent 4-tuple {clientIp, 
clientTcpPort, serverIp, serverTcpPort} in the twampServerCtrlConnection object. This four-tuple allows the user to trace back from the test session to the parent control connection that negotiated this test session.

All data under twampReflectorTestSession is read-only:

sid
An auto-allocated identifier for this test session, that is unique within the context of this Server/Session-Reflector device only. This value will be communicated to the Control-Client that requested the test session in the SID field of the Accept-Session message.

senderIp
The IP address on the remote device, which is the source IP address used in the TWAMP UDP test packets belonging to this test session.

senderUdpPort
The source UDP port used in the TWAMP UDP test packets belonging to this test session.

reflectorIp
The IP address of the local Session-Reflector device, which is the destination IP address used in the TWAMP UDP test packets belonging to this test session.

reflectorUdpPort
The destination UDP port used in the TWAMP UDP test packets belonging to this test session.

parentConnectionClientIp
The IP address on the Control-Client device, which is the source IP address used in the TWAMP TCP control packets
belonging to the parent control connection that negotiated this test session.

parentConnectionClientTcpPort
The source TCP port used in the TWAMP TCP control packets belonging to the parent control connection that negotiated this test session.

parentConnectionServerIp
The IP address of the Server device, which is the destination IP address used in the TWAMP TCP control packets belonging to the parent control connection that negotiated this test session.

parentConnectionServerTcpPort
The destination TCP port used in the TWAMP TCP control packets belonging to the parent control connection that negotiated this test session.

dscp
The DSCP value present in the UDP header of TWAMP test packets belonging to this test session.

sentPackets
The number of UDP test response packets that have been sent by the Session-Reflector for this test session.

rcvPackets
The number of UDP test packets that have been received by the Session-Reflector for this test session. Since the Session-Reflector should respond to every test packet it receives, the sentPackets and rcvPackets values should always be identical.

lastSentSeq
The value in the sequence number field of the last UDP test response packet transmitted for this test session.

lastRcvSeq
The value in the sequence number field of the last UDP test packet received for this test session.

5. Data Model

5.1. Tree Diagram

This section presents the TWAMP YANG data tree defined in this document. Readers should keep in mind that the limit of 72
characters per line forces us to introduce artificial line breaks in some tree nodes.

module: twamp
  +--rw twamp
    +--rw twampClient {controlClient}?
      |  +--rw clientAdminState             boolean
      |  +--rw modePreferenceChain* [priority]
      |     +--rw priority                 uint16
      |     +--rw mode?                    enumeration
      +--rw keyChain* [keyId]
         +--rw keyId                     string
         +--rw secretKey?                string
      +--rw twampClientCtrlConnection* [ctrlConnectionName]
         +--rw ctrlConnectionName        string
         +--rw clientIp?                 inet:ip-address
         +--rw serverIp?                 inet:ip-address
         +--rw serverTcpPort?            inet:port-number
         +--rw dscp?                     inet:dscp
         +--rw keyId?                    string
         +--rw dkLen?                    uint32
         +--ro clientTcpPort?            inet:port-number
         +--ro serverstartTime?          uint64
         +--ro ctrlConnectionState?      enumeration
         +--ro selectedMode?             enumeration
         +--ro token?                    string
         +--ro clientIv?                 string
      +--rw twampSessionRequest* [testSessionName]
         +--rw testSessionName           string
         +--rw senderIp?                 inet:ip-address
         +--rw senderUdpPort?            inet:port-number
         +--rw reflectorIp?              inet:ip-address
         +--rw reflectorUdpPort?         inet:port-number
         +--rw timeout?                  uint64
         +--rw paddingLength?            uint32
         +--rw startTime?                uint64
         +--rw repeat?                   boolean
         +--rw repeatInterval?           uint32
         +--rw pmIndex?                  uint16
         +--ro testSessionState?         enumeration
         +--ro sid?                      string
      +--rw twampServer {server}?
         +--rw serverAdminState         boolean
         +--rw serverTcpPort?            inet:port-number
         +--rw servwait?                 uint32
         +--rw dscp?                     inet:dscp
         +--rw count?                    uint32
         +--rw maxCount?                 uint32
++rw modes?                    bits
++ro salt?                      string
++ro serverIv?                  string
++ro challenge?                 string
++rw keyChain* [keyId]
    ++rw keyId      string
    ++rw secretKey? string
---ro twampServerCtrlConnection* \[clientIp clientTcpPort serverIp serverTcpPort]
    ++ro clientIp      inet:ip-address
    ++ro clientTcpPort inet:port-number
    ++ro serverIp      inet:ip-address
    ++ro serverTcpPort inet:port-number
    ++ro serverCtrlConnectionState? enumeration
    ++ro dscp?         inet:dscp
    ++ro selectedMode? enumeration
    ++ro keyId?        string
    ++ro dkLen?        uint32
    ++ro count?        uint32
    ++ro maxCount?     uint32
---rw twampSessionSender {sessionSender}?
---rw twampSenderTestSession* [testSessionName]
    ++rw testSessionName  string
    ++ro ctrlConnectionName? string
    ++rw dscp?           inet:dscp
    ++ro dot1dPriority?  uint8
    ++rw fillMode?       enumeration
    ++rw numberOfPackets? uint32
    ++rw (packetDistribution)?
        +---:(fixed)
          |    ++rw fixedInterval?      uint32
          |    ++rw fixedIntervalUnits? enumeration
        +---:(poisson)
          |    ++rw lambda?             uint32
          |    ++rw lambdaUnits?        uint32
          |    ++rw maxInterval?        uint32
          |    ++rw truncationPointUnits? enumeration
    ++ro senderSessionState?    enumeration
    ++ro sentPackets?           uint32
    ++ro rcvPackets?            uint32
    ++ro lastSentSeq?           uint32
    ++ro lastRcvSeq?            uint32
---rw twampSessionReflector {sessionReflector}?
    ++rw refwait?      uint32
---ro twampReflectorTestSession* \[senderIp senderUdpPort reflectorIp reflectorUdpPort]
    ++ro sid?         string
    ++ro senderIp      inet:ip-address
5.2. YANG Module

This section presents the TWAMP YANG module defined in this document.

<CODE BEGINS> file "ietf-twamp@2015-03-06.yang"
module twamp {
namespace "urn:ietf:params:xml:ns:yang:ietf-twamp";
//namespace need to be assigned by IANA
prefix "twamp";

import ietf-inet-types {
    prefix inet;
}

organization
    "IETF IPPM (IP Performance Metrics) Working Group";

contact
    "draft-cmzrjp-ippm-twamp-yang@tools.ietf.org";

description "TWAMP Data Model";

revision "2015-03-06" {
    description "Initial version. RFC5357 is covered.
    RFC5618, RFC5938 and RFC6038 are not covered.";
}

feature controlClient {
    description "This feature relates to the device functions as the
    TWAMP Control-Client.";
}

feature server {
    description "This feature relates to the device functions as the
    TWAMP Server.";
}
feature sessionSender {
  description "This feature relates to the device functions as the
               TWAMP Session-Sender.";
}

feature sessionReflector {
  description "This feature relates to the device functions as the
               TWAMP Session-Reflector.";
}

grouping maintenanceStatistics {
  leaf sentPackets {
    config "false";
    type uint32;
  }
  leaf rcvPackets {
    config "false";
    type uint32;
  }
  leaf lastSentSeq {
    config "false";
    type uint32;
  }
  leaf lastRcvSeq {
    config "false";
    type uint32;
  }
}

container twamp {
  container twampClient {
    if-feature controlClient;
    leaf clientAdminState {
      mandatory "true";
      type boolean;
      description "Indicates whether this device is allowed to run
                   TWAMP to initiate control/test sessions";
    }

    list modePreferenceChain {
      key "priority";
      unique "mode";

      leaf priority {
        type uint16;
      }
    }
  }
}

leaf mode {
    type enumeration {
        enum unauthenticated {
            value "1";
        }
        enum authenticated {
            value "2";
        }
        enum encrypted {
            value "4";
        }
        enum unauthtestencrpytcontrol {
            value "8";
        }
        enum individualsessioncontrol {
            value "16";
        }
        enum reflectoctets {
            value "32";
        }
        enum symmetricalsize {
            value "64";
        }
    }
}

list keyChain {
    key "keyId";
    leaf keyId {
        type string {
            length "1..80";
        }
    }
    leaf secretKey {
        type string;
    }
}

list twampClientCtrlConnection {
    key "ctrlConnectionName";
    leaf ctrlConnectionName {
        type "string";
        description "A unique name used as a key to identify this individual TWAMP control connection on the Control-Client device."
    }
    leaf clientIp {
type inet:ip-address;
}
leaf serverIp {
  config "true";
  type inet:ip-address;
}
leaf serverTcpPort {
  type inet:port-number;
}
leaf dscp{
  type inet:dscp;
  description "The DSCP value to be placed in the IP header
  of the TWAMP TCP Control packets generated
  by the Control-Client";
}
leaf keyId {
  type string {
    length "1..80";
  }
}
leaf dkLen {
  type uint32;
}
leaf clientTcpPort {
  config "false";
  type inet:port-number;
}
leaf serverStartTime {
  config "false";
  type uint64;
}
leaf ctrlConnectionState {
  config "false";
  type enumeration {
    enum active {
      description "Control session is active.";
    }
    enum idle {
      description "Control session is idle.";
    }
  }
}
leaf selectedMode {
  config "false";
  type enumeration {
    enum unauthenticated {
      value "1";
    }
  }
}
enum authenticated {
  value "2";
}
enum encrypted {
  value "4";
}
enum unauthtestencrpytcontrol {
  value "8";
}
enum individualsessioncontrol {
  value "16";
}
enum reflectoctets {
  value "32";
}
enum symmetricalsize {
  value "64";
}

leaf token {
  config "false";
  type string {
    length "1..64";
  }
  description "64 octets, containing the concatenation of a 16-octet challenge, a 16-octet AES Session-key used for encryption, and a 32-octet HMAC-SHA1 Session-key used for authentication";
}
leaf clientIv {
  config "false";
  type string {
    length "1..16";
  }
  description "16 octets, Client-IV is generated randomly by the Control-Client.";
}

list twampSessionRequest {
  key "testSessionName";
  leaf testSessionName {
    type "string";
  }
  leaf senderIp {
    type inet:ip-address;
  }
  leaf senderUdpPort {
  }
leaf reflectorIp {
    type inet:ip-address;
}
leaf reflectorUdpPort {
    type inet:port-number;
}
leaf timeout {
    type uint64;
    description "The time Session-Reflector MUST wait after receiving a Stop-Session message";
}
leaf paddingLength {
    type uint32{
        range "64..1500";
    }
    description "The number of bytes of padding that should be added to the UDP test packets generated by the sender.";
}
leaf startTime {
    type uint64;
}
leaf repeat {
    type boolean;
}
leaf repeatInterval {
    type uint32;
    when "repeat='true'";
    description "Repeat interval (in minutes)";
}
leaf pmIndex {
    type uint16;
    description "Numerical index value of a Registered Metric in the Performance Metric Registry";
}
leaf testSessionState {
    config "false";
    type enumeration {
        enum ok {
            value 0;
            description "Test session is accepted.";
        }
        enum failed {
            value 1;
            description "Failure, reason unspecified (catch-all).";
        }
    }
}
enum internalError {
  value 2;
  description "Internal error.";
}

enum notSupported {
  value 3;
  description "Some aspect of request is not supported.";
}

enum permanentResLimit {
  value 4;
  description "Cannot perform request due to permanent resource limitations.";
}

enum tempResLimit {
  value 5;
  description "Cannot perform request due to temporary resource limitations.";
}

leaf sid {
  config "false";
  type string;
}

container twampServer {
  if-feature server;
  leaf serverAdminState {
    type boolean;
    mandatory "true";
    description "Indicates whether this device is allowed to run TWAMP to respond to control/test sessions";
  }
  leaf serverTcpPort {
    type inet:port-number;
    default "862";
  }
  leaf servwait {
    type uint32 {
      range 1..604800;
    }
    default 900;
    description "SERVWAIT (TWAMP Control (TCP) session timeout),"
default value is 900};
}
leaf dscp {
    type inet:dscp;
    description "The DSCP value to be placed in the IP header of the TWAMP TCP Control packets generated by the Server";
}
leaf count {
    type uint32 {
        range 1024..4294967295;
    }
}
leaf maxCount {
    type uint32 {
        range 1024..4294967295;
    } default 32768;
}
leaf modes {
    type bits {
        bit unauthenticated {
            position 0;
        }
        bit authenticated {
            position 1;
        }
        bit encrypted {
            position 2;
        }
        bit unauthtestencryptcontrol {
            position 3;
        }
        bit individualsessioncontrol {
            position 4;
        }
        bit reflectoctets {
            position 5;
        }
        bit symmetricalsize {
            position 6;
        }
    }
}
leaf salt{
    config "false";
    type string {
        length "1..16";
    }
}
description "Salt MUST be generated pseudo-randomly";
}
leaf serverIv {
    config "false";
    type string {
        length "1..16";
    }
    description "16 octets, Server-IV is generated randomly by the Control-Client.";
}
leaf challenge {
    config "false";
    type string {
        length "1..16";
    }
    description "Challenge is a random sequence of octets generated by the Server";
}
list keyChain {
    key "keyId";
    leaf keyId {
        type string {
            length "1..80";
        }
    }
    leaf secretKey {
        type string;
    }
}
list twampServerCtrlConnection {
    key "clientIp clientTcpPort serverIp serverTcpPort";
    config "false";
    leaf clientIp {
        type inet:ip-address;
    }
    leaf clientTcpPort {
        type inet:port-number;
    }
    leaf serverIp {
        type inet:ip-address;
    }
    leaf serverTcpPort {
        type inet:port-number;
    }
    leaf serverCtrlConnectionState {
        type enumeration {
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enum "active";
enum "servwait";
}
}

leaf dscp {
type inet:dscp;
description "The DSCP value used in the header of the TCP control packets sent by the Server for this control connection. This will usually be the same value as is configured for twampServer:dscp under the twampServer. However, in the event that the user re-configures twampServer:dscp after this control connection is already in progress, this read-only value will show the actual dscp value in use by this control connection.";
}

leaf selectedMode {
type enumeration {
enum unauthenticated {
  value "1";
}
enum authenticated {
  value "2";
}
enum encrypted {
  value "4";
}
enum unauthTestEncryptcontrol {
  value "8";
}
enum individualSessioncontrol {
  value "16";
}
enum reflectOctets {
  value "32";
}
enum symmetricalSize {
  value "64";
}
}

description "The mode that was chosen for this control connection as set in the Mode field of the Set-Up-Response message.";
}

leaf keyId {
type string {
  length "1..80";
}
description "The keyId value that is in use by this control connection.";
}
leaf dkLen {
  type uint32;
  description "The dkLen value that is in use by this control connection. This will usually be the same value as is configured under twampServer. In the event that the user re-configured twampServer:dkLen after this control connection is already in progress, this read-only value will show the actual dkLen that is in use for this control connection.";
}

leaf count {
  type uint32 {
    range 1024..4294967295;
  }
  description "The count value that is in use by this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:count after this control connection is already in progress, this read-only value will show the actual count that is in use for this control connection.";
}

leaf maxCount {
  type uint32 {
    range 1024..4294967295;
  }
  description "The maxCount value that is in use by this control connection. This will usually be the same value as is configured under twampServer. However, in the event that the user re-configured twampServer:maxCount after this control connection is already in progress, this read-only value will show the actual maxCount that is in use for this control connection.";
}

container twampSessionSender {
  if-feature sessionSender;
  list twampSenderTestSession {
    key "testSessionName";
    leaf testSessionName {
      type string;
      description "A unique name for this test session to be used as a key for this test session by the Session-Sender logical entity.";
  }
}
leaf ctrlConnectionName {
    config "false";
    type "string";
    description "The name of the parent control connection
    that is responsible for negotiating this test session.";
}

leaf dscp {
    type inet:dscp;
    description "The DSCP value to be placed in the header of
    TWAMP UDP test packets generated by the sender.";
}

leaf dot1dPriority {
    type uint8 {
        range "0..7";
    }
}

leaf fillMode {
    type enumeration {
        enum zero;
        enum random;
    }
    default zero;
}

leaf numberOfPackets {
    type uint32;
    description "The overall number of UDP test packets to be
    transmitted by the sender for this test session.";
}

choice packetDistribution {
    case fixed {
        leaf fixedInterval {
            type uint32;
        }
        leaf fixedIntervalUnits {
            type enumeration {
                enum seconds;
                enum milliseconds;
                enum microseconds;
                enum nanoseconds;
            }
        }
    }
    case poisson {
        leaf lambda {
            type uint32;
        }
        leaf lambdaUnits {
            type enumeration {
                enum seconds;
                enum milliseconds;
                enum microseconds;
                enum nanoseconds;
            }
        }
    }
}


type uint32;
}
leaf maxInterval {
    type uint32;
}
leaf truncationPointUnits {
    type enumeration {
        enum seconds;
        enum milliseconds;
        enum microseconds;
        enum nanoseconds;
    }
}
leaf senderSessionState {
    config "false";
    type enumeration {
        enum setup {
            description "Test session is active.";
        }
        enum failure {
            description "Test session is idle.";
        }
    }
}
uses maintenanceStatistics;
}
container twampSessionReflector {
    if-feature sessionReflector;
    leaf refwait {
        config "true";
        type uint32 {
            range 1..604800;
        }
        default 900;
        description "REFWAIT(TWAMP test session timeout),
            the default value is 900";
    }
    list twampReflectorTestSession {
        key "senderIp senderUdpPort reflectorIp reflectorUdpPort";
        config "false";
        leaf sid {
            type string;
        }
    }
leaf senderIp {
    type inet:ip-address;
}
leaf senderUdpPort {
    type inet:port-number;
}
leaf reflectorIp {
    type inet:ip-address;
}
leaf reflectorUdpPort {
    type inet:port-number;
}
leaf parentConnectionClientIp {
    type inet:ip-address;
}
leaf parentConnectionClientTcpPort {
    type inet:port-number;
}
leaf parentConnectionServerIp {
    type inet:ip-address;
}
leaf parentConnectionServerTcpPort {
    type inet:port-number;
}
leaf dscp {
    type inet:dscp;
    description "The DSCP value placed in the header of TWAMP UDP test packets generated by the Session-Sender.";
}
uses maintenanceStatistics;
}

6. Data Model Examples

This section presents a simple but complete example of configuring all four entities in Figure 1, based on the YANG module specified in Section 5. The example is illustrative in nature, but aims to be self-contained, i.e. were it to be executed in a real TWAMP implementation it would lead to a correctly configured test session. A more elaborated example, which also includes authentication parameters, is provided in Appendix A.
6.1. Control-Client

The following configuration example shows a Control-Client with clientAdminState enabled. In a real implementation this would permit the Control-Client functional entity to initiate TWAMP control connections and test sessions.

```xml
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampClient>
    <clientAdminState>True</clientAdminState>
  </twampClient>
</twamp>
```

The following configuration example shows a Control-Client with two instances of twampClientCtrlConnection, one called "RouterA" and another called "RouterB". Each control connection is to a different Server. The control connection named "RouterA" has two test session requests. The control connection with name "RouterB" has no test session requests.
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampClientCtrlConnection>
    <ctrlConnectionName>RouterA</ctrlConnectionName>
    <clientIp>203.0.113.1</clientIp>
    <serverIp>203.0.113.2</serverIp>
    <twampSessionRequest>
      <testSessionName>Test1</testSessionName>
      <senderIp>10.1.1.1</senderIp>
      <senderUdpPort>4000</senderUdpPort>
      <reflectorIp>10.1.1.2</reflectorIp>
      <reflectorUdpPort>5000</reflectorUdpPort>
      <startTime>0</startTime>
    </twampSessionRequest>
    <twampSessionRequest>
      <testSessionName>Test2</testSessionName>
      <senderIp>203.0.113.1</senderIp>
      <senderUdpPort>4001</senderUdpPort>
      <reflectorIp>203.0.113.2</reflectorIp>
      <reflectorUdpPort>5001</reflectorUdpPort>
      <startTime>0</startTime>
    </twampSessionRequest>
  </twampClientCtrlConnection>
  <twampClientCtrlConnection>
    <ctrlConnectionName>RouterB</ctrlConnectionName>
    <clientIp>203.0.113.1</clientIp>
    <serverIp>203.0.113.3</serverIp>
  </twampClientCtrlConnection>
</twamp>

6.2. Server

This configuration example shows a Server with serverAdminState enabled, which permits the device to respond to TWAMP control connections and test sessions.

<?xml version="1.0" encoding="UTF-8"?>
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampServer>
    <serverAdminState>True</serverAdminState>
  </twampServer>
</twamp>
The following example presents a Server with the control connection corresponding to the control connection name (ctrlConnectionName) "RouterA" presented in Section 6.1.

```xml
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampServer>
    <twampServerCtrlConnection>
      <clientIp>203.0.113.1</clientIp>
      <clientTcpPort>16341</clientTcpPort>
      <serverIp>203.0.113.2</serverIp>
      <serverTcpPort>862</serverTcpPort>
      <serverCtrlConnectionState>active</serverCtrlConnectionState>
    </twampServerCtrlConnection>
  </twampServer>
</twamp>
```

### 6.3. Session-Sender

The following configuration example shows a Session-Sender with the two test sessions presented earlier in Section 6.1.
The following example shows the two Session-Reflector test sessions corresponding to the test sessions presented in Section 6.3.
<parentConnectionServerIp>203.0.113.2</parentConnectionServerIp>
<parentConnectionServerTcpPort>862</parentConnectionServerTcpPort>
<sentPackets>2</sentPackets>
<rcvPackets>2</rcvPackets>
<lastSentSeq>1</lastSentSeq>
<lastRcvSeq>1</lastRcvSeq>
</twampReflectorTestSession>

<twampReflectorTestSession>
<sid>178943</sid>
<senderIp>203.0.113.1</senderIp>
<reflectorIp>192.68.0.2</reflectorIp>
<senderUdpPort>4001</senderUdpPort>
<parentConnectionClientIp>203.0.113.1</parentConnectionClientIp>
<parentConnectionClientTcpPort>16341</parentConnectionClientTcpPort>
<parentConnectionServerIp>203.0.113.2</parentConnectionServerIp>
<parentConnectionServerTcpPort>862</parentConnectionServerTcpPort>
<reflectorUdpPort>5001</reflectorUdpPort>
<sentPackets>21</sentPackets>
<rcvPackets>21</rcvPackets>
<lastSentSeq>20</lastSentSeq>
<lastRcvSeq>20</lastRcvSeq>
</twampReflectorTestSession>
</twampSessionReflector>
</twamp>

7. Security Considerations

TBD

8. IANA Considerations

This document registers a URI in the IETF XML registry [RFC3688]. Following the format in [RFC3688], the following registration is requested to be made.
This document registers a YANG module in the YANG Module Names registry [RFC6020].

name: ietf-twamp
prefix: twamp
reference: RFC XXXX
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Appendix A. Detailed Data Model Examples

In this section we extend the example presented in Section 6 by configuring more fields such as authentication parameters, dscp values and so on.

A.1. Control-Client

    <twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
      <twampClient>
        <clientAdminState>True</clientAdminState>
        <modePreferenceChain>
          <priority>0</priority>
          <mode>0x00000002</mode>
        </modePreferenceChain>
        <modePreferenceChain>
          <priority>1</priority>
          <mode>0x00000001</mode>
        </modePreferenceChain>
        <keychain>
          <keyid>KeyClient1ToRouterA</keyid>
          <secretKey>secret1</secretKey>
        </keychain>
        <keychain>
          <keyid>KeyForRouterB</keyid>
          <secretKey>secret2</secretKey>
        </keychain>
        <twampClientCtrlConnection>
          <ctrlConnectionName>RouterA</ctrlConnectionName>
          <clientIp>203.0.113.1</clientIp>
          <serverIp>203.0.113.2</serverIp>
          <dscp>32</dscp>
          <keyId>KeyClient1ToRouterA</keyId>
          <dkLen>1024</dkLen>
          <twampSessionRequest>
          </twampSessionRequest>
        </twampClientCtrlConnection>
      </twampClient>
    </twamp>
<testSessionName>Test1</testSessionName>  
<senderIp>10.1.1.1</senderIp>  
<senderUdpPort>4000</senderUdpPort>  
<reflectorIp>10.1.1.2</reflectorIp>  
<reflectorUdpPort>5000</reflectorUdpPort>  
<paddingLength>0</paddingLength>  
<startTime>0</startTime>  
<testSessionState>ok</testSessionState>  
<sid>1232</sid>
</twampSessionRequest>

twampSessionRequest
  <testSessionName>Test2</testSessionName>  
  <senderIp>203.0.113.1</senderIp>  
  <senderUdpPort>4001</senderUdpPort>  
  <reflectorIp>203.0.113.2</reflectorIp>  
  <reflectorUdpPort>5001</reflectorUdpPort>  
  <paddingLength>32</paddingLength>  
  <startTime>0</startTime>  
  <testSessionState>ok</testSessionState>  
  <sid>178943</sid>
</twampSessionRequest>
</twampClientCtrlConnection>
</twampClient>
</twamp>

A.2. Server
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampServer>
    <serverAdminState>True</serverAdminState>
    <servwait>1800</servwait>
    <dscp>32</dscp>
    <modes>0x00000003</modes>
    <dkLen>1024</dkLen>
    <count>256</count>

    <keychain>
      <keyid>KeyClient1ToRouterA</keyid>
      <secretKey>secret1</secretKey>
    </keychain>
    <keychain>
      <keyid>KeyClient10ToRouterA</keyid>
      <secretKey>secret10</secretKey>
    </keychain>

    <twampServerCtrlConnection>
      <clientIp>203.0.113.1</clientIp>
      <clientTcpPort>16341</clientTcpPort>
      <serverIp>203.0.113.2</serverIp>
      <serverTcpPort>862</serverTcpPort>
      <serverCtrlConnectionState>active</serverCtrlConnectionState>
      <dscp>32</dscp>
      <selectedMode>0x00000002</selectedMode>
      <keyId>KeyClient1ToRouterA</keyId>
      <count>1024</count>
    </twampServerCtrlConnection>
  </twampServer>
</twamp>

A.3. Session-Sender
<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampSessionSender>
    <twampSenderTestSession>
      <testSessionName>Test1</testSessionName>
      <ctrlConnectionName>RouterA</ctrlConnectionName>  // read-only
      <dscp>32</dscp>
      <fillMode>zero</fillMode>
      <numberOfPackets>900</numberOfPackets>
      <packetDistribution>
        <fixedInterval>1</fixedInterval>
        <fixedIntervalUnits>seconds</fixedIntervalUnits>
      </packetDistribution>
      <senderSessionState>Active</senderSessionState>
      <sentPackets>2</sentPackets>
      <rcvPackets>2</rcvPackets>
      <lastSentSeq>1</lastSentSeq>
      <lastRcvSeq>1</lastRcvSeq>
    </twampSenderTestSession>
  </twampSessionSender>
</twamp>

A.4.  Session-Reflector

<twamp xmlns="urn:ietf:params:xml:ns:yang:ietf-twamp">
  <twampSessionReflector>
    <twampReflectorTestSession>
    </twampReflectorTestSession>
  </twampSessionReflector>
</twamp>
<twampReflectorTestSession>
  <sid>1232</sid>
  <senderIp>10.1.1.1</senderIp>
  <reflectorIp>10.1.1.2</reflectorIp>
  <senderUdpPort>4000</senderUdpPort>
  <reflectorUdpPort>5000</reflectorUdpPort>
  <parentConnectionClientIp>203.0.113.1</parentConnectionClientIp>
  <parentConnectionClientTcpPort>16341</parentConnectionClientTcpPort>
  <parentConnectionServerIp>203.0.113.2</parentConnectionServerIp>
  <parentConnectionServerTcpPort>862</parentConnectionServerTcpPort>
  <dscp>32</dscp>
  <sentPackets>2</sentPackets>
  <rcvPackets>2</rcvPackets>
  <lastSentSeq>1</lastSentSeq>
  <lastRcvSeq>1</lastRcvSeq>
</twampReflectorTestSession>

<twampReflectorTestSession>
  <sid>178943</sid>
  <senderIp>203.0.113.1</senderIp>
  <reflectorIp>192.68.0.2</reflectorIp>
  <senderUdpPort>4001</senderUdpPort>
  <reflectorUdpPort>5001</reflectorUdpPort>
  <parentConnectionClientIp>203.0.113.1</parentConnectionClientIp>
  <parentConnectionClientTcpPort>16341</parentConnectionClientTcpPort>
  <parentConnectionServerIp>203.0.113.2</parentConnectionServerIp>
  <parentConnectionServerTcpPort>862</parentConnectionServerTcpPort>
  <dscp>32</dscp>
  <sentPackets>21</sentPackets>
  <rcvPackets>21</rcvPackets>
  <lastSentSeq>20</lastSentSeq>
  <lastRcvSeq>20</lastRcvSeq>
</twampReflectorTestSession>
</twampSessionReflector>
</twamp>
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To assess performance problems, measurements based on optional sequence numbers and timing may be embedded in each packet. Such measurements may be interpreted in real-time or after the fact. An implementation of the existing IPv6 Destination Options extension header, the Performance and Diagnostic Metrics (PDM) Destination Options extension header has been proposed in a companion document. This document specifies the field limits, calculations, and usage of the PDM in measurement.
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1 Background

To assess performance problems, measurements based on optional sequence numbers and timing may be embedded in each packet. Such measurements may be interpreted in real-time or after the fact. An implementation of the existing IPv6 Destination Options extension header, the Performance and Diagnostic Metrics (PDM) Destination Options extension header has been proposed in a companion document. This document specifies the field limits, calculations, and usage of the PDM in measurement.

1.1 Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

1.2 End User Quality of Service (QoS)

The difference between timing values in the PDM traveling along with the packet will be used to estimate QoS as experienced by an end user device.

For many applications, the key user performance indicator is response time. When the end user is an individual, he is generally indifferent to what is happening along the network; what he really cares about is how long it takes to get a response back. But this is not just a matter of individuals’ personal convenience. In many cases, rapid response is critical to the business being conducted.

When the end user is a device (e.g. with the Internet of Things), what matters is the speed with which requested data can be transferred -- specifically, whether the requested data can be transferred in time to accomplish the desired actions. This can be important when the relevant external conditions are subject to rapid change.

Response time and consistency are not just "nice to have". On many networks, the impact can be financial hardship or endanger human life. In some cities, the emergency police contact system operates over IP, law enforcement uses TCP/IP networks, transactions on our stock exchanges are settled using IP networks. The critical nature of such activities to our daily lives and financial well-being demand a solution.
1.3 Need for a Packet Sequence Number

While performing network diagnostics of an end-to-end connection, it often becomes necessary to find the device along the network path creating problems. Diagnostic data may be collected at multiple places along the path (if possible), or at the source and destination. Then, the diagnostic data corresponding to each packet at different observation points must be matched for proper measurements. A sequence number in each packet provides sufficient basis for the matching process. If need be, the timing fields may be used along with the sequence number to ensure uniqueness.

This method of data collection along the path is of special use to determine where packet loss or packet corruption is happening.

The packet sequence number needs to be unique in the context of the session (5-tuple).

1.4 Rationale for proposed solution

The current IPv6 specification does not provide timing nor a similar field in the IPv6 main header or in any extension header. So, we propose the IPv6 Performance and Diagnostic Metrics destination option (PDM) [ELK-PDM].

Advantages include:

1. Real measure of actual transactions.
2. Independence from transport layer protocols.
3. Ability to span organizational boundaries with consistent instrumentation
4. No time synchronization needed between session partners

The PDM provides the ability to quickly determine if the (latency) problem is in the network or in the server (application). More intermediate measurements may be needed if the host or network discrimination is not sufficient. At the client, TCP/IP stack time vs. applications time may still need to be broken out by client software.

1.5 PDM Works in Collaboration with Other Headers

The purpose of the PDM is not to supplant all the variables present in all other headers but to provide data which is not available or very difficult to get. The way PDM would be used is by a technician (or tool) looking at a packet capture. Within the packet capture,
they would have available to them the layer 2 header, IP header (v6 or v4), TCP, UCP, ICMP, SCTP or other headers. All information would be looked at together to make sense of the packet flow. The technician or processing tool could analyze, report or ignore the data from PDM, as necessary.

For an example of how PDM can help with TCP retransmit problems, please look at section 8.

2 Measurement Information Derived from PDM

Each packet contains information about the sender and receiver. In IP protocol, the identifying information is called a "5-tuple".

The 5-tuple consists of:

- **SADDR**: IP address of the sender
- **SPORT**: Port for sender
- **DADDR**: IP address of the destination
- **DPORT**: Port for destination
- **PROTC**: Protocol for upper layer (ex. TCP, UDP, ICMP, etc.)

The PDM contains the following metrics:

- **PSNTP**: Packet Sequence Number This Packet
- **PSNLR**: Packet Sequence Number Last Received
- **DELTALR**: Delta Last Received
- **PSNLS**: Packet Sequence Number Last Sent
- **DELTALS**: Delta Last Sent

This information, combined with the 5-tuple, allows the measurement of the following metrics:

1. Round-trip delay
2. Server delay

2.1 Round-Trip Delay

Round-trip delay is the end-to-end delay for a packet from a source host to a destination host. This measurement has been defined, and the advantages and disadvantages discussed in "A Round-trip Delay Metric for IPPM" [RFC2681].

2.2 Server Delay

Server delay is the interval between when a packet is received by a device and the first corresponding packet is sent back in response.
This may be "Server Processing Time". It may also be a delay caused by acknowledgements. Server processing time includes the time taken by the combination of the stack and application to return the response. The stack delay may be related to network performance. If this aggregate time is seen as a problem, and there is a need to make a clear distinction between application processing time and stack delay, including that caused by the network, then more client based measurements are needed.

3 Performance and Diagnostic Metrics Destination Option Layout

3.1 Destination Options Header

The IPv6 Destination Options Header is used to carry optional information that need be examined only by a packet’s destination node(s). The Destination Options Header is identified by a Next Header value of 60 in the immediately preceding header and is defined in RFC2460 [RFC2460]. The IPv6 Performance and Diagnostic Metrics Destination Option (PDM) is an implementation of the Destination Options Header (Next Header value = 60). The PDM does not require time synchronization.

3.2 Performance and Diagnostic Metrics Destination Option

The IPv6 Performance and Diagnostic Metrics Destination Option (PDM) contains the following fields:

- **TIMEBASE**: Base timer unit
- **SCALEDL**: Scale for Delta Last Received
- **SCALEDS**: Scale for Delta Last Sent
- **PSNTP**: Packet Sequence Number This Packet
- **PSNLR**: Packet Sequence Number Last Received
- **DELTALR**: Delta Last Received
- **DELTALS**: Delta Last Sent

The PDM destination option is encoded in type-length-value (TLV) format as follows:

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Option Type | Option Length | TB | ScaleDL      |   ScaleDS   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   PSN This Packet             |  PSN Last Received            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   Delta Last Received         |  Delta Last Sent              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```
Option Type

TBD = 0xXX (TBD) [To be assigned by IANA] [RFC2780]

Option Length

8-bit unsigned integer. Length of the option, in octets, excluding the Option Type and Option Length fields. This field MUST be set to 16.

Time Base

2-bit unsigned integer. It will indicate the lowest granularity possible for this device. That is, for a value of 00 in the Time Base field, a value of 1 in the DELTA fields indicates 1 picosecond.

This field is being included so that a device may choose the granularity which most suits its timer ticks. That is, so that it does not have to do more work than needed to convert values required for the PDM.

The possible values of Time Base are as follows:

00 - milliseconds
01 - microseconds
10 - nanoseconds
11 - picoseconds

Scale Delta Last Received (SCALEDLR)

7-bit signed integer. This is the scaling value for the Delta Last Received (DELTALR) field. The possible values are from -128 to +127. See Section 4 for further discussion on Timing Considerations and formatting of the scaling values.

Scale Delta Last Sent (SCALEDLS)

7-bit signed integer. This is the scaling value for the Delta Last Sent (DELTALS) field. The possible values are from -128 to +127.

Packet Sequence Number This Packet (PSNTP)

16-bit unsigned integer. This field will wrap. It is intended for human use. That is, while to be used while analyzing packet traces.

Initialized at a random number and monotonically incremented for each
packet on the 5-tuple. The 5-tuple consists of the source and destination IP addresses, the source and destination ports, and the upper layer protocol (ex. TCP, ICMP, etc). The random number initialization is to make it harder to spoof and insert such packets.

Operating systems MUST implement a separate packet sequence number counter per 5-tuple. Operating systems MUST NOT implement a single counter for all connections.

Packet Sequence Number Last Received (PSNLR)

16-bit unsigned integer. This is the PSN of the packet last received on the 5-tuple.

Delta Last Received (DELTALR)

A 16-bit unsigned integer field. The value is according to the scale in SCALEDLR.

DELTALR = Send time packet 2 - Receive time packet 1

Delta Last Sent (DELTALS)

A 16-bit unsigned integer field. The value is according to the scale in SCALEDS.

Delta Last Sent = Receive time packet 2 - Send time packet 1

Option Type

The two highest-order bits of the Option Type field are encoded to indicate specific processing of the option; for the PDM destination option, these two bits MUST be set to 00. This indicates the following processing requirements:

00 - skip over this option and continue processing the header.

RFC2460 [RFC2460] defines other values for the Option Type field. These MUST NOT be used in the PDM. The other values are as follows:

01 - discard the packet.

10 - discard the packet and, regardless of whether or not the packet’s Destination Address was a multicast address, send an ICMP Parameter Problem, Code 2, message to the packet’s Source Address,
pointing to the unrecognized Option Type.

11 - discard the packet and, only if the packet’s Destination Address was not a multicast address, send an ICMP Parameter Problem, Code 2, message to the packet’s Source Address, pointing to the unrecognized Option Type.

In keeping with RFC2460 [RFC2460], the third-highest-order bit of the Option Type specifies whether or not the Option Data of that option can change en-route to the packet’s final destination.

In the PDM, the value of the third-highest-order bit MUST be 0. The possible values are as follows:

0 - Option Data does not change en-route
1 - Option Data may change en-route

The three high-order bits described above are to be treated as part of the Option Type, not independent of the Option Type. That is, a particular option is identified by a full 8-bit Option Type, not just the low-order 5 bits of an Option Type.

4 Considerations of Timing Representation

4.1 Encoding the Delta-Time Values

This section makes reference to and expands on the document "Encoding of Time Intervals for the TCP Timestamp Option" [TRAM-TCPM].

4.2 Timer registers are different on different hardware

One of the problems with timestamp recording is the variety of hardware that generates the time value to be used. Different CPUs track the time in registers of different sizes, and the most-frequently-iterated bit could be the first on the left or the first on the right. In order to generate some examples here it is necessary to indicate the type of timer register being used.
As described in the "IBM z/Architecture Principles of Operation" [IBM-POPS], the Time-Of-Day clock in a zSeries CPU is a 104-bit register, where bit 51 is incremented approximately every microsecond:

\[
\begin{array}{cccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 0 \\
+--------+---------+---------+---------+---------+---------+--+...+ \\
|        |         |         |         |         |*        |      | \\
+--------+---------+---------+---------+---------+---------+--+...+ \\
^ & & & & & & & 51 = 1 usec 103 \\
\end{array}
\]

To represent these values concisely a hexadecimal representation will be used, where each digit represents 4 binary bits. Thus:

- 0000 0000 0000 0001 = 1 timer unit (2**-12 usec, or about 244 psec)
- 0000 0000 0000 1000 = 1 microsecond
- 0000 0000 003E 8000 = 1 millisecond
- 0000 0000 F424 0000 = 1 second
- 0000 0039 3870 0000 = 1 minute
- 0000 0D69 3A40 0000 = 1 hour
- 0001 41DD 7600 0000 = 1 day

Note that only the first 64 bits of the register are commonly represented, as that represents a count of timer units on this hardware. Commonly the first 52 bits are all that are displayed, as that represents a count of microseconds.

4.3 Timer Units on Other Systems

This encoding method works the same with other hardware clock formats. The method uses a microsecond as the basic value and allows for large time differentials.

4.4 Time Base

We propose a base unit for the time. This is a 2-bit integer indicating the lowest granularity possible for this device. That is, for a value of 00 in the Time Base field, a value of 1 in the DELTA fields indicates 1 picosecond.
The possible values of Time Base are as follows:

- 00 - milliseconds
- 01 - microseconds
- 10 - nanoseconds
- 11 - picoseconds

Time base is not necessarily equivalent to length of one timer tick. That is, on many, if not all, systems, the timer tick value will not be in complete units of nanoseconds, milliseconds, etc. For example, on an IBM zSeries machine, one timer tick (or clock unit) is 2 to the -12th microseconds.

Therefore, some amount of conversion may be needed to approximate Time Base units.

4.5 Timer-value scaling

As discussed in [TRAM-TCPM] we propose storing not an entire time-interval value, but just the most significant bits of that value, along with a scaling factor to indicate the magnitude of the time-interval value. In our case, we will use the high-order 16 bits. The scaling value will be the number of bits in the timer register to the right of the 16th significant bit. That is, if the timer register contains this binary value:

```
11101000110101001010010000000000
<16 bits -><24 bits ->
```

then, the values stored would be 1110 1000 1101 0100 in binary (E8D4 hexadecimal) for the time value and 24 for the scaling value. Note that the displayed value is the binary equivalent of 1 second expressed in picoseconds.

The below table represents a device which has a TimeBase of picosecond (or 00). The smallest and simplest value to represent is 1 picosecond; the time value stored is 1, and the scaling value is 0. Using values from the table below, we have:
<table>
<thead>
<tr>
<th>Delta time</th>
<th>Time value in picoseconds</th>
<th>Encoded value</th>
<th>Scaling decimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 picosecond</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1 nanosecond</td>
<td>3E8</td>
<td>3E8</td>
<td>0</td>
</tr>
<tr>
<td>1 microsecond</td>
<td>F4240</td>
<td>F424</td>
<td>4</td>
</tr>
<tr>
<td>1 millisecond</td>
<td>3B9ACA00</td>
<td>3B9A</td>
<td>16</td>
</tr>
<tr>
<td>1 second</td>
<td>E8D4A51000</td>
<td>E8D4</td>
<td>24</td>
</tr>
<tr>
<td>1 minute</td>
<td>3691D6AFC000</td>
<td>3691</td>
<td>32</td>
</tr>
<tr>
<td>1 hour</td>
<td>cca2e5131000</td>
<td>CCA2</td>
<td>36</td>
</tr>
<tr>
<td>1 day</td>
<td>132f4579c980000</td>
<td>132F</td>
<td>44</td>
</tr>
<tr>
<td>365 days</td>
<td>1b5a660ea44b80000</td>
<td>1B5A</td>
<td>52</td>
</tr>
</tbody>
</table>

Sample binary values (high order 16 bits taken)

<table>
<thead>
<tr>
<th>Delta time</th>
<th>Time value (binary)</th>
<th>Time value (hexadecimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 psec</td>
<td>0001</td>
<td>3F</td>
</tr>
<tr>
<td>1 nsec</td>
<td>0011 1110 1000</td>
<td>111 0100 0100 0000</td>
</tr>
<tr>
<td>1 usec</td>
<td>1111 0101 1001 1010 1100 1010 1100 1010 0000 0000</td>
<td></td>
</tr>
<tr>
<td>1 msec</td>
<td>0011 1011 1001 1010 1100 1010 0101 0001 0000 0000 0000</td>
<td></td>
</tr>
<tr>
<td>1 sec</td>
<td>1110 1000 1101 0100 1010 0101 0001 0000 0000 0000 0000 0000</td>
<td></td>
</tr>
</tbody>
</table>

4.6 Limitations with this encoding method

If we follow the specification in [TRAM-TCPM], the size of one of these time-interval fields is limited to this 11-bit value and five-bit scale, so that they fit into a 16-bit space. With that limitation, the maximum value that could be stored in 16 bits is:

```
11-bit value  Scale
-------------  ======
1111 1111 111  1 1111
```

or an encoded value of 3FF and a scale value of 31. This value corresponds to any time differential between:

```
|<Count of zeroes is the Scale value>| 11 1111 1111 1000 0000 0000 0000 0000 0000 0000 0000 0000 0000 (binary)
3 F F 8 0 0 0 0 0 0 0 0 (hexadecimal)
```

and

```
11 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 (binary)
3 F F F F F F F F F F (hexadecimal)
```

This time value, 3FFFFFFF, converts to 50 days, 21 hours, 40 minutes and 46.511103 seconds. A time differential 1 microsecond
longer won't fit into 16 bits using this encoding method.

4.7 Lack of precision induced by timer value truncation

When the bit values following the first 11 significant bits are truncated, obviously loss of precision in the value. The range of values that will be truncated to the same encoded value is $2^{(Scale)} - 1$ microseconds.

The smallest time differential value that will be truncated is

1000 0000 0000 = 2.048 msec

The value

1000 0000 0001 = 2.049 msec

will be truncated to the same encoded value, which is 400 in hex, with a scale value of 1. With the scale value of 1, the value range is calculated as $2^{1} - 1$, or 1 usec, which you can see is the difference between these minimum and maximum values.

With that in mind, let’s look at that table of delta time values again, where the Precision is the range from the smallest value corresponding to this encoded value to the largest:

<table>
<thead>
<tr>
<th>Delta time</th>
<th>Encoded value</th>
<th>Scale</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 microsecond</td>
<td>1</td>
<td>1</td>
<td>0:00.000000</td>
</tr>
<tr>
<td>1 millisecond</td>
<td>38E</td>
<td>0</td>
<td>0:00.000000</td>
</tr>
<tr>
<td>1 second</td>
<td>F4240</td>
<td>9</td>
<td>0:00.000511</td>
</tr>
<tr>
<td>1 minute</td>
<td>3938700</td>
<td>15</td>
<td>0:00.032767</td>
</tr>
<tr>
<td>1 hour</td>
<td>D693A400</td>
<td>21</td>
<td>0:02.097151</td>
</tr>
<tr>
<td>1 day</td>
<td>141DD76000</td>
<td>26</td>
<td>1:07.108863</td>
</tr>
<tr>
<td>Maximum value</td>
<td>3FFFFFFFFF</td>
<td>31</td>
<td>35:47.483647</td>
</tr>
</tbody>
</table>

So, when measuring the delay between transmission of two packets, or between the reception of two packets, any delay shorter than 50 days 21 hours and change can be stored in this encoded fashion within 16 bits. When you encode, for example, a DTN response time delay of 50 days, 21 hours and 40 minutes, you can be assured of accuracy within 35 minutes.
5 PDM Flow - Simple Client Server

Following is a sample simple flow for the PDM with one packet sent from Host A and one packet received by Host B. The PDM does not require time synchronization between Host A and Host B. The calculations to derive meaningful metrics for network diagnostics are shown below each packet sent or received.

Each packet, in addition to the PDM contains information on the sender and receiver. As discussed before, a 5-tuple consists of:

- SADDR : IP address of the sender
- SPORT : Port for sender
- DADDR : IP address of the destination
- DPORT : Port for destination
- PROTC : Protocol for upper layer (ex. TCP, UDP, ICMP)

It should be understood that the packet identification information is in each packet. We will not repeat that in each of the following steps.

5.1 Step 1

Packet 1 is sent from Host A to Host B. The time for Host A is set initially to 10:00AM.

The time and packet sequence number are saved by the sender internally. The packet sequence number and delta times are sent in the packet.

Packet 1

```
+----------+             +----------+
|          |             |          |
|   Host   | ----------> |   Host   |
|    A     |             |    B     |
|          |             |          |
+----------+             +----------+
```

PDM Contents:

- PSNTP : Packet Sequence Number This Packet: 25
- PSNLR : Packet Sequence Number Last Received: -
- DELTLR : Delta Last Received: -
- SCALEDL : Scale of Delta LR: 0
- DELTLS : Delta Last Sent: -
- SCALEDS : Scale of Delta LS: 0
- TIMEBASE : Granularity of Time: 00 (Picoseconds)
Internally, within the sender, Host A, it must keep:

Packet Sequence Number of the last packet sent: 25
Time the last packet was sent: 10:00:00

Note, the initial PSNTP from Host A starts at a random number. In this case, 25. The timestamp is in seconds for the sake of simplicity.

5.2 Step 2

Packet 1 is received at Host B. Its time is set to one hour later than Host A. In this case, 11:00AM

Internally, within the receiver, Host B, it must note:

Packet Sequence Number of the last packet received: 25
Time the last packet was received : 11:00:03

Note, this timestamp is in Host B time. It has nothing whatsoever to do with Host A time. The Packet Sequence Number of the last packet received will become PSNLR which will be sent out in the packet sent by Host B in the next step. The time last received will be used to calculate the DELTALR value to be sent out in the packet sent by Host B in the next step.

5.3 Step 3

Packet 2 is sent by Host B to Host A. Note, the initial packet sequence number (PSNTP) from Host B starts at a random number. In this case, 12. Before sending the packet, Host B does a calculation of deltas. Since Host B knows when it is sending the packet, and it knows when it received the previous packet, it can do the following calculation:

Sending time (packet 2) - receive time (packet 1)

We will call the result of this calculation: Delta Last Received

That is:

DELTALR = Sending time (packet 2) - receive time (packet 1)

Note, both sending time and receive time are saved internally in Host B. They do not travel in the packet. Only the Delta is in the packet.
Assume that within Host B is the following:

Packet Sequence Number of the last packet received: 25
Time the last packet was received: 11:00:03
Packet Sequence Number of this packet: 12
Time this packet is being sent: 11:00:07

We can now calculate a delta value to be sent out in the packet. DE&TALR becomes:

\[ 4 \text{ seconds} = 11:00:07 - 11:00:03 \]

This is the derived metric: Server Delay. The time and scaling factor must be calculated. Then, this value, along with the packet sequence numbers will be sent to Host A as follows:

Packet 2

```
+----------+ <---------- +----------+
|          |             |          |
|   Host   | <---------- |   Host   |
|    A     |             |    B     |
|          |             |          |
+----------+             +----------+
```

PDM Contents:

<table>
<thead>
<tr>
<th>Field</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNTP</td>
<td>Packet Sequence Number This Packet: 12</td>
</tr>
<tr>
<td>PSNLR</td>
<td>Packet Sequence Number Last Received: 25</td>
</tr>
<tr>
<td>DELTALR</td>
<td>Delta Last Received: 3A35 (4 seconds)</td>
</tr>
<tr>
<td>SCALEDL</td>
<td>Scale of Delta LR: 25</td>
</tr>
<tr>
<td>DELTALS</td>
<td>Delta Last Sent: -</td>
</tr>
<tr>
<td>SCALEDS</td>
<td>Scale of Delta LS: 0</td>
</tr>
<tr>
<td>TIMEBASE</td>
<td>Granularity of Time: 00 (Picoseconds)</td>
</tr>
</tbody>
</table>

The metric left to be calculated is the Round-Trip Delay. This will be calculated by Host A when it receives Packet 2.

5.4 Step 4

Packet 2 is received at Host A. Remember, its time is set to one hour earlier than Host B. Internally, it must note:

Packet Sequence Number of the last packet received: 12
Time the last packet was received: 10:00:12

Note, this timestamp is in Host A time. It has nothing whatsoever to do with Host B time.
So, now, Host A can calculate total end-to-end time. That is:

End-to-End Time = Time Last Received - Time Last Sent

For example, packet 25 was sent by Host A at 10:00:00. Packet 12 was received by Host A at 10:00:12 so:

End-to-End time = 10:00:12 - 10:00:00 or 12 (Server and Network RT delay combined)

This derived metric we will call DELTALS or Delta Last Sent.

We can now also calculate round trip delay. The formula is:

Round trip delay = DELTALS - DELTALR

Or:

Round trip delay = 12 - 4 or 8

Now, the only problem is that at this point all metrics are in Host A only and not exposed in a packet. To do that, we need a third packet.

5.5 Step 5

Packet 3 is sent from Host A to Host B.

+----------+             +----------+
|          |             |          |
|   Host   | ----------> |   Host   |
|    A     |             |    B     |
|          |             |          |
+----------+             +----------+

PDM Contents:

PSNTP    : Packet Sequence Number This Packet:    26
PSNLR    : Packet Sequence Number Last Received:  12
DELTALR  : Delta Last Received:                    0
SCALEDL  : Scale of Delta LR                       0
DELTALS  : Delta Last Sent:                     105e (12 seconds)
SCALEDL  : Scale of Delta LR                      26
TIMEBASE : Granularity of Time:                   00 (Picoseconds)

To calculate Two-Way Delay, any packet capture device may look at these packets and do what is necessary.
6 Other Flows

What we have discussed so far is a simple flow with one packet sent and one returned. Let's look at how PDM may be useful in other types of flows.

6.1 PDM Flow - One Way Traffic

The flow on a particular session may not be a send-receive paradigm. Let us consider some other situations. In the case of a one-way flow, one might see the following:

<table>
<thead>
<tr>
<th>Packet</th>
<th>Sender</th>
<th>PSN This Packet</th>
<th>PSN Last Recvd</th>
<th>Delta Last Recvd</th>
<th>Delta Last Sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Server</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Server</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>Server</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>Server</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
</tbody>
</table>

What does this mean and how is it useful?

In a one-way flow, only the Delta Last Sent will be seen as used. Recall, Delta Last Sent is the difference between the send of one packet from a device and the next. This is a measure of throughput for the sender — according to the sender’s point of view. That is, it is a measure of how fast is the application itself (with stack time included) able to send packets.

How might this be useful? If one is having a performance issue at the client and sees that packet 2, for example, is sent after 5 microseconds from the server but takes 3 minutes to arrive at the destination, then one may safely conclude that there are delays in the path other than at the server which may be causing the delivery issue of that packet. Such delays may include the network links, middle-boxes, etc.

Now, true one-way traffic is quite rare. What people often mean by "one-way" traffic is an application such as FTP where a group of packets (for example, a TCP window size worth) is sent, then the sender waits for acknowledgment. This type of flow would actually fall into the "multiple-send" traffic model.
6.2 PDM Flow – Multiple Send Traffic

Assume that two packets are sent with each send from the server.

<table>
<thead>
<tr>
<th>Packet</th>
<th>Sender</th>
<th>PSN This Packet</th>
<th>PSN Last Recvd</th>
<th>Delta Last Recvd</th>
<th>Delta Last Sent</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Server</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Server</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>Client</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>Server</td>
<td>3</td>
<td>1</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

How might this be used?

Notice that in packet 3, the client has a value of Delta Last received of 20. Recall that Delta Last Received is the Send time of packet 3 - receive time of packet 2. So, what does one know now? In this case, Delta Last Received is the processing time for the Client to send the next packet.

How to interpret this depends on what is actually being sent. Remember, PDM is not being used in isolation, but to supplement the fields found in other headers. Let’s take some examples:

1. Client is sending a standalone TCP ACK. One would find this by looking at the payload length in the IPv6 header and the TCP Acknowledgement field in the TCP header. So, in this case, the client is taking 20 units to send back the ACK. This may or may not be interesting.

2. Client is sending data with the packet. Again, one would find this by looking at the payload length in the IPv6 header and the TCP Acknowledgement field in the TCP header. So, in this case, the client is taking 20 units to send back data. This may represent "User Think Time". Again, this may or may not be interesting, in isolation. But, if there is a performance problem receiving data at the server, then taken in conjunction with RTT or other packet timing information, this information may be quite interesting.

Of course, one also needs to look at the PSN Last Received field to make sure of the interpretation of this data. That is, to make sure that the Delta Last Received corresponds to the packet of interest.

The benefits of PDM are that we have such information available in a uniform manner for all applications and all protocols without extensive changes required to applications.
6.3 PDM Flow - Multiple Send with Errors

One might wonder if all of the functions of PDM might be better suited to TCP or a TCP option. Let us take the case of how PDM may help in a case of TCP retransmissions in a way that TCP options or TCP ACK / SEQ would not.

Assume that three packets are sent with each send from the server.

From the server, this is what is seen.

<table>
<thead>
<tr>
<th>Pkt</th>
<th>Sender</th>
<th>PSN This Pkt</th>
<th>PSN LastRecvd</th>
<th>Delta LastSent</th>
<th>Delta SEQ</th>
<th>TCP Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Server</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>2</td>
<td>Server</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>223</td>
</tr>
<tr>
<td>3</td>
<td>Server</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>333</td>
</tr>
</tbody>
</table>

The client however, does not get all the packets. From the client, this is what is seen for the packets sent from the server.

<table>
<thead>
<tr>
<th>Pkt</th>
<th>Sender</th>
<th>PSN This Pkt</th>
<th>PSN LastRecvd</th>
<th>Delta LastSent</th>
<th>Delta SEQ</th>
<th>TCP Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Server</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>2</td>
<td>Server</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>333</td>
</tr>
</tbody>
</table>

Let’s assume that the server now retransmits the packet. (Obviously, a duplicate acknowledgment sequence for fast retransmit or a retransmit timeout would occur. To illustrate the point, these packets are being left out.)

So, then if a TCP retransmission is done, then from the client, this is what is seen for the packets sent from the server.

<table>
<thead>
<tr>
<th>Pkt</th>
<th>Sender</th>
<th>PSN This Pkt</th>
<th>PSN LastRecvd</th>
<th>Delta LastSent</th>
<th>Delta SEQ</th>
<th>TCP Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Server</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>223</td>
</tr>
</tbody>
</table>

The server has resent the old packet 2 with TCP sequence number of 223. The retransmitted packet now has a PSN This Packet value of 4. The Delta Last Sent is 30 - the time between sending the packet with PSN of 3 and this current packet.

Let’s say that packet 4 STILL does not make it. Then, after some amount of time (RTO) then the packet with TCP sequence number of 223
is resent.

From the client, this is what is seen for the packets sent from the server.

<table>
<thead>
<tr>
<th>Pkt</th>
<th>Sender</th>
<th>PSN</th>
<th>PSN</th>
<th>Delta</th>
<th>Delta</th>
<th>TCP</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>This Pkt</td>
<td>LastRecvd</td>
<td>LastRecvd</td>
<td>LastSent</td>
<td>SEQ</td>
<td>Bytes</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>-----------</td>
<td>-----------</td>
<td>----------</td>
<td>-----</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Server</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>223</td>
<td>100</td>
</tr>
</tbody>
</table>

If now, this packet makes it, one has a very good idea that packets exist which are being sent from the server as retransmissions and not making it to the client. This is because the PSN of the resent packet from the server is 5 rather than 4. If we had used TCP sequence number alone, we would never have seen this situation. Because the TCP sequence number in all situations is 223.

This situation would be experienced by the user of the application (the human being actually sitting somewhere) as a "hangs" or long delay between packets. On large networks, to diagnose problems such as these where packets are lost somewhere on the network, one has to take multiple traces to find out exactly where.

The first thing is to start with doing a trace at the client and the server. So, we can see if the server sent a particular packet and the client received it. If the client did not receive it, then we start tracking back to trace points at the router right after the server and the router right before the client. Did they get these packets which the server has sent? This is a time consuming activity.

With PDM, we can speed up the diagnostic time because we may be able to use only the trace taken at the client to see what the server is sending.

7 Potential Overhead Considerations

Questions have been posed as to the potential overhead of PDM. First, PDM is entirely optional. That is, a site may choose to implement PDM or not as they wish. If they are happy with the costs of PDM vs. the benefits, then the choice should be theirs.

Below is a table outlining the potential overhead in terms of additional time to deliver the response to the end user.
<table>
<thead>
<tr>
<th>Packet Bytes</th>
<th>RTT</th>
<th>BPM</th>
<th>PDM Bytes</th>
<th>New RTT</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1000 milli</td>
<td>1</td>
<td>16</td>
<td>1016.000</td>
<td>16.000 milli</td>
</tr>
<tr>
<td>1000</td>
<td>100 milli</td>
<td>10</td>
<td>16</td>
<td>101.600</td>
<td>1.600 milli</td>
</tr>
<tr>
<td>1000</td>
<td>10 milli</td>
<td>100</td>
<td>16</td>
<td>10.160</td>
<td>.160 milli</td>
</tr>
<tr>
<td>1000</td>
<td>1 milli</td>
<td>1000</td>
<td>16</td>
<td>1.016</td>
<td>.016 milli</td>
</tr>
</tbody>
</table>

Below are some examples of actual RTTs for packets traversing large enterprise networks. The first example is for packets going to multiple business partners.

<table>
<thead>
<tr>
<th>Packet Bytes</th>
<th>RTT</th>
<th>BPM</th>
<th>PDM Bytes</th>
<th>New RTT</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>17 milli</td>
<td>58</td>
<td>16</td>
<td>17.360</td>
<td>.360 milli</td>
</tr>
</tbody>
</table>

The second example is for packets at a large enterprise customer within a data center. Notice that the scale is now in microseconds rather than milliseconds.

<table>
<thead>
<tr>
<th>Packet Bytes</th>
<th>RTT</th>
<th>BPM</th>
<th>PDM Bytes</th>
<th>New RTT</th>
<th>Overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>20 micro</td>
<td>50</td>
<td>16</td>
<td>20.320</td>
<td>320 micro</td>
</tr>
</tbody>
</table>

8 Security Considerations

TBD.

9 IANA Considerations

Option Type TBD = 0xXX (TBD) [To be assigned by IANA] [RFC2780].
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Abstract

The One-Way Active Measurement Protocol (OWAMP) and the Two-Way Active Measurement Protocol (TWAMP) are used for performance monitoring in IP networks. Delay measurement is performed in these protocols by using timestamped test packets. Some implementations use hardware-based timestamping engines that integrate the accurate transmission timestamp into every outgoing OWAMP/TWAMP test packet during transmission. Since these packets are transported over UDP, the UDP checksum field is then updated to reflect this modification. This document proposes to use the last 2 octets of every test packet as a Checksum Trailer, allowing timestamping engines to reflect the checksum modification in the last 2 octets rather than in the UDP checksum field. The behavior defined in this document is completely interoperable with existing OWAMP/TWAMP implementations.

Status of this Memo

This Internet-Draft is submitted to IETF in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF), its areas, and its working groups. Note that other groups may also distribute working documents as Internet-Drafts.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."

The list of current Internet-Drafts can be accessed at http://www.ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at http://www.ietf.org/shadow.html.

This Internet-Draft will expire on June 17, 2015.
1. Introduction

The One-Way Active Measurement Protocol ([OWAMP]) and the Two-Way Active Measurement Protocol ([TWAMP]) are used for performance monitoring in IP networks.

Delay and delay variation are two of the metrics that OWAMP/TWAMP can measure. This measurement is performed using timestamped test packets.
The accuracy of delay measurements relies on the timestamping method and its implementation. In order to facilitate accurate timestamping, an implementation MAY use a hardware based timestamping engine, as shown in Figure 1. In such cases, the OWAMP/TWAMP packets are sent and received by a software layer, whereas the timestamping engine modifies every outgoing test packet by incorporating its accurate transmission time into the <Timestamp> field in the packet.

![Diagram of OWAMP/TWAMP-enabled Node]

OWAMP/TWAMP test packets are transported over UDP. When the UDP payload is changed by an intermediate entity such as the timestamping engine, the UDP Checksum field must be updated to reflect the new payload. When using UDP over IPv4 ([UDP]), an intermediate entity that cannot update the value of the UDP checksum can assign a value of zero to the checksum field, causing the receiver to ignore the
checksum field. UDP over IPv6, as defined in [IPv6], does not allow a zero checksum, and requires the UDP checksum field to contain a correct checksum of the UDP payload.

Since an intermediate entity only modifies a specific field in the packet, i.e. the timestamp field, the UDP checksum update can be performed incrementally, using the concepts presented in [Checksum].

A similar problem is addressed in Annex E of [IEEE1588]. When the Precision Time Protocol (PTP) is transported over IPv6, two octets are appended to the end of the PTP payload for UDP checksum updates. The value of these two octets can be updated by an intermediate entity, causing the value of the UDP checksum field to remain correct.

This document defines a similar concept for [OWAMP] and [TWAMP], allowing intermediate entities to update OWAMP/TWAMP test packets and maintain the correctness of the UDP checksum by modifying the last 2 octets of the packet.

The term Checksum Trailer is used throughout this document and refers to the 2 octets at the end of the UDP payload, used for updating the UDP checksum by intermediate entities.

The usage of the Checksum Trailer can in some cases simplify the implementation, since if the packet data is processed in a serial order, it is simpler to first update the timestamp field, and then update the Checksum Trailer rather than to update the timestamp and then update the UDP checksum, residing at the UDP header.

2. Conventions used in this document

2.1. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [KEYWORDS].

2.2. Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWAMP</td>
<td>One-Way Active Measurement Protocol</td>
</tr>
<tr>
<td>PTP</td>
<td>Precision Time Protocol</td>
</tr>
<tr>
<td>TWAMP</td>
<td>Two-Way Active Measurement Protocol</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
</tbody>
</table>
3. Using the UDP Checksum Trailer in OWAMP and TWAMP

3.1. Overview

The UDP Checksum Trailer is a two-octet trailer that is piggybacked at the end of the test packet. It resides in the last 2 octets of the UDP payload.

```
+--------------------------------+
|      IPv4 / IPv6 Header        |
+--------------------------------+
|           UDP Header           |
+--------------------------------+
|       |                                |
|       |         OWAMP / TWAMP           |
|       |            packet              |
|       +--------------------------------+
|       |UDP Checksum Trailer (2 octets) |
|       +--------------------------------+
```

Figure 2 Checksum Trailer in OWAMP/TWAMP Test Packet

3.2. OWAMP / TWAMP Test Packets with Checksum Trailer

The One-Way Active Measurement Protocol [OWAMP], and the Two-Way Active Measurement Protocol [TWAMP] both make use of timestamped test packets. The formats of these packets are defined in [OWAMP] and in [TWAMP].

OWAMP/TWAMP test packets are transported over UDP, either over IPv4 or over IPv6. This document applies to both OWAMP/TWAMP over IPv4 and over IPv6.

OWAMP/TWAMP test packets contain a Packet Padding field. This document proposes to use the last 2 octets of the Packet Padding field as the Checksum Trailer. In this case the Checksum Trailer is always the last 2 octets of the UDP payload, and thus the trailer is located UDP Length - 2 octets after the beginning of the UDP header.

Figure 3 illustrates the OWAMP test packet format including the UDP checksum trailer.
Figure 3 Checksum Trailer in OWAMP Test Packets

Figure 4 illustrates the TWAMP test packet format including the UDP checksum trailer.
Figure 4 Checksum Trailer in TWAMP Test Packets

The length of the Packet Padding field in test packets is announced during the session initiation through the <Padding Length> field in the Request-Session message [OWAMP], or in the Request-TW-Session [TWAMP].

When a Checksum Trailer is included, the <Padding Length> MUST be sufficiently long to include the Checksum Trailer:

- In OWAMP the padding length is at least 2 octets, allowing the sender to incorporate the checksum trailer in the last 2 octets of the padding.
o In TWAMP the padding length is at least 29 octets. The additional padding is required since the header of reflector test packets is 27 octets longer than the header of sender test packets. Thus, the padding in reflector test packets is 27 octets shorter than in sender packet. Using 29 octets of padding in sender test packets allows both the sender and the reflector to use a 2-octet checksum trailer.

Note: the 27-octet difference between the sender packet and the reflector packet is specifically in unauthenticated mode, whereas in authenticated mode the difference between the sender and receiver packets is 56 octets. As specified in Section 3.4., the checksum trailer should only be used in unauthenticated mode.

o Two optional TWAMP features are defined in [RFC6038]: octet reflection and symmetrical size. When at least one of these features is enabled, the Request-TW-Session includes the <Padding Length> field, as well as a <Length of padding to reflect> field. In this case both fields must be sufficiently long to allow at least 2 octets of padding in both sender test packets and reflector test packets.

Specifically, when octet reflection is enabled, the two length fields must be defined such that the padding expands at least 2 octets beyond the end of the reflected octets.

As described in Section 1., the extensions described in this document are implemented by two logical layers, a protocol layer and a timestamping layer. It is assumed that the two layers are synchronized about whether the usage of the Checksum Trailer is enabled or not; since both logical layers reside in the same network device, it is assumed there is no need for a protocol that synchronizes this information between the two layers. When Checksum Trailer usage is enabled, the protocol layer must take care to verify that test packets include the necessary padding, and avoiding the need for the timestamping layer to verify that en-route test packets include the necessary padding.

3.2.1. Transmission of OWAMP/TWAMP with Checksum Trailer

The transmitter of an OWAMP/TWAMP test packet MAY include a Checksum Trailer field, incorporated in the last 2 octets of the Packet Padding.

A transmitter that includes a Checksum Trailer in its outgoing test packets MUST include a Packet Padding in these packets, the length of which MUST be sufficient to include the checksum trailer. The length of the padding field is negotiated during session initiation, as described in Section 3.2.
3.2.2. Intermediate Updates of OWAMP/TWAMP with Checksum Trailer

An intermediate entity that receives and alters an OWAMP/TWAMP test packet MAY alter the Checksum Trailer field in order to maintain the correctness of the UDP checksum value.

3.2.3. Reception of OWAMP/TWAMP with Checksum Trailer

This document does not impose new requirements on the receiving end of an OWAMP/TWAMP test packet.

The UDP layer at the receiving end verifies the UDP Checksum of received test packets, and the OWAMP/TWAMP layer SHOULD treat the Checksum Trailer as part of the Packet Padding.

3.3. Interoperability with Existing Implementations

The behavior defined in this document does not impose new requirements on the reception behavior of an OWAMP receiver or a TWAMP reflector, since the existence of the checksum trailer is transparent from the perspective of the receiver/reflectors. Thus, the functionality described in this document allows interoperability with existing implementations that comply to [OWAMP] or [TWAMP].

3.4. Using the Checksum Trailer with or without Authentication

Both OWAMP and TWAMP may use authentication, as defined in [OWAMP] or [TWAMP]. A Checksum Trailer SHOULD NOT be used when authentication is enabled. The Checksum Trailer is effective in unauthenticated mode, allowing the intermediate entity to perform serial processing of the packet without storing-and-forwarding it.

On the other hand, when message authentication is used, an intermediate entity that alters test packets must also re-compute the Message Authentication Code (MAC) accordingly. The MAC update typically requires the intermediate entity to store the packet, re-compute its MAC, and then forward it. Thus, the benefit of the checksum trailer is effectively irrelevant when a MAC is used.

Note: while [OWAMP] and [TWAMP] include an inherent security mechanism, these protocols can be secured by other measures, e.g., [IPPMIPsec]. For similar reasons as described above, a Checksum Trailer SHOULD NOT be used in this case.
4. Security Considerations

This document describes how a Checksum Trailer extension can be used for maintaining the correctness of the UDP checksum.

The purpose of this extension is to ease the implementation of accurate timestamping engines, as described in Figure 1. The extension is intended to be used internally in an OWAMP/TWAMP enabled node, and not intended to be used by intermediate switches and routers that reside between the sender and the receiver/reflector. Any modification of a test packet by intermediate switches or routers should be considered a malicious MITM attack.

It is important to emphasize that the scheme described in this document does not increase the protocol’s vulnerability to MITM attacks; a MITM who maliciously modifies a packet and its checksum trailer is logically equivalent to a MITM attacker who modifies a packet and its UDP Checksum field.

The concept described in this document is intended to be used only in unauthenticated mode. As described in Section 3.4., the benefits of the Checksum Trailer do not apply when authentication is enabled.

5. IANA Considerations

There are no IANA actions required by this document.

RFC Editor: please delete this section before publication.
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1. Open Issues

1. Define the Filter column subcolumns, i.e. how filters are expressed.

2. Need to include an example for a name for a passive metric

3. Shall we remove the definitions of active and passive? If we remove it, shall we keep all the related comments in the draft?

4. URL: should we include a URL link in each registry entry with a URL specific to the entry that links to a different text page that contains all the details of the registry entry as in http://www.iana.org/assignments/xml-registry/xml-registry.xhtml#ns

2. Introduction

The IETF specifies and uses Performance Metrics of protocols and applications transported over its protocols. Performance metrics are such an important part of the operations of IETF protocols that [RFC6390] specifies guidelines for their development.

The definition and use of Performance Metrics in the IETF happens in various working groups (WG), most notably:

The "IP Performance Metrics" (IPPM) WG is the WG primarily focusing on Performance Metrics definition at the IETF.

The "Metric Blocks for use with RTCP’s Extended Report Framework" (XRBLOCK) WG recently specified many Performance Metrics related to "RTP Control Protocol Extended Reports (RTCP XR)" [RFC3611], which establishes a framework to allow new information to be conveyed in RTCP, supplementing the original report blocks defined in "RTP: A Transport Protocol for Real-Time Applications", [RFC3550].
The "Benchmarking Methodology" WG (BMWG) defined many Performance Metrics for use in laboratory benchmarking of inter-networking technologies.

The "IP Flow Information eXport" (IPFIX) WG Information elements related to Performance Metrics are currently proposed.

The "Performance Metrics for Other Layers" (PMOL) concluded WG, defined some Performance Metrics related to Session Initiation Protocol (SIP) voice quality [RFC6035].

It is expected that more Performance Metrics will be defined in the future, not only IP-based metrics, but also metrics which are protocol-specific and application-specific.

However, despite the importance of Performance Metrics, there are two related problems for the industry. First, how to ensure that when one party requests another party to measure (or report or in some way act on) a particular Performance Metric, then both parties have exactly the same understanding of what Performance Metric is being referred to. Second, how to discover which Performance Metrics have been specified, so as to avoid developing new Performance Metric that is very similar. The problems can be addressed by creating a registry of performance metrics. The usual way in which IETF organizes namespaces is with Internet Assigned Numbers Authority (IANA) registries, and there is currently no Performance Metrics Registry maintained by the IANA.

This document therefore creates a Performance Metrics Registry. It also provides best practices on how to specify new entries or update ones in the Performance Metrics Registry.

3. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

Performance Metric: A Performance Metric is a quantitative measure of performance, targeted to an IETF-specified protocol or targeted to an application transported over an IETF-specified protocol. Examples of Performance Metrics are the FTP response time for a complete file download, the DNS response time to resolve the IP address, a database logging time, etc. This definition is consistent with the definition of metric in [RFC2330] and broader than the definition of performance metric in [RFC6390].
Registered Performance Metric: A Registered Performance Metric (or Registered Metric) is a Performance Metric expressed as an entry in the Performance Metric Registry, administered by IANA. Such a performance metric has met all the registry review criteria defined in this document in order to included in the registry.

Performance Metrics Registry: The IANA registry containing Registered Performance Metrics. In this document, it is also called simply "Registry".

Proprietary Registry: A set of metrics that are registered in a proprietary registry, as opposed to Performance Metrics Registry.

Performance Metrics Experts: The Performance Metrics Experts is a group of experts selected by the IESG to validate the Performance Metrics before updating the Performance Metrics Registry. The Performance Metrics Experts work closely with IANA.

Parameter: An input factor defined as a variable in the definition of a metric. A numerical or other specified factor forming one of a set that defines a metric or sets the conditions of its operation. All Parameters must be known to measure using a metric and interpret the results. Although Parameters do not change the fundamental nature of the metric's definition, some have substantial influence on the network property being assessed and interpretation of the results.

Consider the case of packet loss in the following two active measurement cases. The first case is packet loss as background loss where the parameter set includes a very sparse Poisson stream, and only characterizes the times when packets were lost. Actual user streams likely see much higher loss at these times, due to tail drop or radio errors. The second case is packet loss as inverse of Throughput where the parameter set includes a very dense, bursty stream, and characterizes the loss experienced by a stream that approximates a user stream. These are both "loss metrics", but the difference in interpretation of the results is highly dependent on the Parameters (at least), to the extreme where we are actually using loss to infer its compliment: delivered throughput.

Active Measurement Method: Methods of Measurement conducted on traffic which serves only the purpose of measurement and is generated for that reason alone, and whose traffic characteristics are known a priori. Examples of Active Measurement Methods are the the measurement methods for the One way delay metric defined in [RFC2679] and the one for round trip delay defined in [RFC2681].
Passive Measurement Method: Methods of Measurement conducted on network traffic, generated either from the end users or from network elements. One characteristic of Passive Measurement Methods is that sensitive information may be observed, and as a consequence, stored in the measurement system.


4. Scope

This document is meant for two different audiences. For those defining new Registered Performance Metrics, it provides specifications and best practices to be used in deciding which Registered Metrics are useful for a measurement study, instructions for writing the text for each column of the Registered Metrics, and information on the supporting documentation required for the new Registry entry (up to and including the publication of one or more RFCs or I-Ds describing it). For the appointed Performance Metrics Experts and for IANA personnel administering the new IANA Performance Metric Registry, it defines a set of acceptance criteria against which these proposed Registry Entries should be evaluated.

This document specifies a Performance Metrics Registry in IANA. This Performance Metric Registry is applicable to Performance Metrics issued from Active Measurement, Passive Measurement, from end-point calculation or any other form of Performance Metric. This registry is designed to encompass Performance Metrics developed throughout the IETF and especially for the following existing working groups: IPPM, XRBLOCK, IPFIX, and BMWG. This document analyzes an prior attempt to set up a Performance Metric Registry, and the reasons why this design was inadequate [RFC6248]. Finally, this document gives a set of guidelines for requesters and expert reviewers of candidate Registered Performance Metrics.

This document makes no attempt to populate the Registry with initial entries. It does provides a few examples that are merely illustrations and should not be included in the registry at this point in time.

Based on [RFC5226] Section 4.3, this document is processed as Best Current Practice (BCP) [RFC2026].

5. Motivation for a Performance Metrics Registry

In this section, we detail several motivations for the Performance Metric Registry.
5.1. Interoperability

As any IETF registry, the primary use for a registry is to manage a namespace for its use within one or more protocols. In the particular case of the Performance Metric Registry, there are two types of protocols that will use the Performance Metrics in the Registry during their operation (by referring to the Index values):

- Control protocol: this type of protocols is used to allow one entity to request another entity to perform a measurement using a specific metric defined by the Registry. One particular example is the LMAP framework [I-D.ietf-lmap-framework]. Using the LMAP terminology, the Registry is used in the LMAP Control protocol to allow a Controller to request a measurement task to one or more Measurement Agents. In order to enable this use case, the entries of the Performance Metric Registry must be well enough defined to allow a Measurement Agent implementation to trigger a specific measurement task upon the reception of a control protocol message. This requirements heavily constrains the type of entries that are acceptable for the Performance Metric Registry.

- Report protocol: This type of protocols is used to allow an entity to report measurement results to another entity. By referencing to a specific Performance Metric Registry, it is possible to properly characterize the measurement result data being transferred. Using the LMAP terminology, the Registry is used in the Report protocol to allow a Measurement Agent to report measurement results to a Collector.

5.2. Single point of reference for Performance Metrics

A Registry for Performance Metrics serves as a single point of reference for Performance Metrics defined in different working groups in the IETF. As we mentioned earlier, there are several WGs that define Performance Metrics in the IETF and it is hard to keep track of all them. This results in multiple definitions of similar metrics that attempt to measure the same phenomena but in slightly different (and incompatible) ways. Having a Registry would allow both the IETF community and external people to have a single list of relevant Performance Metrics defined by the IETF (and others, where appropriate). The single list is also an essential aspect of communication about metrics, where different entities that request measurements, execute measurements, and report the results can benefit from a common understanding of the referenced metric.
5.3. Side benefits

There are a couple of side benefits of having such a Registry. First, the Registry could serve as an inventory of useful and used metrics, that are normally supported by different implementations of measurement agents. Second, the results of measurements using the metrics would be comparable even if they are performed by different implementations and in different networks, as the metric is properly defined. BCP 176 [RFC6576] examines whether the results produced by independent implementations are equivalent in the context of evaluating the completeness and clarity of metric specifications. This BCP defines the standards track advancement testing for (active) IPPM metrics, and the same process will likely suffice to determine whether Registry entries are sufficiently well specified to result in comparable (or equivalent) results. Registry entries which have undergone such testing SHOULD be noted, with a reference to the test results.

6. Criteria for Performance Metrics Registration

It is neither possible nor desirable to populate the Registry with all combinations of input parameters of all Performance Metrics. The Registered Performance Metrics should be:

1. interpretable by the user,
2. implementable by the software designer,
3. deployable by network operators, without major impact on the networks,
4. accurate, for interoperability and deployment across vendors,
5. Operationally useful, so that it has significant industry interest and/or has seen deployment,
6. Sufficiently tightly defined, so that different values for the Run-time Parameters does not change the fundamental nature of the measurement, nor change the practicality of its implementation.

In essence, there needs to be evidence that a candidate Registry entry has significant industry interest, or has seen deployment, and there is agreement that the candidate Registered Metric serves its intended purpose.
7. Performance Metric Registry: Prior attempt

There was a previous attempt to define a metric registry RFC 4148 [RFC4148]. However, it was obsoleted by RFC 6248 [RFC6248] because it was "found to be insufficiently detailed to uniquely identify IPPM metrics... [there was too much] variability possible when characterizing a metric exactly" which led to the RFC4148 registry having "very few users, if any".

A couple of interesting additional quotes from RFC 6248 might help understand the issues related to that registry.

1. "It is not believed to be feasible or even useful to register every possible combination of Type P, metric parameters, and Stream parameters using the current structure of the IPPM Metrics Registry."

2. "The registry structure has been found to be insufficiently detailed to uniquely identify IPPM metrics."

3. "Despite apparent efforts to find current or even future users, no one responded to the call for interest in the RFC 4148 registry during the second half of 2010."

The current approach learns from this by tightly defining each entry in the registry with only a few variable (Run-time) Parameters to be specified by the measurement designer, if any. The idea is that entries in the Registry stem from different measurement methods which require input (Run-time) parameters to set factors like source and destination addresses (which do not change the fundamental nature of the measurement). The downside of this approach is that it could result in a large number of entries in the Registry. There is agreement that less is more in this context - it is better to have a reduced set of useful metrics rather than a large set of metrics, some with questionable usefulness. Therefore this document defines that the Registry only includes metrics that are well defined and that have proven to be operationally useful. In order to assure these two characteristics, a set of experts are required to review the allocation request to verify that the metric is well defined and it is operationally useful.

7.1. Why this Attempt Will Succeed

The Registry defined in this document addresses the main issues identified in the previous attempt. As we mention in the previous section, one of the main issues with the previous registry was that the metrics contained in the registry were too generic to be useful. In this Registry, the Registry requests are evaluated by an expert
group, the Performance Metrics Experts, who will make sure that the metric is properly defined. This document provides guidelines to assess if a metric is properly defined.

Another key difference between this attempt and the previous one is that in this case there is at least one clear user for the Registry: the LMAP framework and protocol. Because the LMAP protocol will use the Registry values in its operation, this actually helps to determine if a metric is properly defined. In particular, since we expect that the LMAP control protocol will enable a controller to request a measurement agent to perform a measurement using a given metric by embedding the Performance Metric Registry value in the protocol, a metric is properly specified if it is defined well-enough so that it is possible (and practical) to implement the metric in the measurement agent. This was the failure of the previous attempt: a registry entry with an undefined Type-P (section 13 of RFC 2330 [RFC2330]) allows implementation to be ambiguous.

8. Definition of the Performance Metric Registry

In this section we define the columns of the Performance Metric Registry. This registry will contain all Registered Performance Metrics including active, passive, hybrid, endpoint metrics and any other type of performance metric that can be envisioned. Because of that, it may be the case that some of the columns defined are not applicable for a given type of metric. If this is the case, the column(s) SHOULD be populated with the "NA" value (Non Applicable). However, the "NA" value MUST NOT be used by any metric in the following columns: Identifier, Name, URI, Status, Requester, Revision, Revision Date, Description and Reference Specification. Moreover, In addition, it may be possible that in the future, a new type of metric requires additional columns. Should that be the case, it is possible to add new columns to the registry. The specification defining the new column(s) must define how to populate the new column(s) for existing entries.

The columns of the Performance Metric Registry are defined next. The columns are grouped into "Categories" to facilitate the use of the registry. Categories are described at the 8.x heading level, and columns are at the 8.x.y heading level. The Figure below illustrates this organization. An entry (row) therefore gives a complete description of a Registered Metric.

Each column serves as a check-list item and helps to avoid omissions during registration and expert review.
Registry Categories and Columns, shown as

<table>
<thead>
<tr>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Column</td>
</tr>
</tbody>
</table>

Summary

| ID | Name | URI | Description |
|------------------|------------------|

Metric Definition

<table>
<thead>
<tr>
<th>Reference Definition</th>
<th>Fixed Parameters</th>
</tr>
</thead>
</table>

Method of Measurement

<table>
<thead>
<tr>
<th>Reference Method</th>
<th>Packet Generation</th>
<th>Traffic Filter</th>
<th>Sampling dist.</th>
<th>Run-time Param</th>
<th>Role</th>
</tr>
</thead>
</table>

Output

<table>
<thead>
<tr>
<th>Type</th>
<th>Reference Definition</th>
<th>Units</th>
</tr>
</thead>
</table>

Administrative information

<table>
<thead>
<tr>
<th>Status</th>
<th>Request</th>
<th>Rev</th>
<th>Rev.Date</th>
</tr>
</thead>
</table>

Comments and Remarks

8.1. Summary Category

8.1.1. Identifier

A numeric identifier for the Registered Performance Metric. This identifier MUST be unique within the Performance Metric Registry.

The Registered Performance Metric unique identifier is a 16-bit integer (range 0 to 65535). When adding newly Registered Performance Metrics to the Performance Metric Registry, IANA should assign the lowest available identifier to the next Registered Performance Metric.
8.1.2. Name

As the name of a Registered Performance Metric is the first thing a potential implementor will use when determining whether it is suitable for a given application, it is important to be as precise and descriptive as possible.

New names of Registered Performance Metrics:

1. "MUST be chosen carefully to describe the Registered Performance Metric and the context in which it will be used."

2. "MUST be unique within the Performance Metric Registry."

3. "MUST use capital letters for the first letter of each component. All other letters MUST be lowercase, even for acronyms. Exceptions are made for acronyms containing a mixture of lowercase and capital letters, such as 'IPv4' and 'IPv6'."

4. MUST use '_' between each component of the Registered Performance Metric name.

5. MUST start with prefix Act_ for active measurement Registered Performance Metric.

6. MUST start with prefix Pas_ for passive monitoring Registered Performance Metric.

7. Other types of metrics should define a proper prefix for identifying the type.

8. The remaining rules for naming are left for the Performance Experts to determine as they gather experience, so this is an area of planned update by a future RFC.

An example is "Act_UDP_Latency_Poisson_99mean" for a active monitoring UDP latency metric using a Poisson stream of packets and producing the 99th percentile mean as output.

8.1.3. URI

The URI column MUST contain a URI [RFC 3986] that uniquely identified the metric. The URI is a URN [RFC 2141]. The URI is automatically generated by prepending the prefix urn:ietf:params:ippm:metric: to the metric name. The resulting URI is globally unique.
8.1.4. Description

A Registered Performance Metric Description is a written representation of a particular Registry entry. It supplements the metric name to help Registry users select relevant Registered Performance Metrics.

8.2. Metric Definition Category

This category includes columns to prompt all necessary details related to the metric definition, including the RFC reference and values of input factors, called fixed parameters, which are left open in the RFC but have a particular value defined by the performance metric.

8.2.1. Reference Definition

This entry provides a reference (or references) to the relevant section(s) of the document(s) that define the metric, as well as any supplemental information needed to ensure an unambiguous definition for implementations. The reference needs to be an immutable document, such as an RFC; for other standards bodies, it is likely to be necessary to reference a specific, dated version of a specification.

8.2.2. Fixed Parameters

Fixed Parameters are input factors whose value must be specified in the Registry. The measurement system uses these values.

Where referenced metrics supply a list of Parameters as part of their descriptive template, a sub-set of the Parameters will be designated as Fixed Parameters. For example, for active metrics, Fixed Parameters determine most or all of the IPPM Framework convention "packets of Type-P" as described in [RFC2330], such as transport protocol, payload length, TTL, etc. An example for passive metrics is for RTP packet loss calculation that relies on the validation of a packet as RTP which is a multi-packet validation controlled by MIN_SEQUENTIAL as defined by [RFC3550]. Varying MIN_SEQUENTIAL values can alter the loss report and this value could be set as a Fixed Parameter.

A Parameter which is a Fixed Parameter for one Registry entry may be designated as a Run-time Parameter for another Registry entry.
8.3. Method of Measurement Category

This category includes columns for references to relevant sections of the RFC(s) and any supplemental information needed to ensure an unambiguous method for implementations.

8.3.1. Reference Method

This entry provides references to relevant sections of the RFC(s) describing the method of measurement, as well as any supplemental information needed to ensure unambiguous interpretation for implementations referring to the RFC text.

Specifically, this section should include pointers to pseudocode or actual code that could be used for an unambiguous implementation.

8.3.2. Packet Generation Stream

This column applies to metrics that generate traffic for a part of their Measurement Method purposes including but not necessarily limited to Active metrics. The generated traffic is referred as stream and this columns describe its characteristics.

Each entry for this column contains the following information:

- **Value**: The name of the packet stream scheduling discipline
- **Stream Parameters**: The values and formats of input factors for each type of stream. For example, the average packet rate and distribution truncation value for streams with Poisson-distributed inter-packet sending times.
- **Reference**: the specification where the stream is defined.

The simplest example of stream specification is Singleton scheduling (see [RFC2330]), where a single atomic measurement is conducted. Each atomic measurement could consist of sending a single packet (such as a DNS request) or sending several packets (for example, to request a webpage). Other streams support a series of atomic measurements in a "sample", with a schedule defining the timing between each transmitted packet and subsequent measurement. Principally, two different streams are used in IPPM metrics, Poisson distributed as described in [RFC2330] and Periodic as described in [RFC3432]. Both Poisson and Periodic have their own unique parameters, and the relevant set of values is specified in this column.
8.3.3. Traffic Filter

This column applies to metrics that observe packets flowing through (the device with) the measurement agent i.e. that is not necessarily addressed to the measurement agent. This includes but is not limited to Passive Metrics. The filter specifies the traffic that is measured. This includes protocol field values/ranges, such as address ranges, and flow or session identifiers.

8.3.4. Sampling distribution

The sampling distribution defines out of all the packets that match the traffic filter, which one of those are actually used for the measurement. One possibility is "all" which implies that all packets matching the Traffic filter are considered, but there may be other sampling strategies. It includes the following information:

- Value: the name of the sampling distribution
- Parameters: if any.
- Reference definition: pointer to the specification where the sampling distribution is properly defined.

8.3.5. Run-time Parameters

Run-Time Parameters are input factors that must be determined, configured into the measurement system, and reported with the results for the context to be complete. However, the values of these parameters is not specified in the Registry, rather these parameters are listed as an aid to the measurement system implementor or user (they must be left as variables, and supplied on execution).

Where metrics supply a list of Parameters as part of their descriptive template, a sub-set of the Parameters will be designated as Run-Time Parameters.

Examples of Run-time Parameters include IP addresses, measurement point designations, start times and end times for measurement, and other information essential to the method of measurement.

8.3.6. Role

In some method of measurements, there may be several roles defined e.g. on a one-way packet delay active measurement, there is one measurement agent that generates the packets and the other one that receives the packets. This column contains the name of the role for this particular entry. In the previous example, there should be two
entries into the registry, one for each role, so that when a measurement agent is instructed to perform the one-way delay source metric, it knows that it is supposed to generate packets. The values for this field are defined in the reference method of measurement.

8.4. Output Category

For entries which involve a stream and many singleton measurements, a statistic may be specified in this column to summarize the results to a single value. If the complete set of measured singletons is output, this will be specified here.

Some metrics embed one specific statistic in the reference metric definition, while others allow several output types or statistics.

8.4.1. Value

This column contains the name of the output type. The output type defines the type of result that the metric produces. It can be the raw results or it can be some form of statistic. The specification of the output type must define the format of the output. In some systems, format specifications will simplify both measurement implementation and collection/storage tasks. Note that if two different statistics are required from a single measurement (for example, both "Xth percentile mean" and "Raw"), then a new output type must be defined ("Xth percentile mean AND Raw").

8.4.2. Reference

This column contains a pointer to the specification where the output type is defined.

8.4.3. Metric Units

The measured results must be expressed using some standard dimension or units of measure. This column provides the units.

When a sample of singletons (see [RFC2330] for definitions of these terms) is collected, this entry will specify the units for each measured value.

8.5. Administrative information

8.5.1. Status

The status of the specification of this Registered Performance Metric. Allowed values are ‘current’ and ‘deprecated’. All newly defined Information Elements have ‘current’ status.
8.5.2. Requester

The requester for the Registered Performance Metric. The requester MAY be a document, such as RFC, or person.

8.5.3. Revision

The revision number of a Registered Performance Metric, starting at 0 for Registered Performance Metrics at time of definition and incremented by one for each revision.

8.5.4. Revision Date

The date of acceptance or the most recent revision for the Registered Performance Metric.

8.6. Comments and Remarks

Besides providing additional details which do not appear in other categories, this open Category (single column) allows for unforeseen issues to be addressed by simply updating this informational entry.

9. The Life-Cycle of Registered Metrics

Once a Performance Metric or set of Performance Metrics has been identified for a given application, candidate Registry entry specifications in accordance with Section 8 are submitted to IANA to follow the process for review by the Performance Metric Experts, as defined below. This process is also used for other changes to the Performance Metric Registry, such as deprecation or revision, as described later in this section.

It is also desirable that the author(s) of a candidate Registry entry seek review in the relevant IETF working group, or offer the opportunity for review on the WG mailing list.

9.1. Adding new Performance Metrics to the Registry

Requests to change Registered Metrics in the Performance Metric Registry are submitted to IANA, which forwards the request to a designated group of experts (Performance Metric Experts) appointed by the IESG; these are the reviewers called for by the Expert Review RFC5226 policy defined for the Performance Metric Registry. The Performance Metric Experts review the request for such things as compliance with this document, compliance with other applicable Performance Metric-related RFCs, and consistency with the currently defined set of Registered Performance Metrics.
Authors are expected to review compliance with the specifications in this document to check their submissions before sending them to IANA.

The Performance Metric Experts should endeavor to complete referred reviews in a timely manner. If the request is acceptable, the Performance Metric Experts signify their approval to IANA, which updates the Performance Metric Registry. If the request is not acceptable, the Performance Metric Experts can coordinate with the requester to change the request to be compliant. The Performance Metric Experts may also choose in exceptional circumstances to reject clearly frivolous or inappropriate change requests outright.

This process should not in any way be construed as allowing the Performance Metric Experts to overrule IETF consensus. Specifically, any Registered Metrics that were added with IETF consensus require IETF consensus for revision or deprecation.

Decisions by the Performance Metric Experts may be appealed as in Section 7 of RFC5226.

9.2. Revising Registered Performance Metrics

A request for Revision is only permissible when the changes maintain backward-compatibility with implementations of the prior Registry entry describing a Registered Metric (entries with lower revision numbers, but the same Identifier and Name).

The purpose of the Status field in the Performance Metric Registry is to indicate whether the entry for a Registered Metric is ‘current’ or ‘deprecated’.

In addition, no policy is defined for revising IANA Performance Metric entries or addressing errors therein. To be certain, changes and deprecations within the Performance Metric Registry are not encouraged, and should be avoided to the extent possible. However, in recognition that change is inevitable, the provisions of this section address the need for revisions.

Revisions are initiated by sending a candidate Registered Performance Metric definition to IANA, as in Section X, identifying the existing Registry entry.

The primary requirement in the definition of a policy for managing changes to existing Registered Performance Metrics is avoidance of interoperability problems; Performance Metric Experts must work to maintain interoperability above all else. Changes to Registered Performance Metrics may only be done in an inter-operable way; necessary changes that cannot be done in a way to allow
interoperability with unchanged implementations must result in the creation of a new Registered Metric and possibly the deprecation of the earlier metric.

A change to a Registered Performance Metric is held to be backward-compatible only when:

1. "it involves the correction of an error that is obviously only editorial; or"

2. "it corrects an ambiguity in the Registered Performance Metric’s definition, which itself leads to issues severe enough to prevent the Registered Performance Metric’s usage as originally defined; or"

3. "it corrects missing information in the metric definition without changing its meaning (e.g., the explicit definition of ‘quantity’ semantics for numeric fields without a Data Type Semantics value); or"

4. "it harmonizes with an external reference that was itself corrected."

If an Performance Metric revision is deemed permissible by the Performance Metric Experts, according to the rules in this document, IANA makes the change in the Performance Metric Registry. The requester of the change is appended to the requester in the Registry.

Each Registered Performance Metric in the Registry has a revision number, starting at zero. Each change to a Registered Performance Metric following this process increments the revision number by one.

COMMENT: Al (and Phil) think we should keep old/revised entries as-is, marked as deprecated >>>> Since any revision must be interoperable according to the criteria above, there is no need for the Performance Metric Registry to store information about old revisions.

When a revised Registered Performance Metric is accepted into the Performance Metric Registry, the date of acceptance of the most recent revision is placed into the revision Date column of the Registry for that Registered Performance Metric.

Where applicable, additions to Registry entries in the form of text Comments or Remarks should include the date, but such additions may not constitute a revision according to this process.

Older version(s) of the updated metric entries are kept in the registry for archival purposes. The older entries are kept with all
fields unmodified (version, revision date) except for the status field that is changed to "Deprecated".

9.3. Deprecating Registered Performance Metrics

Changes that are not permissible by the above criteria for Registered Metric’s revision may only be handled by deprecation. A Registered Performance Metric MAY be deprecated and replaced when:

1. "the Registered Performance Metric definition has an error or shortcoming that cannot be permissibly changed as in Section Revising Registered Performance Metrics; or"

2. "the deprecation harmonizes with an external reference that was itself deprecated through that reference’s accepted deprecation method; or"

A request for deprecation is sent to IANA, which passes it to the Performance Metric Expert for review, as in Section ‘The Process for Review by the Performance Metric Experts’. When deprecating an Performance Metric, the Performance Metric description in the Performance Metric Registry must be updated to explain the deprecation, as well as to refer to any new Performance Metrics created to replace the deprecated Performance Metric.

The revision number of a Registered Performance Metric is incremented upon deprecation, and the revision Date updated, as with any revision.

The use of deprecated Registered Metrics should result in a log entry or human-readable warning by the respective application.

Names and Metric ID of deprecated Registered Metrics must not be reused.

 Deprecated metric entries are kept in the registry for archival purposes. The deprecated entries are kept with all fields unmodified (version, revision date) except for the status field that is changed to "Deprecated".

10. Security considerations

This draft doesn’t introduce any new security considerations for the Internet. However, the definition of Performance Metrics may introduce some security concerns, and should be reviewed with security in mind.
11. IANA Considerations

This document specifies the procedure for Performance Metrics Registry setup. IANA is requested to create a new Registry for Performance Metrics called "Registered Performance Metrics" with the columns defined in Section 8.

New assignments for Performance Metric Registry will be administered by IANA through Expert Review [RFC5226], i.e., review by one of a group of experts, the Performance Metric Experts, appointed by the IESG upon recommendation of the Transport Area Directors. The experts can be initially drawn from the Working Group Chairs and document editors of the Performance Metrics Directorate among other sources of experts.

The Identifier values from 64512 to 65536 are reserved for private use. The name starting with the prefix Priv- are reserved for private use.

This document requests the allocation of the URI prefix urn:ietf:params:ippm:metric for the purpose of generating URIs for registered metrics.
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Abstract

We introduce a new class of model based metrics designed to determine if an end-to-end Internet path can meet predefined bulk transport performance targets by applying a suite of IP diagnostic tests to successive subpaths. The subpath-at-a-time tests can be robustly applied to key infrastructure, such as interconnects, to accurately detect if any part of the infrastructure will prevent the full end-to-end paths traversing them from meeting the specified target performance.

The diagnostic tests consist of precomputed traffic patterns and statistical criteria for evaluating packet delivery. The traffic patterns are precomputed to mimic TCP or other transport protocol over a long path but are constructed in such a way that they are independent of the actual details of the subpath under test, end systems or applications. Likewise the success criteria depends on the packet delivery statistics of the subpath, as evaluated against a protocol model applied to the target performance. The success criteria also does not depend on the details of the subpath, end systems or application. This makes the measurements open loop, eliminating most of the difficulties encountered by traditional bulk transport metrics.

Model based metrics exhibit several important new properties not present in other Bulk Capacity Metrics, including the ability to reason about concatenated or overlapping subpaths. The results are vantage independent which is critical for supporting independent validation of tests results from multiple Measurement Points.

This document does not define diagnostic tests directly, but provides a framework for designing suites of diagnostics tests that are tailored to confirming that infrastructure can meet the target performance.
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1. Introduction

Bulk performance metrics evaluate an Internet path’s ability to carry bulk data. Model based bulk performance metrics rely on mathematical TCP models to design a targeted diagnostic suite (TDS) of IP performance tests which can be applied independently to each subpath of the full end-to-end path. These targeted diagnostic suites allow independent tests of subpaths to accurately detect if any subpath will prevent the full end-to-end path from delivering bulk data at the specified performance target, independent of the measurement vantage points or other details of the test procedures used for each measurement.

The end-to-end target performance is determined by the needs of the user or application, outside the scope of this document. For bulk data transport, the primary performance parameter of interest is the target data rate. However, since TCP’s ability to compensate for less than ideal network conditions is fundamentally affected by the Round Trip Time (RTT) and the Maximum Transmission Unit (MTU) of the entire end-to-end path over which the data traverses, these parameters must also be specified in advance. They may reflect a specific real path through the Internet or an idealized path representing a typical user community. The target values for these three parameters, Data Rate, RTT and MTU, inform the mathematical models used to design the TDS.

Each IP diagnostic test in a TDS consists of a precomputed traffic pattern and statistical criteria for evaluating packet delivery.

Mathematical models are used to design traffic patterns that mimic TCP or other bulk transport protocol operating at the target data rate, MTU and RTT over a full range of conditions, including flows that are bursty at multiple time scales. The traffic patterns are computed in advance based on the three target parameters of the end-to-end path and independent of the properties of individual subpaths. As much as possible the measurement traffic is generated deterministically in ways that minimize the extent to which test methodology, measurement points, measurement vantage or path partitioning affect the details of the measurement traffic.

Mathematical models are also used to compute the bounds on the packet delivery statistics for acceptable IP performance. Since these statistics, such as packet loss, are typically aggregated from all subpaths of the end-to-end path, the end-to-end statistical bounds need to be apportioned as a separate bound for each subpath. Note that links that are expected to be bottlenecks are expected to contribute a larger fraction of the total packet loss and/or delay. In compensation, other links have to be constrained to contribute
less packet loss and delay. The criteria for passing each test of a TDS is an apportioned share of the total bound determined by the mathematical model from the end-to-end target performance.

In addition to passing or failing, a test can be deemed to be inconclusive for a number of reasons including: the precomputed traffic pattern was not accurately generated; the measurement results were not statistically significant; and others such as failing to meet some required test preconditions.

This document describes a framework for deriving traffic patterns and delivery statistics for model based metrics. It does not fully specify any measurement techniques. Important details such as packet type-p selection, sampling techniques, vantage selection, etc. are not specified here. We imagine Fully Specified Targeted Diagnostic Suites (FSTDS), that define all of these details. We use TDS to refer to the subset of such a specification that is in scope for this document. A TDS includes the target parameters, documentation of the models and assumptions used to derive the diagnostic test parameters, specifications for the traffic and delivery statistics for the tests themselves, and a description of a test setup that can be used to validate the tests and models.

Section 2 defines terminology used throughout this document.

It has been difficult to develop Bulk Transport Capacity [RFC3148] metrics due to some overlooked requirements described in Section 3 and some intrinsic problems with using protocols for measurement, described in Section 4.

In Section 5 we describe the models and common parameters used to derive the targeted diagnostic suite. In Section 6 we describe common testing procedures. Each subpath is evaluated using suite of far simpler and more predictable diagnostic tests described in Section 7. In Section 8 we present an example TDS that might be representative of HD video, and illustrate how MBM can be used to address difficult measurement situations, such as confirming that intercarrier exchanges have sufficient performance and capacity to deliver HD video between ISPs.

There exists a small risk that model based metric itself might yield a false pass result, in the sense that every subpath of an end-to-end path passes every IP diagnostic test and yet a real application fails to attain the performance target over the end-to-end path. If this happens, then the validation procedure described in Section 9 needs to be used to prove and potentially revise the models.

Future documents may define model based metrics for other traffic
classes and application types, such as real time streaming media.

1.1. TODO

This section to be removed prior to publication.

Please send comments about this draft to ippm@ietf.org. See http://goo.gl/02tkD for more information including: interim drafts, an up to date todo list and information on contributing.

Formatted: Mon Mar 9 14:37:24 PDT 2015

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

Terminology about paths, etc. See [RFC2330] and [RFC7398].

[data] sender: Host sending data and receiving ACKs.
[data] receiver: Host receiving data and sending ACKs.
subpath: A portion of the full path. Note that there is no requirement that subpaths be non-overlapping.
Measurement Point: Measurement points as described in [RFC7398].
test path: A path between two measurement points that includes a subpath of the end-to-end path under test, and could include infrastructure between the measurement points and the subpath.
front path: The subpath from the data sender to the dominant bottleneck.
back path: The subpath from the dominant bottleneck to the receiver.
return path: The path taken by the ACKs from the data receiver to the data sender.
cross traffic: Other, potentially interfering, traffic competing for network resources (bandwidth and/or queue capacity).

Properties determined by the end-to-end path and application. They are described in more detail in Section 5.1.
Application Data Rate: General term for the data rate as seen by the application above the transport layer. This is the payload data rate, and excludes transport and lower level headers (TCP/IP or other protocols) and as well as retransmissions and other data that does not contribute to the total quantity of data delivered to the application.

Link Data Rate: General term for the data rate as seen by the link or lower layers. The link data rate includes transport and IP headers, retransmissions and other transport layer overhead. This document is agnostic as to whether the link data rate includes or excludes framing, MAC, or other lower layer overheads, except that they must be treated uniformly.

end-to-end target parameters: Application or transport performance goals for the end-to-end path. They include the target data rate, RTT and MTU described below.

Target Data Rate: The application data rate, typically the ultimate user’s performance goal.

Target RTT (Round Trip Time): The baseline (minimum) RTT of the longest end-to-end path over which the application expects to be able meet the target performance. TCP and other transport protocol’s ability to compensate for path problems is generally proportional to the number of round trips per second. The Target RTT determines both key parameters of the traffic patterns (e.g. burst sizes) and the thresholds on acceptable traffic statistics. The Target RTT must be specified considering authentic packets sizes: MTU sized packets on the forward path, ACK sized packets (typically header_overhead) on the return path.

Target MTU (Maximum Transmission Unit): The maximum MTU supported by the end-to-end path the over which the application expects to meet the target performance. Assume 1500 Byte packet unless otherwise specified. If some subpath forces a smaller MTU, then it becomes the target MTU, and all model calculations and subpath tests must use the same smaller MTU.

Effective Bottleneck Data Rate: This is the bottleneck data rate inferred from the ACK stream, by looking at how much data the ACK stream reports delivered per unit time. If the path is thinning ACKs or batching packets the effective bottleneck rate can be much higher than the average link rate. See Section 4.1 and Appendix B for more details.

[sender | interface] rate: The burst data rate, constrained by the data sender’s interfaces. Today 1 or 10 Gb/s are typical.

Header_overhead: The IP and TCP header sizes, which are the portion of each MTU not available for carrying application payload. Without loss of generality this is assumed to be the size for returning acknowledgements (ACKs). For TCP, the Maximum Segment Size (MSS) is the Target MTU minus the header_overhead.

Basic parameters common to models and subpath tests. They are
described in more detail in Section 5.2. Note that these are mixed between application transport performance (excludes headers) and link IP performance (includes headers).

pipe size: A general term for number of packets needed in flight (the window size) to exactly fill some network path or subpath. This is the window size which is normally the onset of queueing.

target_pipe_size: The number of packets in flight (the window size) needed to exactly meet the target rate, with a single stream and no cross traffic for the specified application target data rate, RTT, and MTU. It is the amount of circulating data required to meet the target data rate, and implies the scale of the bursts that the network might experience.

run length: A general term for the observed, measured, or specified number of packets that are (to be) delivered between losses or ECN marks. Nominally one over the loss or ECN marking probability, if there are independently and identically distributed.

target_run_length: The target_run_length is an estimate of the minimum number of good packets needed between losses or ECN marks necessary to attain the target_data_rate over a path with the specified target_RTT and target_MTU, as computed by a mathematical model of TCP congestion control. A reference calculation is shown in Section 5.2 and alternatives in Appendix A

Ancillary parameters used for some tests

derating: Under some conditions the standard models are too conservative. The modeling framework permits some latitude in relaxing or "derating" some test parameters as described in Section 5.3 in exchange for a more stringent TDS validation procedures, described in Section 9.

subpath_data_rate: The maximum IP data rate supported by a subpath. This typically includes TCP/IP overhead, including headers, retransmits, etc.

test_path_RTT: The RTT between two measurement points using appropriate data and ACK packet sizes.

test_path_pipe: The amount of data necessary to fill a test path. Nominally the test path RTT times the subpath_data_rate (which should be part of the end-to-end subpath).

test_window: The window necessary to meet the target_rate over a subpath. Typically test_window=target_data_rate*test_RTT/ (target_MTU - header_overhead).

Tests can be classified into groups according to their applicability.
Capacity tests: determine if a network subpath has sufficient capacity to deliver the target performance. As long as the test traffic is within the proper envelope for the target end-to-end performance, the average packet losses or ECN marks must be below the threshold computed by the model. As such, capacity tests reflect parameters that can transition from passing to failing as a consequence of cross traffic, additional presented load or the actions of other network users. By definition, capacity tests also consume significant network resources (data capacity and/or buffer space), and the test schedules must be balanced by their cost.

Monitoring tests: are designed to capture the most important aspects of a capacity test, but without presenting excessive ongoing load themselves. As such they may miss some details of the network’s performance, but can serve as a useful reduced-cost proxy for a capacity test.

Engineering tests: evaluate how network algorithms (such as AQM and channel allocation) interact with TCP-style self clocked protocols and adaptive congestion control based on packet loss and ECN marks. These tests are likely to have complicated interactions with cross traffic and under some conditions can be inversely sensitive to load. For example a test to verify that an AQM algorithm causes ECN marks or packet drops early enough to limit queue occupancy may experience a false pass result in the presence of cross traffic. It is important that engineering tests be performed under a wide range of conditions, including both in situ and bench testing, and over a wide variety of load conditions. Ongoing monitoring is less likely to be useful for engineering tests, although sparse in situ testing might be appropriate.

General Terminology:

Targeted Diagnostic Test (TDS): A set of IP Diagnostics designed to determine if a subpath can sustain flows at a specific target_data_rate over a path that has a target_RTT using target_MTU sized packets.

Fully Specified Targeted Diagnostic Test: A TDS together with additional specification such as "type-p", etc which are out of scope for this document, but need to be drawn from other standards documents.

apportioned: To divide and allocate, as in budgeting packet loss rates across multiple subpaths to accumulate below a specified end-to-end loss rate.

open loop: A control theory term used to describe a class of techniques where systems that naturally exhibit circular dependencies can be analyzed by suppressing some of the dependences, such that the resulting dependency graph is acyclic.
Bulk performance metrics: Bulk performance metrics evaluate an Internet path’s ability to carry bulk data, such as transporting large files, streaming (non-real time) video, and at some scales, web images and content. (For very fast network, web performance is dominated by pure RTT effects). The metrics presented in this document reflect the evolution of [RFC3148].

Traffic patterns: The temporal patterns or statistics of traffic generated by applications over transport protocols such as TCP. There are several mechanisms that cause bursts at various time scales. Our goal here is to mimic the range of common patterns (burst sizes and rates, etc), without tying our applicability to specific applications, implementations or technologies, which are sure to become stale.

Delivery statistics: Raw or summary statistics about packet delivery properties of the IP layer including packet losses, ECN marks, reordering, or any other properties that may be germane to transport performance.

IP performance tests: Measurements or diagnostic tests to determine delivery statistics.

3. New requirements relative to RFC 2330

Model Based Metrics are designed to fulfill some additional requirement that were not recognized at the time RFC 2330 was written [RFC2330]. These missing requirements may have significantly contributed to policy difficulties in the IP measurement space. Some additional requirements are:

- IP metrics must be actionable by the ISP - they have to be interpreted in terms of behaviors or properties at the IP or lower layers, that an ISP can test, repair and verify.
- Metrics should be spatially composable, such that measures of concatenated paths should be predictable from subpaths. Ideally they should also be differentiable: the metrics of a subpath should be
- Metrics must be vantage point invariant over a significant range of measurement point choices, including off path measurement points. The only requirements on MP selection should be that the portion of the test path that is not under test between the MP and the part that under tests is effectively ideal, or is non ideal in ways that can be calibrated out of the measurements and the test RTT between the MPs is below some reasonable bound.
- Metrics must be repeatable by multiple parties with no specialized access to MPs or diagnostic infrastructure. It must be possible for different parties to make the same measurement and observe the same results. In particular it is specifically important that both a consumer (or their delegate) and ISP be able to perform the same measurement and get the same result. Note that vantage
independence is key to this requirement.

4. Background

At the time the IPPM WG was chartered, sound Bulk Transport Capacity measurement was known to be way beyond our capabilities. By hindsight it is now clear why it is such a hard problem:

- TCP is a control system with circular dependencies - everything affects performance, including components that are explicitly not part of the test.
- Congestion control is an equilibrium process, such that transport protocols change the network (raise loss probability and/or RTT) to conform to their behavior.
- TCP’s ability to compensate for network flaws is directly proportional to the number of roundtrips per second (i.e. inversely proportional to the RTT). As a consequence a flawed link may pass a short RTT local test even though it fails when the path is extended by a perfect network to some larger RTT.
- TCP has a meta Heisenberg problem - Measurement and cross traffic interact in unknown and ill defined ways. The situation is actually worse than the traditional physics problem where you can at least estimate bounds on the relative momentum of the measurement and measured particles. For network measurement you can not in general determine the relative "elasticity" of the measurement traffic and cross traffic, so you can not even gauge the relative magnitude of their effects on each other.

These properties are a consequence of the equilibrium behavior intrinsic to how all throughput optimizing protocols interact with the Internet. The protocols rely on control systems based on multiple network estimators to regulate the quantity of data traffic sent into the network. The data traffic in turn alters network and the properties observed by the estimators, such that there are circular dependencies between every component and every property. Since some of these properties are non-linear, the entire system is nonlinear, and any change anywhere causes difficult to predict changes in every parameter.

Model Based Metrics overcome these problems by forcing the measurement system to be open loop: the delivery statistics (akin to the network estimators) do not affect the traffic or traffic patterns (bursts), which computed on the basis of the target performance. In order for a network to pass, the resulting delivery statistics and corresponding network estimators have to be such that they would not cause the control systems slow the traffic below the target rate.
4.1. TCP properties

TCP and SCTP are self clocked protocols. The dominant steady state behavior is to have an approximately fixed quantity of data and acknowledgements (ACKs) circulating in the network. The receiver reports arriving data by returning ACKs to the data sender, the data sender typically responds by sending exactly the same quantity of data back into the network. The total quantity of data plus the data represented by ACKs circulating in the network is referred to as the window. The mandatory congestion control algorithms incrementally adjust the window by sending slightly more or less data in response to each ACK. The fundamentally important property of this systems is that it is entirely self clocked: The data transmissions are a reflection of the ACKs that were delivered by the network, the ACKs are a reflection of the data arriving from the network.

A number of phenomena can cause bursts of data, even in idealized networks that are modeled as simple queueing systems.

During slowstart the data rate is doubled on each RTT by sending twice as much data as was delivered to the receiver on the prior RTT. For slowstart to be able to fill such a network the network must be able to tolerate slowstart bursts up to the full pipe size inflated by the anticipated window reduction on the first loss or ECN mark. For example, with classic Reno congestion control, an optimal slowstart has to end with a burst that is twice the bottleneck rate for exactly one RTT in duration. This burst causes a queue which is exactly equal to the pipe size (i.e. the window is exactly twice the pipe size) so when the window is halved in response to the first loss, the new window will be exactly the pipe size.

Note that if the bottleneck data rate is significantly slower than the rest of the path, the slowstart bursts will not cause significant queues anywhere else along the path; they primarily exercise the queue at the dominant bottleneck.

Other sources of bursts include application pauses and channel allocation mechanisms. Appendix B describes the treatment of channel allocation systems. If the application pauses (stops reading or writing data) for some fraction of one RTT, state-of-the-art TCP catches up to the earlier window size by sending a burst of data at the full sender interface rate. To fill such a network with a realistic application, the network has to be able to tolerate interface rate bursts from the data sender large enough to cover application pauses.

Although the interface rate bursts are typically smaller than last burst of a slowstart, they are at a higher data rate so they
potentially exercise queues at arbitrary points along the front path from the data sender up to and including the queue at the dominant bottleneck. There is no model for how frequent or what sizes of sender rate bursts should be tolerated.

To verify that a path can meet a performance target, it is necessary to independently confirm that the path can tolerate bursts in the dimensions that can be caused by these mechanisms. Three cases are likely to be sufficient:

- Slowstart bursts sufficient to get connections started properly.
- Frequent sender interface rate bursts that are small enough where they can be assumed not to significantly affect delivery statistics. (Implicitly derated by selecting the burst size).
- Infrequent sender interface rate full target_pipe_size bursts that do affect the delivery statistics. (Target_run_length may be derated).

4.2. Diagnostic Approach

The MBM approach is to open loop TCP by precomputing traffic patterns that are typically generated by TCP operating at the given target parameters, and evaluating delivery statistics (packet loss, ECN marks and delay). In this approach the measurement software explicitly controls the data rate, transmission pattern or cwnd (TCP’s primary congestion control state variables) to create repeatable traffic patterns that mimic TCP behavior but are independent of the actual behavior of the subpath under test. These patterns are manipulated to probe the network to verify that it can deliver all of the traffic patterns that a transport protocol is likely to generate under normal operation at the target rate and RTT.

By opening the protocol control loops, we remove most sources of temporal and spatial correlation in the traffic delivery statistics, such that each subpath’s contribution to the end-to-end statistics can be assumed to be independent and stationary (The delivery statistics depend on the fine structure of the data transmissions, but not on long time scale state imbedded in the sender, receiver or other network components.) Therefore each subpath’s contribution to the end-to-end delivery statistics can be assumed to be independent, and spatial composition techniques such as [RFC5835] and [RFC6049] apply.

In typical networks, the dominant bottleneck contributes the majority of the packet loss and ECN marks. Often the rest of the path makes insignificant contribution to these properties. A TDS should apportion the end-to-end budget for the specified parameters (primarily packet loss and ECN marks) to each subpath or group of
subpaths. For example the dominant bottleneck may be permitted to contribute 90% of the loss budget, while the rest of the path is only permitted to contribute 10%.

A TDS or FSTDS MUST apportion all relevant packet delivery statistics between successive subpaths, such that the spatial composition of the apportioned metrics will yield end-to-end statics which are within the bounds determined by the models.

A network is expected to be able to sustain a Bulk TCP flow of a given data rate, MTU and RTT when all of the following conditions are met:

1. The raw link rate is higher than the target data rate. See Section 7.1 or any number of data rate tests outside of MBM.
2. The observed packet delivery statistics are better than required by a suitable TCP performance model (e.g. fewer losses or ECN marks). See Section 7.1 or any number of low rate packet loss tests outside of MBM.
3. There is sufficient buffering at the dominant bottleneck to absorb a slowstart rate burst large enough to get the flow out of slowstart at a suitable window size. See Section 7.3.
4. There is sufficient buffering in the front path to absorb and smooth sender interface rate bursts at all scales that are likely to be generated by the application, any channel arbitration in the ACK path or any other mechanisms. See Section 7.4.
5. When there is a standing queue at a bottleneck for a shared media subpath (e.g. half duplex), there are suitable bounds on how the data and ACKs interact, for example due to the channel arbitration mechanism. See Section 7.2.4.
6. When there is a slowly rising standing queue at the bottleneck the onset of packet loss has to be at an appropriate point (time or queue depth) and progressive. See Section 7.2.

Note that conditions 1 through 4 require load tests for confirmation, and thus need to be monitored on an ongoing basis. Conditions 5 and 6 require engineering tests. They won’t generally fail due to load, but may fail in the field due to configuration errors, etc. and should be spot checked.

We are developing a tool that can perform many of the tests described here [MBMSource].

5. Common Models and Parameters
5.1. Target End-to-end parameters

The target end-to-end parameters are the target data rate, target RTT and target MTU as defined in Section 2. These parameters are determined by the needs of the application or the ultimate end user and the end-to-end Internet path over which the application is expected to operate. The target parameters are in units that make sense to upper layers: payload bytes delivered to the application, above TCP. They exclude overheads associated with TCP and IP headers, retransmits and other protocols (e.g. DNS).

Other end-to-end parameters defined in Section 2 include the effective bottleneck data rate, the sender interface data rate and the TCP/IP header sizes (overhead).

The target data rate must be smaller than all link data rates by enough headroom to carry the transport protocol overhead, explicitly including retransmissions and an allowance for fluctuations in the actual data rate, needed to meet the specified average rate. Specifying a target rate with insufficient headroom is likely to result in brittle measurements having little predictive value.

Note that the target parameters can be specified for a hypothetical path, for example to construct TDS designed for bench testing in the absence of a real application, or for a real physical test, for in situ testing of production infrastructure.

The number of concurrent connections is explicitly not a parameter to this model. If a subpath requires multiple connections in order to meet the specified performance, that must be stated explicitly and the procedure described in Section 6.1.4 applies.

5.2. Common Model Calculations

The end-to-end target parameters are used to derive the target_pipe_size and the reference target_run_length.

The target_pipe_size, is the average window size in packets needed to meet the target rate, for the specified target RTT and MTU. It is given by:

\[
\text{target\_pipe\_size} = \text{ceiling}\left( \frac{\text{target\_rate} \times \text{target\_RTT}}{\text{target\_MTU} - \text{header\_overhead}} \right)
\]

Target_run_length is an estimate of the minimum required number of unmarked packets that must be delivered between losses or ECN marks, as computed by a mathematical model of TCP congestion control. The derivation here follows [MSMO97], and by design is quite
conservative. The alternate models described in Appendix A generally yield smaller run_lengths (higher acceptable loss or ECN marking rates), but may not apply in all situations. A FSTDS that uses an alternate model MUST compare it to the reference target_run_length computed here.

Reference target_run_length is derived as follows: assume the subpath_data_rate is infinitesimally larger than the target_data_rate plus the required header_overhead. Then target_pipe_size also predicts the onset of queueing. A larger window will cause a standing queue at the bottleneck.

Assume the transport protocol is using standard Reno style Additive Increase, Multiplicative Decrease congestion control [RFC5681] (but not Appropriate Byte Counting [RFC3465]) and the receiver is using standard delayed ACKs. Reno increases the window by one packet every pipe_size worth of ACKs. With delayed ACKs this takes 2 Round Trip Times per increase. To exactly fill the pipe, losses must be no closer than when the peak of the AIMD sawtooth reached exactly twice the target_pipe_size otherwise the multiplicative window reduction triggered by the loss would cause the network to be underfilled. Following [MSMO97] the number of packets between losses must be the area under the AIMD sawtooth. They must be no more frequent than every 1 in ((3/2)*target_pipe_size)*(2*target_pipe_size) packets, which simplifies to:

\[
\text{target_run_length} = 3*(\text{target_pipe_size}^2)
\]

Note that this calculation is very conservative and is based on a number of assumptions that may not apply. Appendix A discusses these assumptions and provides some alternative models. If a different model is used, a fully specified TDS or FSTDS MUST document the actual method for computing target_run_length and ratio between alternate target_run_length and the reference target_run_length calculated above, along with a discussion of the rationale for the underlying assumptions.

These two parameters, target_pipe_size and target_run_length, directly imply most of the individual parameters for the tests in Section 7.

5.3. Parameter Derating

Since some aspects of the models are very conservative, the MBM framework permits some latitude in derating test parameters. Rather than trying to formalize more complicated models we permit some test parameters to be relaxed as long as they meet some additional procedural constraints:
The TDS or FSTDS MUST document and justify the actual method used to compute the derated metric parameters.

The validation procedures described in Section 9 must be used to demonstrate the feasibility of meeting the performance targets with infrastructure that infinitesimally passes the derated tests.

The validation process itself must be documented in such a way that other researchers can duplicate the validation experiments.

Except as noted, all tests below assume no derating. Tests where there is not currently a well-established model for the required parameters explicitly include derating as a way to indicate flexibility in the parameters.

6. Common testing procedures

6.1. Traffic generating techniques

6.1.1. Paced transmission

Paced (burst) transmissions: send bursts of data on a timer to meet a particular target rate and pattern. In all cases the specified data rate can either be the application or link rates. Header overheads must be included in the calculations as appropriate.

Headway: Time interval between packets or bursts, specified from the start of one to the start of the next. E.g. If packets are sent with a 1 ms headway, there will be exactly 1000 packets per second.

Paced single packets: Send individual packets at the specified rate or headway.

Burst: Send sender interface rate bursts on a timer. Specify any 3 of: average rate, packet size, burst size (number of packets) and burst headway (burst start to start). These bursts are typically sent as back-to-back packets at the testers interface rate.

Slowstart bursts: Send 4 packet sender interface rate bursts at an average data rate equal to twice effective bottleneck link rate (but not more than the sender interface rate). This corresponds to the average rate during a TCP slowstart when Appropriate Byte Counting [RFC3465] is present or delayed ack is disabled. Note that if the effective bottleneck link rate is more than half of the sender interface rate, slowstart rate bursts become sender interface rate bursts.

Repeated Slowstart bursts: Slowstart bursts are typically part of larger scale pattern of repeated bursts, such as sending target_pipe_size packets as slowstart bursts on a target_RTT headway (burst start to burst start). Such a stream has three different average rates, depending on the averaging interval. At the finest time scale the average rate is the same as the sender
interface rate, at a medium scale the average rate is twice the
effective bottleneck link rate and at the longest time scales the
average rate is equal to the target data rate.

Note that in conventional measurement theory, exponential
distributions are often used to eliminate many sorts of correlations.
For the procedures above, the correlations are created by the network
elements and accurately reflect their behavior. At some point in the
future, it will be desirable to introduce noise sources into the
above pacing models, but they are not warranted at this time.

6.1.2. Constant window pseudo CBR

Implement pseudo constant bit rate by running a standard protocol
such as TCP with a fixed window size, such that it is self clocked.
Data packets arriving at the receiver trigger acknowledgements (ACKs)
which travel back to the sender where they trigger additional
transmissions. The window size is computed from the target_data_rate
and the actual RTT of the test path. The rate is only maintained in
average over each RTT, and is subject to limitations of the transport
protocol.

Since the window size is constrained to be an integer number of
packets, for small RTTs or low data rates there may not be
sufficiently precise control over the data rate. Rounding the window
size up (the default) is likely to be result in data rates that are
higher than the target rate, but reducing the window by one packet
may result in data rates that are too small. Also cross traffic
potentially raises the RTT, implicitly reducing the rate. Cross
traffic that raises the RTT nearly always makes the test more
strenuous. A FSTDS specifying a constant window CBR tests MUST
explicitly indicate under what conditions errors in the data cause
tests to inconclusive. See the discussion of test outcomes in
Section 6.2.1.

Since constant window pseudo CBR testing is sensitive to RTT
fluctuations it can not accurately control the data rate in
environments with fluctuating delays.

6.1.3. Scanned window pseudo CBR

Scanned window pseudo CBR is similar to the constant window CBR
described above, except the window is scanned across a range of sizes
designed to include two key events, the onset of queueing and the
onset of packet loss or ECN marks. The window is scanned by
incrementing it by one packet every 2*target_pipe_size delivered
packets. This mimics the additive increase phase of standard TCP
congestion avoidance when delayed ACKs are in effect. It normally
separates the window increases by approximately twice the target_RTT.

There are two ways to implement this test: one built by applying a window clamp to standard congestion control in a standard protocol such as TCP and the other built by stiffening a non-standard transport protocol. When standard congestion control is in effect, any losses or ECN marks cause the transport to revert to a window smaller than the clamp such that the scanning clamp loses control the window size. The NPAD pathdiag tool is an example of this class of algorithms [Pathdiag].

Alternatively a non-standard congestion control algorithm can respond to losses by transmitting extra data, such that it maintains the specified window size independent of losses or ECN marks. Such a stiffened transport explicitly violates mandatory Internet congestion control and is not suitable for in situ testing. [RFC5681] It is only appropriate for engineering testing under laboratory conditions. The Windowed Ping tool implements such a test [WPING]. The tool described in the paper has been updated.[mpingSource]

The test procedures in Section 7.2 describe how to the partition the scans into regions and how to interpret the results.

6.1.4. Concurrent or channelized testing

The procedures described in this document are only directly applicable to single stream performance measurement, e.g. one TCP connection. In an ideal world, we would disallow all performance claims based multiple concurrent streams, but this is not practical due to at least two different issues. First, many very high rate link technologies are channelized and pin individual flows to specific channels to minimize reordering or other problems and second, TCP itself has scaling limits. Although the former problem might be overcome through different design decisions, the later problem is more deeply rooted.

All congestion control algorithms that are philosophically aligned with the standard [RFC5681] (e.g. claim some level of TCP friendliness) have scaling limits, in the sense that as a long fast network (LFN) with a fixed RTT and MTU gets faster, these congestion control algorithms get less accurate and as a consequence have difficulty filling the network[CCscaling]. These properties are a consequence of the original Reno AIMD congestion control design and the requirement in [RFC5681] that all transport protocols have uniform response to congestion.

There are a number of reasons to want to specify performance in term
of multiple concurrent flows, however this approach is not recommended for data rates below several megabits per second, which can be attained with run lengths under 10000 packets. Since the required run length goes as the square of the data rate, at higher rates the run lengths can be unreasonably large, and multiple connection might be the only feasible approach.

If multiple connections are deemed necessary to meet aggregate performance targets then this MUST be stated both the design of the TDS and in any claims about network performance. The tests MUST be performed concurrently with the specified number of connections. For the tests that use bursty traffic, the bursts should be synchronized across flows.

6.2. Interpreting the Results

6.2.1. Test outcomes

To perform an exhaustive test of an end-to-end network path, each test of the TDS is applied to each subpath of an end-to-end path. If any subpath fails any test then an application running over the end-to-end path can also be expected to fail to attain the target performance under some conditions.

In addition to passing or failing, a test can be deemed to be inconclusive for a number of reasons. Proper instrumentation and treatment of inconclusive outcomes is critical to the accuracy and robustness of Model Based Metrics. Tests can be inconclusive if the precomputed traffic pattern or data rates were not accurately generated; the measurement results were not statistically significant; and others causes such as failing to meet some required preconditions for the test.

For example consider a test that implements Constant Window Pseudo CBR (Section 6.1.2) by adding rate controls and detailed traffic instrumentation to TCP (e.g. [RFC4898]). TCP includes built in control systems which might interfere with the sending data rate. If such a test meets the required delivery statistics (e.g. run length) while failing to attain the specified data rate it must be treated as an inconclusive result, because we can not a priori determine if the reduced data rate was caused by a TCP problem or a network problem, or if the reduced data rate had a material effect on the observed delivery statistics.

Note that for load tests, if the observed delivery statistics fail to meet the targets, the test can be considered to have failed because it doesn’t really matter that the test didn’t attain the required data rate.
The really important new properties of MBM, such as vantage independence, are a direct consequence of opening the control loops in the protocols, such that the test traffic does not depend on network conditions or traffic received. Any mechanism that introduces feedback between the paths measurements and the traffic generation is at risk of introducing nonlinearities that spoil these properties. Any exceptional event that indicates that such feedback has happened should cause the test to be considered inconclusive.

One way to view inconclusive tests is that they reflect situations where a test outcome is ambiguous between limitations of the network and some unknown limitation of the diagnostic test itself, which may have been caused by some uncontrolled feedback from the network.

Note that procedures that attempt to sweep the target parameter space to find the limits on some parameter such as target_data_rate are at risk of breaking the location independent properties of Model Based Metrics, if the boundary between passing and inconclusive is at all sensitive to RTT.

One of the goals for evolving TDS designs will be to keep sharpening distinction between inconclusive, passing and failing tests. The criteria for for passing, failing and inconclusive tests MUST be explicitly stated for every test in the TDS or FSTDS.

One of the goals of evolving the testing process, procedures, tools and measurement point selection should be to minimize the number of inconclusive tests.

It may be useful to keep raw data delivery statistics for deeper study of the behavior of the network path and to measure the tools themselves. Raw delivery statistics can help to drive tool evolution. Under some conditions it might be possible to reevaluate the raw data for satisfying alternate performance targets. However it is important to guard against sampling bias and other implicit feedback which can cause false results and exhibit measurement point vantage sensitivity.

6.2.2. Statistical criteria for estimating run_length

When evaluating the observed run_length, we need to determine appropriate packet stream sizes and acceptable error levels for efficient measurement. In practice, can we compare the empirically estimated packet loss and ECN marking probabilities with the targets as the sample size grows? How large a sample is needed to say that the measurements of packet transfer indicate a particular run length is present?
The generalized measurement can be described as recursive testing: send packets (individually or in patterns) and observe the packet delivery performance (loss ratio or other metric, any marking we define).

As each packet is sent and measured, we have an ongoing estimate of the performance in terms of the ratio of packet loss or ECN mark to total packets (i.e. an empirical probability). We continue to send until conditions support a conclusion or a maximum sending limit has been reached.

We have a target_mark_probability, 1 mark per target_run_length, where a "mark" is defined as a lost packet, a packet with ECN mark, or other signal. This constitutes the null Hypothesis:

H0: no more than one mark in target_run_length = 3*(target_pipe_size)^2 packets

and we can stop sending packets if on-going measurements support accepting H0 with the specified Type I error = alpha (= 0.05 for example).

We also have an alternative Hypothesis to evaluate: if performance is significantly lower than the target_mark_probability. Based on analysis of typical values and practical limits on measurement duration, we choose four times the H0 probability:

H1: one or more marks in (target_run_length/4) packets

and we can stop sending packets if measurements support rejecting H0 with the specified Type II error = beta (= 0.05 for example), thus preferring the alternate hypothesis H1.

H0 and H1 constitute the Success and Failure outcomes described elsewhere in the memo, and while the ongoing measurements do not support either hypothesis the current status of measurements is inconclusive.

The problem above is formulated to match the Sequential Probability Ratio Test (SPRT) [StatQC]. Note that as originally framed the events under consideration were all manufacturing defects. In networking, ECN marks and lost packets are not defects but signals, indicating that the transport protocol should slow down.

The Sequential Probability Ratio Test also starts with a pair of hypothesis specified as above:
H0: p0 = one defect in target_run_length
H1: p1 = one defect in target_run_length/4
As packets are sent and measurements collected, the tester evaluates
the cumulative defect count against two boundaries representing H0
Acceptance or Rejection (and acceptance of H1):

Acceptance line: Xa = -h1 + s*n
Rejection line: Xr = h2 + s*n
where n increases linearly for each packet sent and

h1 = \frac{\log\left((1-\alpha)/\beta\right)}{k}

h2 = \frac{\log\left((1-\beta)/\alpha\right)}{k}

k = \log\left(\frac{p1(1-p0)}{p0(1-p1)}\right)

s = \frac{\log\left(\frac{(1-p0)}{(1-p1)}\right)}{k}

for p0 and p1 as defined in the null and alternative Hypotheses
statements above, and alpha and beta as the Type I and Type II
errors.

The SPRT specifies simple stopping rules:

- Xa < defect_count(n) < Xb: continue testing
- defect_count(n) <= Xa: Accept H0
- defect_count(n) >= Xb: Accept H1

The calculations above are implemented in the R-tool for Statistical
Analysis [Rtool], in the add-on package for Cross-Validation via
Sequential Testing (CVST) [CVST].

Using the equations above, we can calculate the minimum number of
packets (n) needed to accept H0 when x defects are observed. For
example, when x = 0:

Xa = 0 = -h1 + s*n

and n = h1 / s

6.2.3. Reordering Tolerance

All tests must be instrumented for packet level reordering [RFC4737].
However, there is no consensus for how much reordering should be
acceptable. Over the last two decades the general trend has been to
make protocols and applications more tolerant to reordering (see for
example [RFC4015]), in response to the gradual increase in reordering
in the network. This increase has been due to the deployment of
technologies such as multi threaded routing lookups and Equal Cost
MultiPath (ECMP) routing. These techniques increase parallelism in
network and are critical to enabling overall Internet growth to
exceed Moore's Law.
Note that transport retransmission strategies can trade off reordering tolerance vs how quickly they can repair losses vs overhead from spurious retransmissions. In advance of new retransmission strategies we propose the following strawman:

Transport protocols should be able to adapt to reordering as long as the reordering extent is no more than the maximum of one quarter window or 1 mS, whichever is larger. Within this limit on reorder extent, there should be no bound on reordering density.

By implication, recording which is less than these bounds should not be treated as a network impairment. However [RFC4737] still applies: reordering should be instrumented and the maximum reordering that can be properly characterized by the test (e.g. bound on history buffers) should be recorded with the measurement results.

Reordering tolerance and diagnostic limitations, such as history buffer size, MUST be specified in a FSTDS.

6.3. Test Preconditions

Many tests have preconditions which are required to assure their validity. For example the presence or nonpresence of cross traffic on specific subpaths, or appropriate preloading to put reactive network elements into the proper states[RFC7312]). If preconditions are not properly satisfied for some reason, the tests should be considered to be inconclusive. In general it is useful to preserve diagnostic information about why the preconditions were not met, and any test data that was collected even if it is not useful for the intended test. Such diagnostic information and partial test data may be useful for improving the test in the future.

It is important to preserve the record that a test was scheduled, because otherwise precondition enforcement mechanisms can introduce sampling bias. For example, canceling tests due to cross traffic on subscriber access links might introduce sampling bias of tests of the rest of the network by reducing the number of tests during peak network load.

Test preconditions and failure actions MUST be specified in a FSTDS.

7. Diagnostic Tests

The diagnostic tests below are organized by traffic pattern: basic data rate and delivery statistics, standing queues, slowstart bursts, and sender rate bursts. We also introduce some combined tests which are more efficient when networks are expected to pass, but conflate diagnostic signatures when they fail.
There are a number of test details which are not fully defined here. They must be fully specified in a FSTDs. From a standardization perspective, this lack of specificity will weaken this version of Model Based Metrics, however it is anticipated that this it be more than offset by the extent to which MBM suppresses the problems caused by using transport protocols for measurement. e.g. non-specific MBM metrics are likely to have better repeatability than many existing BTC like metrics. Once we have good field experience, the missing details can be fully specified.

7.1. Basic Data Rate and Delivery Statistics Tests

We propose several versions of the basic data rate and delivery statistics test. All measure the number of packets delivered between losses or ECN marks, using a data stream that is rate controlled at or below the target_data_rate.

The tests below differ in how the data rate is controlled. The data can be paced on a timer, or window controlled at full target data rate. The first two tests implicitly confirm that sub_path has sufficient raw capacity to carry the target_data_rate. They are recommend for relatively infrequent testing, such as an installation or periodic auditing process. The third, background delivery statistics, is a low rate test designed for ongoing monitoring for changes in subpath quality.

All rely on the receiver accumulating packet delivery statistics as described in Section 6.2.2 to score the outcome:

Pass: it is statistically significant that the observed interval between losses or ECN marks is larger than the target_run_length.

Fail: it is statistically significant that the observed interval between losses or ECN marks is smaller than the target_run_length.

A test is considered to be inconclusive if it failed to meet the data rate as specified below, meet the qualifications defined in Section 6.3 or neither run length statistical hypothesis was confirmed in the allotted test duration.

7.1.1. Delivery Statistics at Paced Full Data Rate

Confirm that the observed run length is at least the target_run_length while relying on timer to send data at the target_rate using the procedure described in in Section 6.1.1 with a burst size of 1 (single packets) or 2 (packet pairs).

The test is considered to be inconclusive if the packet transmission
can not be accurately controlled for any reason.

RFC 6673 [RFC6673] is appropriate for measuring delivery statistics at full data rate.

7.1.2. Delivery Statistics at Full Data Windowed Rate

Confirm that the observed run length is at least the target_run_length while sending at an average rate approximately equal to the target_data_rate, by controlling (or clamping) the window size of a conventional transport protocol to a fixed value computed from the properties of the test path, typically test_window=target_data_rate*test_RTT/target_MTU. Note that if there is any interaction between the forward and return path, test_window may need to be adjusted slightly to compensate for the resulting inflated RTT.

Since losses and ECN marks generally cause transport protocols to at least temporarily reduce their data rates, this test is expected to be less precise about controlling its data rate. It should not be considered inconclusive as long as at least some of the round trips reached the full target_data_rate without incurring losses or ECN marks. To pass this test the network MUST deliver target_pipe_size packets in target_RTT time without any losses or ECN marks at least once per two target_pipe_size round trips, in addition to meeting the run length statistical test.

7.1.3. Background Delivery Statistics Tests

The background run length is a low rate version of the target target rate test above, designed for ongoing lightweight monitoring for changes in the observed subpath run length without disrupting users. It should be used in conjunction with one of the above full rate tests because it does not confirm that the subpath can support raw data rate.

RFC 6673 [RFC6673] is appropriate for measuring background delivery statistics.

7.2. Standing Queue Tests

These engineering tests confirm that the bottleneck is well behaved across the onset of packet loss, which typically follows after the onset of queueing. Well behaved generally means lossless for transient queues, but once the queue has been sustained for a sufficient period of time (or reaches a sufficient queue depth) there should be a small number of losses to signal to the transport protocol that it should reduce its window. Losses that are too early
can prevent the transport from averaging at the target_data_rate. Losses that are too late indicate that the queue might be subject to bufferbloat [wikiBloat] and inflict excess queuing delays on all flows sharing the bottleneck queue. Excess losses (more than half of the window) at the onset of congestion make loss recovery problematic for the transport protocol. Non-linear, erratic or excessive RTT increases suggest poor interactions between the channel acquisition algorithms and the transport self clock. All of the tests in this section use the same basic scanning algorithm, described here, but score the link on the basis of how well it avoids each of these problems.

For some technologies the data might not be subject to increasing delays, in which case the data rate will vary with the window size all the way up to the onset of load induced losses or ECN marks. For theses technologies, the discussion of queueing does not apply, but it is still required that the onset of losses or ECN marks be at an appropriate point and progressive.

Use the procedure in Section 6.1.3 to sweep the window across the onset of queueing and the onset of loss. The tests below all assume that the scan emulates standard additive increase and delayed ACK by incrementing the window by one packet for every 2*target_pipe_size packets delivered. A scan can typically be divided into three regions: below the onset of queueing, a standing queue, and at or beyond the onset of loss.

Below the onset of queueing the RTT is typically fairly constant, and the data rate varies in proportion to the window size. Once the data rate reaches the link rate, the data rate becomes fairly constant, and the RTT increases in proportion to the increase in window size. The precise transition across the start of queueing can be identified by the maximum network power, defined to be the ratio data rate over the RTT. The network power can be computed at each window size, and the window with the maximum are taken as the start of the queueing region.

For technologies that do not have conventional queues, start the scan at a window equal to the test_window=target_data_rate*test_RTT/target_MTU, i.e. starting at the target rate, instead of the power point.

If there is random background loss (e.g. bit errors, etc), precise determination of the onset of queue induced packet loss may require multiple scans. Above the onset of queueing loss, all transport protocols are expected to experience periodic losses determined by the interaction between the congestion control and AQM algorithms. For standard congestion control algorithms the periodic losses are
likely to be relatively widely spaced and the details are typically dominated by the behavior of the transport protocol itself. For the stiffened transport protocols case (with non-standard, aggressive congestion control algorithms) the details of periodic losses will be dominated by how the window increase function responds to loss.

7.2.1. Congestion Avoidance

A link passes the congestion avoidance standing queue test if more than target_run_length packets are delivered between the onset of queueing (as determined by the window with the maximum network power) and the first loss or ECN mark. If this test is implemented using a standards congestion control algorithm with a clamp, it can be performed in situ in the production internet as a capacity test. For an example of such a test see [Pathdiag].

For technologies that do not have conventional queues, use the test_window in place of the onset of queueing, i.e. A link passes the congestion avoidance standing queue test if more than target_run_length packets are delivered between start of the scan at test_window and the first loss or ECN mark.

7.2.2. Bufferbloat

This test confirms that there is some mechanism to limit buffer occupancy (e.g. that prevents bufferbloat). Note that this is not strictly a requirement for single stream bulk performance, however if there is no mechanism to limit buffer queue occupancy then a single stream with sufficient data to deliver is likely to cause the problems described in [RFC2309], [I-D.ietf-aqm-recommendation] and [wikiBloat]. This may cause only minor symptoms for the dominant flow, but has the potential to make the link unusable for other flows and applications.

Pass if the onset of loss occurs before a standing queue has introduced more delay than than twice target_RTT, or other well defined and specified limit. Note that there is not yet a model for how much standing queue is acceptable. The factor of two chosen here reflects a rule of thumb. In conjunction with the previous test, this test implies that the first loss should occur at a queueing delay which is between one and two times the target_RTT.

Specified RTT limits that are larger than twice the target_RTT must be fully justified in the FSTDs.
7.2.3. Non excessive loss

This test confirm that the onset of loss is not excessive. Pass if losses are equal or less than the increase in the cross traffic plus the test traffic window increase on the previous RTT. This could be restated as non-decreasing link throughput at the onset of loss, which is easy to meet as long as discarding packets in not more expensive than delivering them. (Note when there is a transient drop in link throughput, outside of a standing queue test, a link that passes other queue tests in this document will have sufficient queue space to hold one RTT worth of data).

Note that conventional Internet traffic policers will not pass this test, which is correct. TCP often fails to come into equilibrium at more than a small fraction of the available capacity, if the capacity is enforced by a policer. [Citation Pending].

7.2.4. Duplex Self Interference

This engineering test confirms a bound on the interactions between the forward data path and the ACK return path.

Some historical half duplex technologies had the property that each direction held the channel until it completely drains its queue. When a self clocked transport protocol, such as TCP, has data and acks passing in opposite directions through such a link, the behavior often reverts to stop-and-wait. Each additional packet added to the window raises the observed RTT by two forward path packet times, once as it passes through the data path, and once for the additional delay incurred by the ACK waiting on the return path.

The duplex self interference test fails if the RTT rises by more than some fixed bound above the expected queueing time computed from trom the excess window divided by the link data rate. This bound must be smaller than target_RTT/2 to avoid reverting to stop and wait behavior. (e.g. Packets have to be released at least twice per RTT, to avoid stop and wait behavior.)

7.3. Slowstart tests

These tests mimic slowstart: data is sent at twice the effective bottleneck rate to exercise the queue at the dominant bottleneck.

In general they are deemed inconclusive if the elapsed time to send the data burst is not less than half of the time to receive the ACKs. (i.e. sending data too fast is ok, but sending it slower than twice the actual bottleneck rate as indicated by the ACKs is deemed inconclusive). Space the bursts such that the average data rate is
equal to the target_data_rate.

7.3.1. Full Window slowstart test

This is a capacity test to confirm that slowstart is not likely to exit prematurely. Send slowstart bursts that are target_pipe_size total packets.

Accumulate packet delivery statistics as described in Section 6.2.2 to score the outcome. Pass if it is statistically significant that the observed number of good packets delivered between losses or ECN marks is larger than the target_run_length. Fail if it is statistically significant that the observed interval between losses or ECN marks is smaller than the target_run_length.

Note that these are the same parameters as the Sender Full Window burst test, except the burst rate is at slowstart rate, rather than sender interface rate.

7.3.2. Slowstart AQM test

Do a continuous slowstart (send data continuously at slowstart_rate), until the first loss, stop, allow the network to drain and repeat, gathering statistics on the last packet delivered before the loss, the loss pattern, maximum observed RTT and window size. Justify the results. There is not currently sufficient theory justifying requiring any particular result, however design decisions that affect the outcome of this tests also affect how the network balances between long and short flows (the "mice and elephants" problem). The queue at the time of the first loss should be at least one half of the target_RTT.

This is an engineering test: It would be best performed on a quiescent network or testbed, since cross traffic has the potential to change the results.

7.4. Sender Rate Burst tests

These tests determine how well the network can deliver bursts sent at sender's interface rate. Note that this test most heavily exercises the front path, and is likely to include infrastructure may be out of scope for an access ISP, even though the bursts might be caused by ACK compression, thinning or channel arbitration in the access ISP. See Appendix B.

Also, there are a several details that are not precisely defined. For starters there is not a standard server interface rate. 1 Gb/s and 10 Gb/s are very common today, but higher rates will become cost
effective and can be expected to be dominant some time in the future.

Current standards permit TCP to send a full window bursts following an application pause. (Congestion Window Validation [RFC2861], is not required, but even if was, it does not take effect until an application pause is longer than an RTO.) Since full window bursts are consistent with standard behavior, it is desirable that the network be able to deliver such bursts, otherwise application pauses will cause unwarranted losses. Note that the AIMD sawtooth requires a peak window that is twice target_pipe_size, so the worst case burst may be 2*target_pipe_size.

It is also understood in the application and serving community that interface rate bursts have a cost to the network that has to be balanced against other costs in the servers themselves. For example TCP Segmentation Offload (TSO) reduces server CPU in exchange for larger network bursts, which increase the stress on network buffer memory.

There is not yet theory to unify these costs or to provide a framework for trying to optimize global efficiency. We do not yet have a model for how much the network should tolerate server rate bursts. Some bursts must be tolerated by the network, but it is probably unreasonable to expect the network to be able to efficiently deliver all data as a series of bursts.

For this reason, this is the only test for which we encourage derating. A TDS could include a table of pairs of derating parameters: what burst size to use as a fraction of the target_pipe_size, and how much each burst size is permitted to reduce the run length, relative to to the target_run_length.

7.5. Combined and Implicit Tests

Combined tests efficiently confirm multiple network properties in a single test, possibly as a side effect of normally content delivery. They require less measurement traffic than other testing strategies at the cost of conflating diagnostic signatures when they fail. These are by far the most efficient for monitoring networks that are nominally expected to pass all tests.

7.5.1. Sustained Bursts Test

The sustained burst test implements a combined worst case version of all of the load tests above. It is simply:

Send target_pipe_size bursts of packets at server interface rate with target_RTT headway (burst start to burst start). Verify that the
observed delivery statistics meets the target_run_length.

Key observations:
- The subpath under test is expected to go idle for some fraction of the time: \((\text{subpath\_data\_rate}\ -\ \text{target\_rate})/\text{subpath\_data\_rate}\). Failing to do so indicates a problem with the procedure and an inconclusive test result.
- The burst sensitivity can be derated by sending smaller bursts more frequently. E.g. send \(\text{target\_pipe\_size}\times\text{derate}\) packet bursts every \(\text{target\_RTT}\times\text{derate}\).
- When not derated, this test is the most strenuous load test.
- A link that passes this test is likely to be able to sustain higher rates (close to \(\text{subpath\_data\_rate}\)) for paths with RTTs significantly smaller than the \(\text{target\_RTT}\).
- This test can be implemented with instrumented TCP [RFC4898], using a specialized measurement application at one end [MBMSource] and a minimal service at the other end [RFC0863] [RFC0864].
- This test is efficient to implement, since it does not require per-packet timers, and can make use of TSO in modern NIC hardware.
- This test by itself is not sufficient: the standing window engineering tests are also needed to ensure that the link is well behaved at and beyond the onset of congestion.
- Assuming the link passes relevant standing window engineering tests (particularly that it has a progressive onset of loss at an appropriate queue depth) the passing sustained burst test is (believed to be) a sufficient verify that the subpath will not impair stream at the target performance under all conditions. Proving this statement will be subject of ongoing research.

Note that this test is clearly independent of the subpath RTT, or other details of the measurement infrastructure, as long as the measurement infrastructure can accurately and reliably deliver the required bursts to the subpath under test.

7.5.2. Streaming Media

Model Based Metrics can be implicitly implemented as a side effect of serving any non-throughput maximizing traffic, such as streaming media, with some additional controls and instrumentation in the servers. The essential requirement is that the traffic be constrained such that even with arbitrary application pauses, bursts and data rate fluctuations, the traffic stays within the envelope defined by the individual tests described above.

If the application’s \(\text{serving\_data\_rate}\) is less than or equal to the \(\text{target\_data\_rate}\) and the \(\text{serving\_RTT}\) (the RTT between the sender and client) is less than the \(\text{target\_RTT}\), this constraint is most easily implemented by clamping the transport window size to be no larger
than:

\[
\text{serving_window_clamp} = \text{target_data_rate} \times \frac{\text{serving_RTT}}{\text{target_MTU-header_overhead}}
\]

Under the above constraints the serving_window_clamp will limit the both the serving data rate and burst sizes to be no larger than the procedures in Section 7.1.2 and Section 7.4 or Section 7.5.1. Since the serving RTT is smaller than the target_RTT, the worst case bursts that might be generated under these conditions will be smaller than called for by Section 7.4 and the sender rate burst sizes are implicitly derated by the serving_window_clamp divided by the target_pipe_size at the very least. (Depending on the application behavior, the data traffic might be significantly smoother than specified by any of the burst tests.)

Note that it is important that the target_data_rate be above the actual average rate needed by the application so it can recover after transient pauses caused by congestion or the application itself.

In an alternative implementation the data rate and bursts might be explicitly controlled by a host shaper or pacing at the sender. This would provide better control over transmissions but it is substantially more complicated to implement and would be likely to have a higher CPU overhead.

Note that these techniques can be applied to any content delivery that can be subjected to a reduced data rate in order to inhibit TCP equilibrium behavior.

8. An Example

In this section a we illustrate a TDS designed to confirm that an access ISP can reliably deliver HD video from multiple content providers to all of their customers. With modern codecs, minimal HD video (720p) generally fits in 2.5 Mb/s. Due to their geographical size, network topology and modem designs the ISP determines that most content is within a 50 mS RTT from their users (This is a sufficient to cover continental Europe or either US coast from a single serving site.)
2.5 Mb/s over a 50 ms path

<table>
<thead>
<tr>
<th>End to End Parameter</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>target_rate</td>
<td>2.5</td>
<td>Mb/s</td>
</tr>
<tr>
<td>target_RTT</td>
<td>50</td>
<td>ms</td>
</tr>
<tr>
<td>target_MTU</td>
<td>1500</td>
<td>bytes</td>
</tr>
<tr>
<td>header_overhead</td>
<td>64</td>
<td>bytes</td>
</tr>
<tr>
<td>target_pipe_size</td>
<td>11</td>
<td>packets</td>
</tr>
<tr>
<td>target_run_length</td>
<td>363</td>
<td>packets</td>
</tr>
</tbody>
</table>

Table 1

Table 1 shows the default TCP model with no derating, and as such is quite conservative. The simplest TDS would be to use the sustained burst test, described in Section 7.5.1. Such a test would send 11 packet bursts every 50mS, and confirming that there was no more than 1 packet loss per 33 bursts (363 total packets in 1.650 seconds).

Since this number represents is the entire end-to-ends loss budget, independent subpath tests could be implemented by apportioning the loss rate across subpaths. For example 50% of the losses might be allocated to the access or last mile link to the user, 40% to the interconnects with other ISPs and 1% to each internal hop (assuming no more than 10 internal hops). Then all of the subpaths can be tested independently, and the spatial composition of passing subpaths would be expected to be within the end-to-end loss budget.

Testing interconnects has generally been problematic: conventional performance tests run between Measurement Points adjacent to either side of the interconnect, are not generally useful. Unconstrained TCP tests, such as iperf [iperf] are usually overly aggressive because the RTT is so small (often less than 1 mS). With a short RTT these tools are likely to report inflated numbers because for short RTTs these tools can tolerate very hight loss rates and can push other cross traffic off of the network. As a consequence they are useless for predicting actual user performance, and may themselves be quite disruptive. Model Based Metrics solves this problem. The same test pattern as used on other links can be applied to the interconnect. For our example, when apportioned 40% of the losses, 11 packet bursts sent every 50mS should have fewer than one loss per 82 bursts (902 packets).
9. Validation

Since some aspects of the models are likely to be too conservative, Section 5.2 permits alternate protocol models and Section 5.3 permits test parameter derating. If either of these techniques are used, we require demonstrations that such a TDS can robustly detect links that will prevent authentic applications using state-of-the-art protocol implementations from meeting the specified performance targets. This correctness criteria is potentially difficult to prove, because it implicitly requires validating a TDS against all possible links and subpaths. The procedures described here are still experimental.

We suggest two approaches, both of which should be applied: first, publish a fully open description of the TDS, including what assumptions were used and how it was derived, such that the research community can evaluate the design decisions, test them and comment on their applicability; and second, demonstrate that applications running over an infinitessimally passing testbed do meet the performance targets.

An infinitessimally passing testbed resembles a epsilon-delta proof in calculus. Construct a test network such that all of the individual tests of the TDS pass by only small (infinitesimal) margins, and demonstrate that a variety of authentic applications running over real TCP implementations (or other protocol as appropriate) meets the end-to-end target parameters over such a network. The workloads should include multiple types of streaming media and transaction oriented short flows (e.g. synthetic web traffic).

For example, for the HD streaming video TDS described in Section 8, the link layer bottleneck data rate should be exactly the header overhead above 2.5 Mb/s, the per packet random background loss probability should be 1/363, for a run length of 363 packets, the bottleneck queue should be 11 packets and the front path should have just enough buffering to withstand 11 packet interface rate bursts. We want every one of the TDS tests to fail if we slightly increase the relevant test parameter, so for example sending a 12 packet bursts should cause excess (possibly deterministic) packet drops at the dominant queue at the bottleneck. On this infinitessimally passing network it should be possible for a real application using a stock TCP implementation in the vendor’s default configuration to attain 2.5 Mb/s over an 50 mS path.

The most difficult part of setting up such a testbed is arranging for it to infinitessimally pass the individual tests. Two approaches: constraining the network devices not to use all available resources (e.g. by limiting available buffer space or data rate); and
preloading subpaths with cross traffic. Note that it is important that a single environment be constructed which infinitessimally passes all tests at the same time, otherwise there is a chance that TCP can exploit extra latitude in some parameters (such as data rate) to partially compensate for constraints in other parameters (queue space, or viceversa).

To the extent that a TDS is used to inform public dialog it should be fully publicly documented, including the details of the tests, what assumptions were used and how it was derived. All of the details of the validation experiment should also be published with sufficient detail for the experiments to be replicated by other researchers. All components should either be open source of fully described proprietary implementations that are available to the research community.

10. Security Considerations

Measurement is often used to inform business and policy decisions, and as a consequence is potentially subject to manipulation for illicit gains. Model Based Metrics are expected to be a huge step forward because equivalent measurements can be performed from multiple vantage points, such that performance claims can be independently validated by multiple parties.

Much of the acrimony in the Net Neutrality debate is due by the historical lack of any effective vantage independent tools to characterize network performance. Traditional methods for measuring bulk transport capacity are sensitive to RTT and as a consequence often yield very different results local to an ISP and end-to-end. Neither the ISP nor customer can repeat the other’s measurements leading to high levels of distrust and acrimony. Model Based Metrics are expected to greatly improve this situation.

This document only describes a framework for designing Fully Specified Targeted Diagnostic Suite. Each FSTDS MUST include its own security section.
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Appendix A. Model Derivations

The reference target_run_length described in Section 5.2 is based on very conservative assumptions: that all window above target_pipe_size contributes to a standing queue that raises the RTT, and that classic Reno congestion control with delayed ACKs are in effect. In this section we provide two alternative calculations using different assumptions.
It may seem out of place to allow such latitude in a measurement standard, but this section provides offsetting requirements.

The estimates provided by these models make the most sense if network performance is viewed logarithmically. In the operational Internet, data rates span more than 8 orders of magnitude, RTT spans more than 3 orders of magnitude, and loss probability spans at least 8 orders of magnitude. When viewed logarithmically (as in decibels), these correspond to 80 dB of dynamic range. On an 80 db scale, a 3 dB error is less than 4% of the scale, even though it might represent a factor of 2 in untransformed parameter.

This document gives a lot of latitude for calculating target_run_length, however people designing a TDS should consider the effect of their choices on the ongoing tussle about the relevance of "TCP friendliness" as an appropriate model for Internet capacity allocation. Choosing a target_run_length that is substantially smaller than the reference target_run_length specified in Section 5.2 strengthens the argument that it may be appropriate to abandon "TCP friendliness" as the Internet fairness model. This gives developers incentive and permission to develop even more aggressive applications and protocols, for example by increasing the number of connections that they open concurrently.

A.1. Queueless Reno

In Section 5.2 it was assumed that the link rate matches the target rate plus overhead, such that the excess window needed for the AIMD sawtooth causes a fluctuating queue at the bottleneck.

An alternate situation would be bottleneck where there is no significant queue and losses are caused by some mechanism that does not involve extra delay, for example by the use of a virtual queue as in Approximate Fair Dropping[AFD]. A flow controlled by such a bottleneck would have a constant RTT and a data rate that fluctuates in a sawtooth due to AIMD congestion control. Assume the losses are being controlled to make the average data rate meet some goal which is equal or greater than the target_rate. The necessary run length can be computed as follows:

For some value of Wmin, the window will sweep from Wmin packets to 2*Wmin packets in 2*Wmin RTT (due to delayed ACK). Unlike the queueing case where Wmin = Target_pipe_size, we want the average of Wmin and 2*Wmin to be the target_pipe_size, so the average rate is the target rate. Thus we want Wmin = (2/3)*target_pipe_size.

Between losses each sawtooth delivers \((1/2)(Wmin+2*Wmin)(2Wmin)\) packets in 2*Wmin round trip times.
Substituting these together we get:

\[ \text{target\_run\_length} = \frac{4}{3} (\text{target\_pipe\_size}^2) \]

Note that this is 44% of the reference_run_length computed earlier. This makes sense because under the assumptions in Section 5.2 the AMID sawtooth caused a queue at the bottleneck, which raised the effective RTT by 50%.

Appendix B. Complex Queueing

For many network technologies simple queueing models don’t apply: the network schedules, thins or otherwise alters the timing of ACKs and data, generally to raise the efficiency of the channel allocation when confronted with relatively widely spaced small ACKs. These efficiency strategies are ubiquitous for half duplex, wireless and broadcast media.

Altering the ACK stream generally has two consequences: it raises the effective bottleneck data rate, making slowstart burst at higher rates (possibly as high as the sender’s interface rate) and it effectively raises the RTT by the average time that the ACKs and data were delayed. The first effect can be partially mitigated by reclocking ACKs once they are beyond the bottleneck on the return path to the sender, however this further raises the effective RTT.

The most extreme example of this sort of behavior would be a half duplex channel that is not released as long as end point currently holding the channel has more traffic (data or ACKs) to send. Such environments cause self clocked protocols under full load to revert to extremely inefficient stop and wait behavior, where they send an entire window of data as a single burst of the forward path, followed by the entire window of ACKs on the return path. It is important to note that due to self clocking, ill conceived channel allocation mechanisms can increase the stress on upstream links in a long path: they cause large and faster bursts.

If a particular end-to-end path contains a link or device that alters the ACK stream, then the entire path from the sender up to the bottleneck must be tested at the burst parameters implied by the ACK scheduling algorithm. The most important parameter is the Effective Bottleneck Data Rate, which is the average rate at which the ACKs advance snd.una. Note that thinning the ACKs (relying on the cumulative nature of seg.ack to permit discarding some ACKs) is implies an effectively infinite bottleneck data rate.

Holding data or ACKs for channel allocation or other reasons (such as
forward error correction) always raises the effective RTT relative to the minimum delay for the path. Therefore it may be necessary to replace target_RTT in the calculation in Section 5.2 by an effective_RTT, which includes the target_RTT plus a term to account for the extra delays introduced by these mechanisms.
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This document describes an OPTIONAL extension for Two-Way Active Measurement Protocol (TWAMP) allowing the monitoring of the Differentiated Service Code Point and Explicit Congestion Notification fields with the TWAMP-Test protocol.
1. Introduction

One-Way Active Measurement Protocol (OWAMP) [RFC4656] defines Type-P descriptor and negotiation of its value in OWAMP-Control protocol. Two-Way Active Measurement Protocol (TWAMP) [RFC5357] states that only Differentiated Service Code Point (DSCP) values can be defined by Type-P descriptor and the negotiated value must be used by both Session-Sender and Session-Reflector. The TWAMP specification also states that the same DSCP value (found in the Session-Sender packet) MUST be used in the test packet reflected by the Session-Reflector. However the TWAMP-Test protocol does not specify any methods to determine or report when the DSCP value has changed or is different than expected in the forward or reverse direction. Re-marking the DSCP (changing its original value) in IP networks is possible and often accomplished by a Diffserv policy configured on a single node along the IP path. In many cases, a change of the DSCP value indicates an unintentional or erroneous behavior. At best, the Session-Sender can detect a change of the DSCP reverse direction assuming such change is actually detectable.

This document describes an OPTIONAL feature for TWAMP. It is called the DSCP and ECN monitoring feature. This feature allows the Session-Sender to know the actual DSCP value received at the Session-Reflector. Furthermore this OPTIONAL feature tracks the Explicit Congestion Notification (ECN) value received at the Session-Reflector. This is helpful to determine if ECN is actually operating
or if an ECN-capable node has detected congestion in the forward
direction.

1.1. Conventions used in this document

1.1.1. Terminology

DSCP: Differentiated Service Codepoint
ECN: Explicit Congestion Notification
IPPM: IP Performance Measurement
TWAMP: Two-Way Active Measurement Protocol
OWAMP: One-Way Active Measurement Protocol

1.1.2. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
[RFC2119].

2. TWAMP Extensions

TWAMP connection establishment follows the procedure defined in
Section 3.1 of [RFC4656] and Section 3.1 of [RFC5357] where the Modes
field is used to identify and select specific communication
capabilities. At the same time the Modes field been recognized and
used as an extension mechanism [RFC6038]. The new feature requires a
new bit position to identify the ability of a Session-Reflector to
return value of received DSCP and ECN values back to a Session-
Sender, and to support the new Session-Reflector packet format in the
TWAMP-Test protocol. See the Section 3 for details on the assigned
value and bit position.

2.1. Setting Up Connection to Monitor DSCP and ECN

The Server sets DSCP and ECN Monitoring flag in Modes field of the
Server Greeting message to indicate its capabilities and willingness
to monitor them. If the Control-Client agrees to monitor DSCP and
ECN on some or all test sessions invoked with this control
connection, it MUST set the DSCP and ECN Monitoring flag in the Modes
field in the Setup Response message.
2.2.  TWAMP-Test Extension

Monitoring of DSCP and ECN requires support by the Session-Reflector and changes the format of its test packet format both in unauthenticated, authenticated and encrypted modes. Monitoring of DSCP and ECN does not alter the Session-Sender test packet format but certain considerations must be taken when and if this mode is accepted in combination with Symmetrical Size mode [RFC6038].

2.2.1.  Session-Reflector Packet Format for DSCP and ECN Monitoring

When the Session-Reflector supports DSCP and ECN Monitoring it MUST construct the Sender DSCP and ECN (S-DSCP-ECN) field for each test packet it sends to Session-Sender according to the following procedure:

- the first six bits of the Differentiated Service field MUST be copied from received Session-Sender test packet into Sender DSCP (S-DSCP) field;

- the following two bits of the ECN field MUST be copied from received Session-Sender test packet into Sender ECN (S-ECN) field.

```
0 1 2 3 4 5 6 7 8
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|           S-DSCP          |   S-ECN   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
```

Figure 1: Sender DSCP and ECN field format

For unauthenticated mode:
For authenticated and encrypted modes:

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                  Sequence Number                        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| MBZ (12 octets)                                      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                     Timestamp                         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      Error Estimate                   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 2: Session-Reflector test packet format with DSCP and ECN monitoring in unauthenticated mode.

For authenticated and encrypted modes:
The DSCP value is often copied into reflected test packets with current TWAMP implementations (with or without TWAMP-Control protocol). With DSCP and ECN Monitoring Extension, the Session-Reflector handles DSCP as following:

Figure 3: Session-Reflector test packet format with DSCP and ECN monitoring in authenticated or encrypted modes
the Session-Reflector MUST extracts the S-DSCP-ECN value from the DSCP and ECN values of received packets;

- the Session-Reflector MUST transmit each reflected test packet with DSCP set to the negotiated/provisioned value;

- if the negotiated/provisioned DSCP value is not known (e.g. TWAMP Light), the choice of the DSCP is implementation specific. For instance, Session-Reflector MAY copy the DSCP value from the received test packet and set it as DSCP in a reflected packet.

### 2.2.2. DSCP and ECN Monitoring with RFC 6038 extensions

[RFC6038] defined two extensions to TWAMP. First, to ensure that Session-Sender and Session-Reflector exchange TWAMP-Test packets of equal size. Second, to specify number of octets to be reflected by Session-Reflector. If DSCP and ECN monitoring and Symmetrical Size and/or Reflects Octets modes are being negotiated between Server and Control-Client in Unauthenticated mode, then, because Sender DSCP and Sender ECN increase size of unauthenticated Session-Reflector packet by 4 octets, the Padding Length value SHOULD be >= 28 octets to allow for the truncation process that TWAMP recommends in Section 4.2.1 of [RFC5357].

```
   0                   1                   2                   3
   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                    Sequence Number                         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Timestamp                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Error Estimate      |                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                             |
|......................MBZ (28 octets).........................|
|                                                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                             |
|                        Packet Padding                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

*Figure 4: Session-Sender test packet format with DSCP and ECN monitoring and Symmetrical Test Packet in unauthenticated mode*
2.2.3. Consideration for TWAMP Light mode

Appendix I of [RFC5357] does not explicitly state how the value of the Type-P descriptor is synchronized between Session-Sender and Session-Reflector and whether different values are considered as error condition and SHOULD be reported. We assume that by some means the Session-Sender and the Session-Reflector of the given TWAMP-Test session been informed to use the same DSCP value. Same means, i.e. configuration, could be used to inform Session-Reflector to support DSCP and ECN monitoring mode by copying data from received TWAMP test packets. Then Session-Sender may be informed to use Sender DSCP and ECN field in reflected TWAMP test packet.

3. IANA Considerations

The TWAMP-Modes registry defined in [RFC5618].

IANA is requested to reserve a new DSCP and ECN Monitoring Capability as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Semantics</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>DSCP and ECN</td>
<td>bit position Y</td>
<td>This</td>
</tr>
<tr>
<td>(proposed</td>
<td>Monitoring</td>
<td>(proposed 7)</td>
<td>document</td>
</tr>
<tr>
<td>128)</td>
<td>Capability</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: New Type-P Descriptor Monitoring Capability

4. Security Considerations

Monitoring of DSCP and ECN does not appear to introduce any additional security threat to hosts that communicate with TWAMP as defined in [RFC5357], and existing extensions [RFC6038]. The security considerations that apply to any active measurement of live networks are relevant here as well. See the Security Considerations sections in [RFC4656] and [RFC5357].
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Abstract

This document describes an OPTIONAL feature for active performance measurement protocols allowing use of time stamp format defined in IEEE-1588v2-2008.
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1. Introduction

One-Way Active Measurement Protocol (OWAMP) [RFC4656] defines that only the NTP [RFC5905] format of a time stamp can be used in OWAMP-Test protocol. Two-Way Active Measurement Protocol (TWAMP) [RFC5357] adopted the OWAMP-Test packet format and extended it by adding a format for a reflected test packet. Both the sender’s and reflector’s packets time stamps are expected to follow the 64-bit long NTP format [RFC5905].

Precision Time Protocol (PTP) [IEEE.1588.2008] has gained wide support since the development of OWAMP and TWAMP. PTP is now supported in multiple implementations of fast forwarding engines. As a result, to support OWAMP or TWAMP test protocol time stamps must be converted from PTP to NTP. That requires resources, use of micro-code or additional processing elements, that are always limited. To address this, this document proposes optional extensions to Control and Test protocols to support use of IEEE-1588v2 time stamp format as optional alternative to the NTP time stamp format.

One of the goals of this proposal is not only allow end-points of a test session to use other than NTP timestamp but to support backwards compatibility with nodes that do not yet support this extension.
1.1. Conventions used in this document

1.1.1. Terminology

    IPPM: IP Performance Measurement
    NTP: Network Time Protocol
    PTP: Precision Time Protocol
    TWAMP: Two-Way Active Measurement Protocol
    OWAMP: One-Way Active Measurement Protocol

1.1.2. Requirements Language

    The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2.  OWAMP and TWAMP Extensions

    OWAMP connection establishment follows the procedure defined in Section 3.1 of [RFC4656] and additional steps in TWAMP described in Section 3.1 of [RFC5357]. In these procedures the Modes field been used to identify and select specific communication capabilities. At the same time the Modes field been recognized and used as extension mechanism [RFC6038]. The new feature requires two bit positions for Server and Control-Client to negotiate which timestamp format can be used in some or all test sessions invoked with this control connection. The end-point of the test session, Session-Sender and Session-Receiver or Session-Reflector, that supports this extension MUST be capable to interpret NTP and PTPv2 timestamp formats. If the end-point does not support this extension, then the value of NTP Timestamp and PTPv2 Timestamp flags MUST be 0 because it is in Must Be Zero field. If value of both NTP and PTPv2 Timestamp flags is 0, then the advertising node can use and interpret only NTP timestamp format.

    Use of two other flags, NTP Timestamp and PTPv2 Timestamp flags discussed in the following sub-sections. For details on the assigned values and bit positions see the Section 3.
2.1. Timestamp Format Negotiation in Setting Up Connection in OWAMP

In OWAMP-Test [RFC4656] it is the Session-Receiver and/or Fetch-Client that are interpreting collected timestamps. Thus announced by a Server in the Modes field timestamp format indicates which formats the Session-Receiver is capable to interpret. The Control-Client inspects values set by the Server for timestamp formats and sets values in the Modes field of the Set-Up-Response message according to timestamp formats Session-Sender is capable of using. The rules of setting timestamp flags in Modes field in server greeting and Set-Up-Response messages and interpreting them are as follows:

- The Server that establishes test sessions for Session-Receiver that supports this extension MUST set NTP Timestamp and PTPv2 Timestamp flags to 1 in the server greeting message according to the requirement listed in Section 2.

- If NTP Timestamp and PTPv2 Timestamp flags of the server greeting message that the Control-Client receives each has value 0, then the Session-Sender MUST use NTP format for timestamp in the test session and Control-Client SHOULD set NTP Timestamp and PTPv2 Timestamp flags to 0 in accordance with [RFC4656]. If the Session-Sender cannot use NTP timestamps, then the Control-Client SHOULD close the TCP connection associated with the OWAMP-Control session.

- If the Session-Sender can set timestamp in PTPv2 format, then the Control-Client MUST set the PTPv2 Timestamp flag to 1 in Modes field in the Set-Up-Response message and the Session-Sender MUST set timestamp in PTPv2 timestamp format. Otherwise the Control-Client MUST set the PTPv2 Timestamp flag in the Set-Up-Response message to 0.

- If the value of the PTPv2 Timestamp flag in the Set-Up-Response message is 1, then the Control-Client MUST set the NTP Timestamp flag in the Set-Up-Response message to 0.

- Otherwise, if the Session-Sender can set timestamp in NTP format, then the Control-Client MUST set the NTP Timestamp flag in the Set-Up-Response message to 1 and the Session-Sender MUST set timestamp in NTP timestamp format. Otherwise the Control-Client SHOULD close the TCP connection associated with the OWAMP-Control session.

If values of both NTP and PTPv2 Timestamp flags in the Set-Up-Response message are equal to 0, then that indicates that the Control-Client can set timestamp only in NTP format.
If OWAMP-Control uses Fetch-Session commands, then selection and use of one or another timestamp format is local decision for both Session-Sender and Session-Receiver.

2.2. Timestamp Format Negotiation in Setting Up Connection in TWAMP

In TWAMP-Test [RFC5357] it is the Session-Sender that is interpreting collected timestamps. Hence, in the Modes field a Server advertises timestamp formats that the Session-Reflector can use in TWAMP-Test message. The choice of the timestamp format to be used by the Session-Sender is a local decision. The Control-Client inspects the Modes field and sets timestamp flags values to indicate which format will be used by the Session-Reflector. The rules of setting and interpreting flag values are as follows:

- Server MUST set to 1 value of NTP Timestamp flag in the greeting message if Session-Reflector can set timestamp in NTP format. Otherwise the NTP Timestamp flag MUST be set to 0.

- Server MUST set to 1 value of PTPv2 Timestamp flag in its greeting message if Session-Reflector can set timestamp in PTPv2 format. Otherwise the PTPv2 Timestamp flag MUST be set to 0.

- If values of both NTP Timestamp and PTPv2 Timestamp flags in received server greeting message each equals 0, then Session-Reflector does not support this extension and will use NTP timestamp format. Control-Client SHOULD set NTP Timestamp and PTPv2 Timestamp flags to 0 in Set-Up-Response message in accordance with [RFC5357].

- Control-Client MUST set PTPv2 Timestamp flag value to 1 in Modes field in the Set-Up-Response message if Server advertised ability of the Session-Reflector to use PTPv2 format for timestamps. Otherwise the flag MUST be set to 0.

- Control-Client MUST set NTP Timestamp flag value to 1 in Modes field in the Set-Up-Response message if Server advertised ability of the Session-Reflector to use NTP format for timestamps. Otherwise the flag MUST be set to 0.

- If the values of both NTP Timestamp and PTPv2 Timestamp flags in the in the Set-Up-Response message are both equal 0, then that means that Session-Sender can only interpret NTP timestamp format. Then the Session-Reflector MUST use NTP timestamp format. If the Session-Reflector does not support NTP format for timestamps then Server and SHOULD close the TCP connection associated with the TWAMP-Control session.
2.3. OWAMP-Test and TWAMP-Test Update

Participants of a test session need to indicate which timestamp format being used. The proposal is to use Z field in Error Estimate defined in Section 4.1.2 of [RFC4656]. The new interpretation of the Error Estimate is in addition to it specifying error estimate and synchronization, Error Estimate indicates format of a collected timestamp. And this proposal changes the semantics of the Z bit field, the one between S and Scale fields, to be referred as Timestamp format and value MUST be set according to the following:

- 0 - NTP 64 bit format of a timestamp;
- 1 - PTPv2 truncated format of a timestamp.

As result of this value of the Z field from Error Estimate, Sender Error Estimate or Send Error Estimate and Receive Error Estimate SHOULD NOT be ignored and MUST be used when calculating delay and delay variation metrics based on collected timestamps.

2.3.1. Consideration for TWAMP Light mode

This document does not specify how Session-Sender and Session-Reflector in TWAMP Light mode are informed of timestamp format to be used. It is assumed that, for example, configuration could be used to direct Session-Sender and Session-Reflector respectively to use timestamp format according to their capabilities and rules listed in Section 2.2.

3. IANA Considerations

The TWAMP-Modes registry defined in [RFC5618].

IANA is requested to reserve a new NTP Timestamp and PTPv2 Timestamp as follows:

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
<th>Semantics</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBA1 (proposed 256)</td>
<td>NTP Timestamp Capability</td>
<td>bit position TBA2 (proposed 8)</td>
<td>This document</td>
</tr>
<tr>
<td>TBA2 (proposed 512)</td>
<td>PTPv2 Timestamp Capability</td>
<td>bit position TBA4 (proposed 9)</td>
<td>This document</td>
</tr>
</tbody>
</table>

Table 1: New Timestamp Capability
4. Security Considerations

Use of particular format of a timestamp in test session does not appear to introduce any additional security threat to hosts that communicate with OWAMP and/or TWAMP as defined in [RFC4656], [RFC5357] respectively. The security considerations that apply to any active measurement of live networks are relevant here as well. See the Security Considerations sections in [RFC4656] and [RFC5357].
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1. Introduction

The adjectives "active" and "passive" have been used for many years to distinguish two different classes of Internet performance assessment. The first Passive and Active Measurement (PAM) Conference was held in 2000, but the earliest proceedings available on-line are from the second PAM conference in 2001 [https://www.ripe.net/ripe/meetings/pam-2001].

The notions of "active" and "passive" are well-established. In general:

An Active metric or method depends on a dedicated measurement packet stream.

A Passive metric or method depends solely on observation of one or more packet streams. The streams only serve measurement when they are observed for that purpose, and are present whether measurements take place or not.

As new techniques for assessment emerge it is helpful to have clear definitions of these notions. This memo provides more detailed
definitions and discusses means to evaluate new techniques as they emerge.

This memo provides definitions for Active and Passive Metrics and Methods based on long usage in the Internet measurement community, and especially the Internet Engineering Task Force.

1.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

2. Purpose and Scope

The scope of this memo is to define and describe Active and Passive versions of metrics and methods which are consistent with the long-time usage of these adjectives in the Internet measurement community and especially the Internet Engineering Task Force.

Further, this memo’s purpose includes describing multiple dimensions in which to evaluate methods as they emerge.

3. Terms and Definitions

This section defines the key terms of the memo.

3.1. Performance Metric

The standard definition of a quantity, produced in an assessment of performance and/or reliability of the network, which has an intended utility and is carefully specified to convey the exact meaning of a measured value. (This definition is consistent with that of Performance Metric in RFC 2330 and RFC 6390).

3.2. Method of Measurement

The procedure or set of operations having the object of determining a Measured Value or Measurement Result.

3.3. Observation Point

See section 2 of [RFC7011] for this definition (a location in the network where packets can be observed), and related definitions. The comparable term defined in IETF literature on Active measurement is Measurement Point, see section 4.1 of [RFC5835]. Two terms have come into use describing somewhat actions at the identified point in the network path.
3.4. Active Methods

Active measurement methods have the following attributes:

1. Commonly, the packet stream of interest is generated as the basis of measurement. A packet stream may be generated to increase traffic load, but the loading stream itself may not be measured.

2. The packets in the stream of interest have fields (or are augmented or modified to include fields) which are dedicated to measurement. Since measurement usually requires determining the corresponding packets at multiple measurement points, a sequence number is the most common information dedicated to measurement.

3. The Source and Destination of the packet stream are usually known a’ priori.

4. Packet stream characteristics are known at the Source at least, and may be communicated to Destination as part of the method.

When adding traffic to the network for measurement, Active Methods influence the quantities measured to some degree, and those performing tests should take steps to quantify the effect(s) and/or minimize such effects.

3.5. Active Metric

An Active Metric incorporates one or more of the aspects of Active Methods in the metric definition.

For example, IETF metrics for IP performance (developed according to the [RFC2330] framework) include the Source packet stream characteristics as metric input parameters, and also specify the packet characteristics (Type-P) and Source and Destination IP addresses (with their implications on both stream treatment and interfaces associated with measurement points).

3.6. Passive Methods

Passive measurement methods are based on observations of undisturbed packet traffic. Some passive methods simply observe and collect information on all packets that pass Observation Point(s), while others filter the packets as a first step and only collect information on packets that match the filter criteria.

It is common that passive methods are conducted at one or more Observation Points. Passive methods to assess Performance Metrics often require multiple observation points, e.g., to assess latency of
packet transfer across a network path between two Observation Points. In this case, the observed packets must include enough information to determine the corresponding packets at different Observation Points.

Communication of the observations (in some form) to a collector is an essential aspect of Passive Methods. In some configurations, the traffic load associated with results export to a collector may influence the network performance. However, the collection of results is not unique to Passive Methods, and the load from management and operations of measurement systems must always be considered for potential effects on the measured values.

3.7. Passive Metric

Passive Metrics apply to observations of packet traffic (traffic flows in [RFC7011]).

Passive performance metrics are assessed independent of the packets or traffic flows, and solely through observation. Some refer to such assessments as "out-of-band".

One example of passive performance metrics for IP packet transfer can be found in ITU-T Recommendation Y.1540, where the metrics are defined on the basis of reference events as packet pass reference points, so the metrics are agnostic to the distinction between active and passive when packet correspondence can be derived from the observed stream when required.

3.8. Hybrid Methods and Metrics

Methods of Measurement which use a combination of Active Methods and Passive Methods, to assess Active Metrics, Passive Metrics, or a new metrics derived from the observations. ITU-T Recommendation Y.1540 defines metrics are applicable to the hybrid category, since packet correspondence at different observation/reference points could be derived from "fields which are dedicated to measurement", but otherwise the methods are passive.

4. Discussion

If we compare the Active and Passive Methods, there are at least two dimensions on which methods can be evaluated. This evaluation space may be useful when a method is a combination of the two alternative methods.

The two dimensions (initially chosen) are:
1. The degree to which the measured stream effects overall network conditions. There is also the notion of time averages - a measurement stream may have significant effect while it is present, but the stream is only generated 0.1% of the time. On the other hand, observations alone have no effect on network performance. To keep things simple, we consider the stream effect only when it is present.

2. The methodological advantages of knowing the source stream characteristics, and having complete control of the stream characteristics. For example, knowing the number of packets in a stream allows more efficient operation of the measurement receiver, and so is an asset for active measurement methods. Passive methods (with no sample filter) have few clues available to anticipate what the protocol first packet observed will use or how many packets will comprise the flow, but once the standard protocol of a flow is known the possibilities narrow (for some compliant flows).

There are a few examples we can plot on a two-dimensional space. We can anchor the dimensions with reference point descriptions.

Effect of the measured stream on network conditions

\[ \text{Max} \]

\[ \text{* Active using max capacity stream} \]

\[ \text{* Active using stream with load of typical user} \]

\[ \text{* Active using extremely sparse, randomized stream * PDM} \]

\[ \text{Min} \]

\[ \text{Stream Characteristics completely known} \]

\[ \text{None} \]

We recognize that method categorization could be based on additional dimensions, but this would require a different graphical approach.
For example, "effect of measured stream on network conditions" could easily be further qualified into:

1. effect on the performance of the measured stream itself: for example, choosing a packet marking or DSCP resulting in domain treatment as a real-time stream (as opposed to default/best-effort marking).

2. effect on unmeasured flows that share the path and/or bottlenecks: for example, an extremely sparse measured stream of minimal size packets typically has little effect on other flows (and itself), while a stream designed to characterize path capacity may affect all other flows passing through the capacity bottleneck (including itself).

3. effect on network conditions, resulting in network adaptation: for example, a network monitoring load and congestion conditions might change routing, placing some flows to alternate paths to mitigate the congestion.

As suggestions emerge we will examine the possibilities.

4.1. Discussion of PDM

In [I-D.elkins-ippm-pdm-option], an IPv6 Option Header is described which (when added to the stream at strategic interfaces) supports performance measurements. This method processes a user traffic stream and adds "fields which are dedicated to measurement". Thus:

- The method may have a small effect on the measured stream and other streams in the network.
- The measured stream has unknown characteristics until it is processed to add the PDM Option header.

We conclude that this is a Hybrid method, having at least one characteristic of both active and passive methods.

4.2. Discussion of "Coloring" Method

Draft [I-D.tempia-opsawg-p3m], proposed to color packets by rewriting a field of the stream at strategic interfaces to support performance measurements. This method processes a user traffic stream and inserts "fields which are dedicated to measurement". Thus:

- The method may have a small effect on the measured stream and other streams in the network (smaller than PDM above).
The measured stream has unknown characteristics until it is processed to add the coloring in the header, and the stream could be measured and time-stamped during that process.

We note that [I-D.chen-ippm-coloring-based-ipfpm-framework] proposes a method similar to [I-D.tempia-opsawg-p3m], and ippm-list discussion indicates [I-D.chen-ippm-coloring-based-ipfpm-framework] may be covered by the same IPR as [I-D.tempia-opsawg-p3m].

We conclude that this is a Hybrid method, having at least one characteristic of both active and passive methods.

5. Security considerations

When considering privacy of those involved in measurement or those whose traffic is measured, there is sensitive information communicated and observed at observation and measurement points described above. We refer the reader to the privacy considerations described in the Large Scale Measurement of Broadband Performance (LMAP) Framework [I-D.ietf-lmap-framework], which covers active and passive measurement techniques and supporting material on measurement context.

6. IANA Considerations

This memo makes no requests for IANA consideration.
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1. Introduction

This document describes the framework for passive measurement. In particular, the differences between passive and active measurements are analyzed, general considerations for both metric definition and measurement methodology are discussed, and requirements for various entities performing a given passive measurement task are described according to a reference model.
The IETF IP Performance Metrics (IPPM) working group first created a framework for metric development in [RFC2330], which enabled development of many fundamental metrics. [RFC2330] has been updated once by [RFC5835], which describes a detailed framework for composing and aggregating metrics originally defined in [RFC2330].

2. Terminology

TBD

3. Measurement Methods

3.1. Active Measurement Method

Active Measurement Method: The process of measuring performance or reliability parameters by the examination of traffic (IP Packets) injected into the network, expressly for the purpose of measurement by intended Measurement Point(s).

The packets in an Active Measurement Stream typically have fields which are dedicated to and customized for measurement purposes. As an example, a sequence number is a common information field used for dedicated measurements, potentially at multiple measurement points.

Packet stream characteristics (e.g. Protocol Type) and specific field information (e.g. IP Address), are known at the source and usually communicated to the measurement point(s) as well.

Because traffic stream characteristics (e.g. number of packets), and traffic type (e.g. protocol) are known to the Active Measurement Point receivers, more efficient and focused operations are possible.

3.2. Passive Measurement Method

Passive Measurement Method: The process of measuring some performance or reliability parameter associated with the existing traffic (packets) on the network.

[Note: There are definitions for both active and passive measurement methods in [I-D.ietf-ippm-metric-registry]. Further discussion and coordination may be needed.]

Some passive methods observe and collect information on all packets that pass the observation or Measurement Point(s), while other Passive Methods filter the packets as a first step and only process information on packets that match the filter criteria.
Passive Methods may be conducted at one or more Measurement Points. Certain Metrics (e.g. latency across a particular network path), require multiple Measurement Points and observed packets must include sufficient information (e.g. sequence number), to correlate packets from different observation points.

Passive traffic may be observed/measured at any point in an IP session path, including source host, destination host and middleboxes. Passive traffic may also be observed/measured by "Out of band" devices, which do not participate in processing the actual session traffic. This parallel approach typically has the least effect upon network conditions and the session traffic being measured.

3.3. Hybrid Measurement Method

Hybrid Measurement Method: Methods of Measurement which use a combination of Active Methods and Passive Methods.

Hybrid Methods are not fully defined or delineated at this time. Details and examples will be forthcoming. As this occurs, this section will be expanded upon accordingly.

4. Measured Metrics

The de facto focus of RFC2330 is on active measurement. Although many of the concepts discussed in RFC2330, metrics, measurement methodology, errors with time apply to both passive and active methods of measurement techniques, there are considerable differences in terms of metric definition and measurement methodology for passive measurement.

4.1. Active Metrics

Active Metrics: A set of standard measurements for evaluating network performance or reliability, based upon the results of active traffic (IP Packets), injected into the network by a source node, expressly for the purpose of measurement and examined by one or more Measurement Points.

Examples of Active Metrics include: Latency, Throughput, errors, etc.

4.2. Passive Metrics

Passive Metrics: A set of standard measurements for evaluating network performance or reliability, based upon the results of Passive traffic (IP Packets), existing on the network and examined by one or more Measurement Points.
[Editor Note]: While Active and Passive Methods differ considerably, the Metrics requirements and definitions for Active and Passive are similar if not identical. Both can be described as defined reference events, as packets pass defined reference points. These concepts are consistent with and further elucidated by ITU-T Recommendation Y.1540 [Y.1540.2011].

Therefore it makes sense to be agnostic to the distinction between active and passive, with respect to Metrics. Distinctions or different definitions for Active and Passive Metrics, should only be created as needed, consistent with the IPPM Metric Registry [I-D.ietf-ippm-metric-registry].

Passive measurements may be used in scenarios where active measurement alone is not enough or applicable. Since no extra in-band traffic which may alter service and performance behavior is introduced, passive measurement may be done during peak traffic.

Passive measurement is not without cost. In the best scenario, the passive measurement point is external to the devices participating in the network traffic. For example, a passive network TAP may be placed at a switch to capture traffic. This would create very little, if any, interference with in-band traffic. Alternatively, care must be taken if a passive measurement technique creates load on a participant in the network. For example, a packet trace taken at one of the end host points may add load to the device thus potentially changing the environment which it is measuring. The benefits of this method for measurement and diagnostics must be weighed with the costs.

For networks where charges are based on the amount of data sent, passive measurement may be the first choice for end-to-end measurement, as it does not introduce any extra expense to the subscriber. In terms of Quality of Experience (QoE) measurement, passive measurement is expected to be more accurate and helpful in troubleshooting as it reflects the status of real application traffic.

For passive measurement, the concepts of singleton, sample and statistical, as defined in [RFC2330], also apply. However, there are some differences. The singleton, sample, and statistical measurements are those taken within the boundaries of captured traffic.
4.2.1. Passive Measurement Metric Elements

In passive measurement, the most important aspects have to do with the portion of reality which is actually measured at any point in time. So, it may be useful to define some terms for passive measurement. These are as follows:

1. Capture content: this is the type(s) of packet or metric found.

2. Capture distribution: this is the actual pattern of data in the collected packets. The pattern or distribution may be Poisson but it may also be bimodal, uniform, or skewed. For example, one might see an FTP transfer as a relatively uniform distribution, a TCP connection with a windowing issue may display a skewed distribution, etc.

3. Capture limits: this is the way the set of packets or metrics are selected. For example, one may decide to take a trace that consists of 1,000 packets. Alternatively, one might take a packet capture for 5 minutes with no regard to how many packets are found.

4. Capture methodology: this is the area in which passive differs most greatly from active methods. For example, [RFC2679], section 3.6. Methodologies discusses the various techniques of injecting test packets into the network. This is not applicable to passive measurement. Passive measurement simply collects that which exists.

5. Unruly Nature of Capture: With reality, there are no guarantees. That is, if one imagines a passive sample to be a packet trace taken at a host. If the metric one is looking for is IP/TCP connectivity measured by a TCP three way handshake, then in active measurement, one can be guaranteed to find that metric because one has injected packets of that type into the stream. In passive measurement, the capture may contain anywhere from zero occurrences of the desired metric to many instances of the desired metric.

6. Capture Selection: With active measurement, one may create 500 packets of a certain type and pick according to the sampling distribution desired.

For example, [RFC2330] in the discussion of generating Poisson distributions (11.1.3), discusses a method:

Method 1 is to proceed as follows:
1. Generate E1 and wait that long.
2. Perform a measurement.
3. Generate E2 and wait that long.
4. Perform a measurement.
5. Generate E3 and wait that long.
6. Perform a measurement ...

With passive measurement, one has no way of knowing if a particular desired packet or packet sequence exists at all in the set of packets captured.

Having said that, if there do exist many such packets, one may use a random (or another) sampling method to pick the instances desired. That is, if one has 100,000 instances of TCP three-way handshakes, one may decide to randomly choose 50 to examine more closely.

Inherent Inequality of Active and Passive Measurements: due to the nature of data traffic, depending on what metric is measured, it is unlikely that it will have a random or Poisson distribution. Hence, metrics created using Active methods and those generated using Passive methods are likely to differ. It is not known at this point whether that difference is significant or not.

[TBD: More discussion here on distributions and inequality]

Point of View: In passive measurement, it matters greatly where the measurement is being done. Point of view is critical. Passive measurement only knows what it sees from its own perspective.

In troubleshooting problems using passive measurement, it is often necessary to get multiple points of view. Let us take a simple case of diagnosing packet loss from an end user perspective. If one takes a packet trace at the client host, one sees that certain packets are not being received. If one takes two packet traces at the same time at the server and client, one sees that the server sends these packets yet the client does not receive them. Hence, the problem must be at a middle box. So, then, one must start taking traces at client, server, and a trace point after the first middle box, etc.

The measurement techniques for passive measurement must accommodate and facilitate such tasks.
Active measurement techniques know clearly the measurement point and path because that is a part of the definition of the Active measurement task.

5. Reference Model

This section describes the main functional components of the passive measurement system, and the interactions between the components. Some new terms are defined in this document and some are borrowed from the LMAP Framework [I-D.ietf-lmap-framework].

![Diagram of Passive Measurement Reference Model]

Although there are considerable similarities between the proposed reference model and the LMAP framework [I-D.ietf-lmap-framework], it should be noted that the above architecture is provided as a more general outline of an integral collection of functional components collaborating in performing a specific instance of passive measurement method. Various functions from LMAP framework in performing a passive measurement task represent a specific way of realizing the general model.

Controller: A entity that exchanges the Control of the Measurement Task with the Measurement Entity, receives the Report from the Collector and conducts the value calculation/derivation for the metrics measured of the Measurement Task. When multiple Measurement Entities are involved for a certain Measurement Task, Controller may only have Control exchanged with one or some of the Measurement Entities.

Collector: A entity that receives a Report from a Measurement Entity and provides the Report to the Controller for metric calculation / derivation.
Measurement Agent: An entity that exchanges the Control of the Measurement Task with the Controller, performs Measurement Tasks and sends the Report to Collector. When multiple Measurement Agents are involved for a certain Measurement Task, Coordination may be required between Measurement Entities.

Control: The collective description of information exchanged between Controller and Measurement Agent, i.e. configurations, instructions, states, etc. for a Measurement Agent to perform and Report Measurement Tasks.

Coordination: [TBD. Discuss coordination with MAs and Controller]

Report: The set of Measurement Results and other associated information as defined by the Control.

[Measurement Task]: The act that consists of the single operation of the Measurement Method at a particular time and with all its Input Parameters set to specific values.

[Measurement Result]: The output of a single Measurement Task (the value obtained for the parameter of interest or Metric).

[Note: further discussion and clarifications regarding these borrowed terms from LMAP framework are to be expected, with coordination with [I-D.ietf-lmap-framework].]

6. Methodology

For a given set of well-defined metrics, a number of distinct measurement methodologies may exist. Let us take One-way Packet Loss as example. Packet loss over a path is the difference between the number of packets transmitted at the starting interface of the path and received at the ending interface of this path. In order to perform packet loss measurements on a live traffic flow, different methodologies exist. A partial list includes:

1. observation, e.g. Sequence Number, pros and cons
2. inserting a delimiting packet: Y.1731, RFC6374, pros and cons
3. altering the packet:

Note: This list is by no means exhaustive. The purpose is to point out the variety of measurement techniques.

Note: A methodology for a metric should have the property that it is repeatable: if the methodology is used multiple times under identical
conditions, it should result in consistent measurements. A methodology for a metric should be scalable, robust and secured.

Following sections list the functional requirements and design considerations of any passive measurement methodology.

6.1. Discussion of Errors / Unintended Consequences

As discussed in Section 6.3 Measurements, Uncertainties and Errors of RFC2330, the measurement technique itself can introduce errors.

"consider the timing error due to measurement overheads within the computer making the measurement, as opposed to delays due to the Internet component being measured. The former is a measurement error, while the latter reflects the metric of interest. Note that one technique that can help avoid this overhead is the use of a packet filter/sniffer, running on a separate computer that records network packets and timestamps them accurately."

With some types of passive measurement, changing the packet may create extra load on the network, change the characteristics of network traffic, or change the nature of the problem itself. Obviously, the benefits of the measurement must be such as to offset the potential unintended consequences.

6.2. Control Protocol

As depicted by the reference model, there are different functional components residing along an end-to-end path or within an ISP’s domain that cooperate to perform a specific passive measurement task. This section describes the high level function requirements for the control protocol between these collaborating components.

Note: LMAP is developing the control protocol between MA and controller, here will be the discussion for control protocol between measurement parties, i.e. MA to MA or MA to MP.

6.3. Measurement Session Management

A measurement session refers to the period of time in which measurement for certain performance metrics is enabled over a forwarding path. A measurement session may be started either proactively or on demand. The methodology must indicate how the measurement session is to be started.
6.4. Data Collected Correlation

When there is no coordination between MAs during a measurement session, data collected on the upstream MA and downstream MA, e.g. packet counts or timestamps, may be periodically report to the Controller. And the value of the performance metrics are calculated/derived on the Controller. Certain synchronization mechanism is required to ensure the data collected on upstream and downstream are correlated. This may further require that the upstream and downstream MEs have a certain time synchronization capability (e.g., supporting the Network Time Protocol (NTP) [RFC5905], or the IEEE 1588 Precision Time Protocol (PTP) [IEEE.1588.2008].)

6.5. Measurement Configuration

A measurement session can be configured statically or dynamically. The methods must be discussed.

6.6. Scalability and Robustness

[TBD]

6.7. Privacy Issues

[TBD]

7. Security Considerations

This document does not bring new security issues to IPPM.
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