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Abst ract

Thi s docunent provides guidelines on how to make Interactive
Connectivity Establishment (1 CE) conclude faster in multihoned and
| Pv4/1 Pv6 dual -stack scenari os where broken paths exist. The
provi ded gui delines are backwards conpatible with the original |CE
speci fication.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 13, 2015.
Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
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the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Applications should take special care to deprioritize network
interfaces known to provide unreliable connectivity. For exanple
certain tunnel services mght provide unreliable connectivity. The
simpl e gui delines presented here describes how to deprioritize

i nterfaces known by the application to provide unreliable
connectivity. This application know edge can be based on sinple
metrics |ike previous connection success/failure rates or a nore
static nodel based on interface types like wired, wireless, cellular,
virtual, tunnelled and so on

There is a also need to introduce nore fairness in the handling of
connectivity checks for different |IP address families in dual-stack
| Pv4/ 1 Pv6 | CE scenarios. Section 4.1.2.1 of |ICE [RFC5245] points to
[ RFC3484] for prioritizing anong the different IP famlies.

[ RFC3484] is obsoleted by [ RFC6724] but follow ng the recommendati ons
fromthe updated RFC will lead to prioritization of |Pv6 over |Pv4
for the same candi date type. Due to this, connectivity checks for
candi dates of the same type (host, reflexive or relay) are sent such
that an I P address famly is conpletely depleted before checks from
the other address famly are started. This results in user

noti ceabl e setup delays if the path for the prioritized address
famly is broken.

To avoi d such user noticeabl e delays when either IPv6 or IPv4 path is
broken or excessive slow, this specification encourages intermngling
the different address families when connectivity checks are
perfornmed. Introducing IP address fanmily fairness into | CE
connectivity checks will lead to nore sustained dual -stack | Pv4/|Pv6
depl oynent as users will no | onger have an incentive to disable |Pv6.
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The cost is a small penalty to the address type that otherw se would
have been prioritized.

The guidelines outlined in this specification are backward conpati bl e
with a standard I CE inplenentation. This specification only alters
the values used to create the resulting checklists in such a way that
the core nechanisns from | CE [ RFC5245] are still in effect. The

i ntroduced fairness mght be better, but not worse than what exists

t oday.

2. Notational Conventions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Thi s docunent uses termn nol ogy defined in [ RFC5245].
3. Inmproving I CE Mil tihoned Fairness

A mul ti homed | CE agent can potentially send and receive connectivity
checks on all available interfaces. To avoid unnecessary del ay when
perform ng connectivity checks it would be beneficial to prioritize
i nterfaces known by the agent to provide connectivity.

Candi dates froma interface known to the application to provide
unreliabl e connectivity SHOULD get a | ow candidate priority. This
ensures they appear near the end of the candidate list, and would be
the last to be tested during the connectivity check phase. This

all ows candi date pairs nore likely to succeed to be tested first.

If the application is unable to get any interface information
regarding type or unable to store any relevant metrics, it SHOULD
treat all interfaces as if they have reliable connectivity. This
ensures all interfaces gets their fair chance to performtheir
connectivity checks.

4. Inproving | CE Dual Stack Fairness

Candi dat es SHOULD be prioritized such that a | ong sequence of
candi dat es belonging to the sane address fanmily will be interm ngled
with candidates froman alternate IP fanmly. For exanple, pronoting
| Pv4 candidates in the presence of many | Pv6 candi dates such that an
| Pv4 address candidate is always present after a small sequence of

| Pv6 candidates, i.e., reordering candi dates such that both IPv6 and
| Pv4 candi dates get a fair chance during the connectivity check
phase. This makes | CE connectivity checks nore responsive to broken
path failures of an address famly.
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An | CE agent can choose an algorithmor a technique of its choice to
ensure that the resulting check lists have a fair intermngled mx of
I Pv4 and | Pv6 address famlies. However, nodifying the check |ist
directly can lead to uncoordinated | ocal and renote check lists that
result in ICE taking | onger to conplete or in the worst case scenario
fail. The best approach is to nodify the fornula for calculating the
candi date priority value described in | CE [ RFC5245] section 4.1.2.1

| mpl enent ati ons SHOULD prioritize | Pv6 candi dates by putting sone of
themfirst in the the interm ngled checklist. This increases the
chance of a IPv6 connectivity checks to conplete first and be ready
for nonmination or usage. This enables inplenmentations to follow the
i ntent of [RFC6555] Happy Eyebal I s: Success with Dual - Stack Hosts.

5. Conpatibility

| CE [ RFC5245] section 4.1.2 states that the fornula in section
4.1.2.1 SHOULD be used to calculate the candidate priority. The
formula is as follows:

priority = (2"24)*(type preference) +
(278)*(l ocal preference) +
(270)*(256 - conponent |D)

| CE [ RFC5245] section 4.1.2.2 has guidelines for how the type
preference and | ocal preference value should be chosen. Instead of
having a static |ocal preference value for IPv4 and | Pv6 addresses,
it is possible to choose this value dynamically in such a way that
I Pv4 and | Pv6 address candidate priorities ends up interm ngled
within the sane candi date type

It is also possible to dynam cally change the type preference in such
a way that IPv4 and | Pv6 address candi dates end up interm ngled
regardl ess of candidate type. This is useful if there are a |ot of

| Pv6 host candi dates effectively blocking connectivity checks for

| Pv4 server reflexive candi dates.

The list bel ow shows a sorted | ocal candidate |list where the priority
is calculated in such a way that the 1Pv4 and | Pv6 candi dates are
intermngled. To allow for earlier connectivity checks for the | Pv4
server reflexive candi dates, sonme of the |Pv6 host candi dates are
dempted. This is just an exanple of how a candidate priorities can
be calculated to provide better fairness between |IPv4 and | Pv6

candi dat es wi t hout breaki ng any of the I CE connectivity checks.
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Candi date  Address Conponent

Type Type I D Priority
(1) HosT | Pv6 (1) 2129289471
(2) HosT | Pv6 (2) 2129289470
(3) HosT | Pv4 (1) 2129033471
(4) HOsT | Pv4 (2) 2129033470
(5) HosT | Pv6 (1) 2128777471
(6) HOST | Pv6 (2) 2128777470
(7) HOosT | Pv4 (1) 2128521471
(8) HOosT | Pv4 (2) 2128521470
(9) HosT | Pv6 (1) 2127753471
(10) HOST | Pv6 (2) 2127753470
(11) SRFLX | Pv6 (1) 1693081855
(12) SRFLX | Pv6 (2) 1693081854
(13) SRFLX | Pv4 (1) 1692825855
(14) SRFLX | Pv4 (2) 1692825854
(15) HOsT | Pv6 (1) 1692057855
(16) HOST | Pv6 (2) 1692057854
(17) RELAY | Pv6 (1) 15360255
(18) RELAY | Pv6 (2) 15360254
(19) RELAY | Pv4 (1) 15104255
(20) RELAY | Pv4 (2) 15104254

SRFLX = server reflexive

Note that the list does not alter the conponent ID part of the
formula. This keeps the different conponents (RTP and RTCP) close in
the list. Wat nmatters is the ordering of the candidates with
component ID 1. Once the checklist is formed for a nmedia streamthe
candidate pair with conponent ID1 will be tested first. |If ICE
connectivity check is successful then other candidate pairs with the
same foundation will be unfrozen ([RFC5245] section 5.7.4. Conputing
States).

The | ocal and renote agent can have different algorithnms for choosing
the | ocal preference and type preference values w thout inpacting the
synchroni zati on between the | ocal and renote check lists.

The check list is made up by candidate pairs. A candidate pair is
two candi dates paired up and given a candidate pair priority as
described in [ RFC5245] section 5.7.2. Using the pair priority

f or mul a:

pair priority = 2°32*MN(G D) + 2*MAX(G D) + (G>D?1:0)
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Wiere Gis the candidate priority provided by the controlling agent
and D the candidate priority provided by the controlled agent. This
ensures that the |local and renote check lists are coordinated.

Even if the two agents have different algorithns for choosing the
candidate priority value to get an interm ngled set of |Pv4d and | Pv6
candi dates, the resulting checklist, that is a list sorted by the
pair priority value, will be identical on the two agents.

The agent that has pronoted | Pv4 cautiously i.e. |lower |Pv4 candidate
priority values conpared to the other agent, will influence the check
list the nost due to (27"32*M N(G D)) in the formula.

These recomendati ons are backward conpatible with a standard | CE

i mpl ementation. The resulting local and renote checklist will still
be synchroni zed. The introduced fairness nmight be better, but not
wor se t han what exists today

6. Exanple Algorithmfor Choosing the Local Preference

The al gorithm described in this section can be used by an
i npl ementation to introduce |Pv4/IPv6 dual stack and nul ti homed

fairness. Inplenentations inplenenting their own al gorithm nust take
care not to break any ICE conmpatibility. See Section Section 5 for
details.

The val ue space for the |ocal preference is fromO to 65535
inclusive. This value space can be divided up in chunks for each IP
address fanmily

An | Pv6 and | Pv4 start priority nmust be given. |In this exanple |Pv6
starts at 60000 and | Pv4 at 59000. |Pv6 should be given the highest
start priority.

Interfaces known to the application to provide unreliable
connectivity will be given a |low | ocal _preference value. This wll
pl ace candi dates fromthose interface near the end in a sorted
candi date list.

| Pv6 | Pv4

Start Start
65535 60k 59k 58k 57k 56k 55k 0
IR R e, R e, R e, R e, R e, o m e e eeeeaaaas +

| | 1Pv6 | IPv4 | IPv6 | IPv4 | IPV6 | |
| [ (1) | (D) | (21 (2 (3) | |
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The | ocal preference can be cal cul ated by the given formla:

S

N

Cn:

| ocal _preference = ((S - N2*(Cn/Cmax))* R ) + |
Address type specific start value (1Pv4 or IPv6 Start)

Absol ute value of IPv6_start-IPv4 start. This ensures a positive
nunber even if IPv4 is the highest priority.

Nunber of current candi dates of a specific |IP address type and
candi date type (host, server reflexive or relay).

Cmax: Nunber of all owed consecutive candi dates of the sanme | P

Ri:

address type.

Reliable interface. A reliable interface known by the
application to provide reliable connectivity should set this val ue
to 1. Interfaces known to provide unreliable connectivity should
set this to 0. (Allowed values are 0 and 1)

Interface priority. Unreliable interfaces can set this value to
get a priority anong the unreliable interfaces. Max value is
reconmended to be NN Reliable interfaces should set this to O.

Usi ng the val ues N=abs(60000-59000) and Crmax = 2 yields the follow ng
sorted local candidate list with only reliable interfaces:

(1) HOST 1Pv6 (1) Priority: 2129289471
(2) HOST 1Pv6 (2) Priority: 2129289470
(3) HOST I1Pv4 (1) Priority: 2129033471
(4) HOST 1Pv4 (2) Priority: 2129033470
(5) HOST I1Pv6 (1) Priority: 2128777471
(6) HOST I1Pv6 (2) Priority: 2128777470
(7) HOST 1Pv4 (1) Priority: 2128521471
(8) HOST 1Pv4d (2) Priority: 2128521470
(9) HOST I1Pv6 (1) Priority: 2128265471
(10) HOST 1Pv6 (2) Priority: 2128265470
(11) SRFLX IPv6 (1) Priority: 1693081855
(12) SRFLX IPv6 (2) Priority: 1693081854
(13) SRFLX IPv4 (1) Priority: 1692825855
(14) SRFLX IPv4 (2) Priority: 1692825854
(15) RELAY IPv6 (1) Priority: 15360255

(16) RELAY IPv6 (2) Priority: 15360254

(17) RELAY IPv4 (1) Priority: 15104255

(18) RELAY IPv4 (2) Priority: 15104254

Martinsen, et al. Expi res August 13, 2015 [ Page 7]



Internet-Draft | CE Dual St ack Fairness February 2015

The result is an even spread of IPv6 and | Pv4 candi dates anong the
di fferent candi date types (host, server reflexive, relay). The |ocal
preference value is cal cul ated separately for each candi date type.

7. |1 ANA Consi derations
None.

8. Security Considerations
STUN connectivity check using MAC conputed during key exchanged in
t he signaling channel provides nmessage integrity and data origin
aut hentication as described in section 2.5 of [RFC5245] apply to this
use.
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