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Abstract

Thi s docunent presents an approach for organi zing YANG nodels in a
conpr ehensi ve structure that defines how individual nodels nmay be
composed to configure and operate network infrastructure and
services. The structure is itself represented as a YANG nodel rooted
at a device, with all of the related conponent nodels |ogically
organized in a way that is operationally intuitive.
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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. I nt roduction

The | arge nunber of configuration nodels recently published cover
much of networking protocols and technol ogy and, in theory, enable a
programmati c, nodel -driven approach for configuring network devices.
These nodel s have been largely devel oped individually and in

i sol ation, however, naking it challenging to use themtogether to
fully configure a device, or nmanage a set of devices conprising a
service. For exanple, standard nodels for interface managenent

[ RFC7223] and system managenent [RFC7317] are available but there is
no gui dance for how they should be used together, or conbined wth
other nodels for routing protocols, ACLs, etc. to forma conplete
nmodel . Recently, sone frameworks (e.g., [RTGCFG and [RTG POLI CY])
that tie nodel s together have been devel oped, but they are

i nconpl ete, covering only a subset of rel ated nodels.

1.1. Goals and approach

In this docunment, we describe a structure for organi zi ng YANG

[ RFC6020] nodels that is broadly applicable to physical and virtua
devices. Individual nodels are conposed such that the data they
define can be accessed in a predictable and operationally intuitive
way that is conmon across inplenmentations. This organization enables
several inmportant capabilities:

0 a common scherma to access data related to all aspects of a device

0 an extensible structure that nakes it clear where additiona
nodel s or data should be fit (e.g., using YANG augnmentation or

i mports)

o a place for including netadata that provides useful information
about the corresponding individual nodels, such as which
organi zation provides them which vendors support them or which
versi on of the nodel is deployed

0 a common infrastructure nodel | ayer on which higher |ayer service

nmodel s can be built, for exanple by specifying which nodels are
needed to provide the service
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0 an ability to express an instance of the structure consisting of
nmodel s that have been validated to work together (i.e., with
i nformati on about sources of the nodels, their versions, etc.), so
that operators can easily identify a set of nodels that is known
to be nutually consistent

Qur approach is to organi ze the nodel s describing various aspects of
network infrastructure, including devices and their subsystems, and
rel evant protocols operating at the |ink and network |ayers. The
proposal does not consider a common nodel for higher |evel network
services, nor does it specify details of how hardware-rel ated data
shoul d be organi zed. Both of these are challenging to standardi ze --
services are subject to operational and business considerations that
vary across network operators, and hardware nodel s are necessarily
dependent on specific platformfeatures and architecture -- and are
thus out of scope of this docunent. W instead consider the set of
nodel s that are commonly used by network operators, and suggest a
correspondi ng organi zati on.

As with other nodel s devel oped from an operator perspective, the
intent is not to be exhaustive by including all possible nodels in
the overall structure, whether currently available or not. W focus
on conponents that are deened nost useful for network operators
across a variety of use cases. W recognize, however, that

addi tional nodels will be needed in sone cases, and this structure is
useful for describing how new nodels can be fit into the overal
structure.

2. Model overview

The nmodel organization can itself be thought of as a "nmeta- nodel",
in that it describes the relationshi ps between individual nodels. W
choose to represent it also as sinple YANG nodel consisting of lists
and containers to serve as anchor points for the corresponding

i ndi vi dual nodel s.

As shown bel ow, our nodel is rooted at a "device", which represents a
network router, switch, or simlar device. The nodel is applicable
to both physical, hardware-based devices, as well as software-based

devi ces such as virtual network functions (VNFs). It does not follow
the hierarchy of any particular inplenentation, and hence is vendor-
neutral. Nevertheless, the structure should be fanmiliar to network

operators and al so readily napped to vendor inplenentations.
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+--rw devi ce
+--rwinfo
| +--rw device-type?
+--rw hardwar e
+--rw system
+--rw interfaces
+--rw acl
+--rw qos
+--rw | ogical -routers

The key subsystens are represented at the top | evel of the device,

i ncluding, systemw de configuration, interfaces, and routing

i nstances. The info section can be used for basic device information
such as its type (e.g., physical or virtual), vendor, and nodel. For
physi cal devices, the hardware container is intended to be a

pl acehol der for platform specific configuration and operational state
data. For exanple, a common structure for the hardware nodel m ght

i nclude chassis, linecards, and ports, but we |eave this unspecified.

2.1. System nodel conponents

The system contai ner includes a nunber of subsystens that are
typically configured globally for the device. Sone of these, such as
DHCP, Ethernet CFM or sanpling configuration also nay have data that
is associated with an interface. For sinplicity, these relationships
are not represented in this structural nmodel. The currently defined
subsystenms are shown bel ow

+--rw device

+--rw system
+--rw dns
+--rw ntp
+--rw dhcp
+--rw sysl og
+--rw ssh
+--rw stat-coll
+--rw oam
| +--rw snnp
| +--rwcfm
|  +--rw twanp
+--rw aaa
| +--rwtacacs
| +--rwradius
+--rw users
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2.

2.

2.

3.

Interface nodel conponents

Interfaces are a crucial part of any network device s configuration
and operational state. They generally include a conbination of raw
physical interfaces, link-layer interfaces, addressing configuration
and logical interfaces that may not be tied to any physi cal

interface. Several systemservices, and |layer 2 and |layer 3
protocol s may al so associ ate configuration or operational state data
with different types of interfaces (these relationships are not shown
for sinplicity). The interfaces container includes a nunber of
commonl y used conponents as exanpl es:

+--rw device
+--rw interfaces

+--rw et her net
| +--rw aggregates
| +--rwvlans
| +--rwilfm
+--rw sonet - sdh
+--rw addressi ng
| +--rwipv4d
| | +--rwvrrp
| +--rwipv6
| +--rw vrrp
+--rw tunnel s

Logi cal routing instances

Logi cal routers represent the capability on sone devices to partition
resources into independent |ogical routers. |n physical devices,
sone hardware features are shared across partitions, but routing
protocol instances, routing tables, and configuration are managed
separately. In virtual routers or VNFs, this may correspond to
establishing multiple |ogical instances using a single software
installation. The nodel supports configuration of nultiple routing

i nstances on a single device by creating a list of |ogical routers,
each with their own configuration and operational state related to
routing and swi tching protocols, as shown bel ow

+--rw devi ce
+--rw |l ogical-routers
+--rw | ogical-router* [router-id]
+--rwrouter-id uint8
+--rw router-name? string
+--rw | ayer-2-protocols
[ .

+--rw | ayer-3-protocols
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2.4. VRFs and gl obal routing configuration

Virtual routing and forwarding instances (VRFs) are commonly used to
i solate routing domains, for exanple to create virtual private

networ ks, each with their own active protocols and routing policies.
Devi ces al so have a gl obal instance of each routing protocol that may
al so exchange routes with VRFs through routing policies. The nodel
descri bes protocols and policies for both VRF routing instances and
the gl obal instance. The routing policy framework is expected to
follow [ RTG POLI CY], which enables inport / export policies to be
expressed with respect to a VRF, or the global routing instance.

+--rw devi ce
+--rw |l ogical-routers
+--rw | ogical -router* [router-id]

+--rwrouter-id

+--rw router-name?

+--rw | ayer-3-protocol s
+--rw gl obal
[
+--rw vrf* [vrf-name]
[ .

+--rw routing-policy

3. Populating the structural nodel

The structural nodel in this docunent describes how individual YANG
nmodel s may be used together to represent the configuration and
operational state for all parts of a physical or virtual device. It
does not, however, docunment the actual nodel in its entirety. In
this section, we outline an option for creating the full nodel and
al so describe how it may be used.

3.1. Constructing the device nodel

One of the challenges in assenbling existing YANG nodel s is that they
are generally witten with the assunption that each nodel is at the
root of the configuration or state tree. Conbining nodels then
results in a nmulti-rooted tree that does not follow any | ogical
construction and nakes it difficult to work with operationally. In
sone cases, nodels explicitly reference other nodels (e.g., via
augrmentation) to define a relationship, but this is the case for only
a few existing nodel s.

Sone exanples include the interfaces [RFC7223] and | P managenent

[ RFC7277] nodels, and proposed I1S-1S [RTGI1SIS], OSPF [ RTG OSPF] and
routing configuration [ RTG CFG nodel s.
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Pul | approach for nodel conposition

To enabl e nodel conposition, one possible approach is to avoid using
root-level containers in individual conponent nobdels. Instead, the
top |l evel container (and all other data definitions) can be encl osed
in a YANG ' groupi ng’ statement so that when the nodel is inported by
anot her nodel, its location in the configuration tree can be
controlled by the inporting YANG nodule with the ’'uses’ statenent.
One advantage of this approach is that the inporting nodul e has the
flexibility to readily use the data definitions where the author
deens appropri ate.

One obvi ous drawback is that individual nodels no | onger contain any
of their own data definitions and nust be used by a higher-Ievel
nmodel for their data nodes to become active. Sone judgment as to
whi ch nodels are nore suited for inclusion in higher |evel nodels is
al so necessary to deci de when the correspondi ng YANG nodul e shoul d
contain only groupings. Another potential drawback is that this
approach does not define a comon structure for nodels to fit
together, limting interoperability due to inplenentations using
different structures. To address this, a top-level standard node
structure could be defined and updated to inport new nodels into the
hi erarchy as they are defined.

"Push" approach for nodel conposition

An alternative approach is to develop a top | evel nodel which defines
the overall structure of the nodels, sinmilar to the structure
described in Section 2. Individual nodels nay augnment the top |eve
nmodel with their data nodes in the appropriate |ocations. The
drawback is the need for a pre-defined top | evel nodel structure. On
the ot her hand, when this top | evel nodel is standardized, it can
becone the basis for a vendor-neutral way to nmanage devi ces, assuning
that the conponent nodels are supported by a given inplenentation

One question in both approaches is what the root of the top- |eve
nodel should be. In this document we selected to base the node at a
devi ce because this | ayer should be common across many use cases and
i mpl ementations. Starting at a higher layer (e.g., services) nakes
defining and agreeing on a comobn organi zati on nore chal | engi ng as
di scussed in Section 1.1

| deal Iy, one could consider a hybrid construction nmechani smt hat
supports both styles of nodel conposition. For exanple, a YANG
compi l er directive could be used to indicate whether an individua
nodel should assune it is at the root, or whether it is neant for
i nclusion in other higher-Ievel nodels.
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4.

4.

Addi ti onal use cases

The goal of this docunent is to notivate the need for an overal
structure for YANG data nodels that allows all of the data to be
accessed in a comon, |ogical way. Wth such a structure defined
itself as a sinple YANG nodel, it is possible to consider additiona
use cases.

1. Mbdel catal og

YANG dat a nodel s are bei ng devel oped in a nunber of organi zations,

i ncl udi ng standards bodies such as | ETF, ONF, and | EEE, as well as
open source projects and ad-hoc working groups. In addition to
under st andi ng how t hese nodel s can work together, another challenge
for users is the conplexity of tracking which organization created a
gi ven nodel, and the capabilities and coverage each nodel provides.
This beconmes even nore difficult when multiple overlappi ng nodels are
avai l abl e for a particul ar conponent.

Such a catal og could also be locally defined by an operator to
describe the nodels needed to instantiate and manage different
services

The idea of a npbdel catalog is simlar to service catalogs in
traditional IT environnments. Service catal ogs serve as a software-
based registries of available services with information needed to
di scover and invoke avail abl e services.

The current nodel structure described in Section 2 focuses on
describing rel ationshi ps between the nodels, however there are
several exanples of additional metadata that could be captured for
each component nodel in the overall structural nodel

0 origin and responsible party for maintenance of the nodel with
contact information. In |ETF standard nodels, the YANG
"organi zation’ and 'contact’ statement contents are a good
exanple, but this is not necessarily the case for nodels from
ot her sources.

o license under which the nodel is distributed, e.g., open source or
as part of a commercial license
o classification of the nodel, including its category / subcategory,

whet her the nodel is intended to be used standal one, etc.

o nodel dependencies, e.g., a list of other nodules that are
required
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0 nanespace information, including base nanespace, prefixes, etc. to
enabl e inporting the node

0 pointer to the YANG code, if it is freely downl oadabl e

o inplenmentation information, for exanple, a list of available
i mpl ement ati ons that support the nodel from vendors, open source
projects, etc.

0 authentication information to allow users to verify that the nodel
they downl oad does in fact originate fromthe stated organization

For such an approach to be useful, we also require a registration
system where nodel devel opers can register information about their
nmodel s, and update it as needed. The | ANA XM. Regi stry" [ RFC3688]
provides a basic registry for YANG nodels, but the information is
somewhat |imted and is currently targeted at | ETF-standardi zed
nmodel s only. Further details on the proposal for such a registry may
be forthcoming in further revisions to this document.

4.2. Service-layer conposition

The proposed structural nodel covers a wide variety of conponents and
protocols, and clearly not all of themare needed for all services.
Anot her envi sioned use case for the structural nodel is the ability
to reference the set of nodels that are needed for specific use cases
or services. The intent is that the set would be based on best
operational practices as defined by users or operators who run such
services

One approach for this would be to define a ’'service overlay’ nodel,
for exanple for Layer 3 VPN services, that defines the set of
required configuration and state nodels, such as VRFs, interfaces,
BGP, policy, ACLs, and QS. Simlar overlay nodels can be defined
for other services or use cases, for exanple, basic Internet
operations such as addi ng new peers or customers, or setting up Layer
2 VPNs. Note these overlay nodels may be conpl enentary to actua
configuration nodels for such services, which may focus on providing
an abstracted set of configuration or operational state variables,
whi ch woul d then be nmapped onto device |level variables. W |eave

di scussi on of such mappi ng nechanisns to future revisions.

5. Security Considerations
The nodel structure described in this docunent does not define actua

configuration and state data, hence it is not directly responsible
for security risks.
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7.

7.

However, each of the conmponent nodels that provide the correspondi ng
configuration and state data should be considered sensitive froma
security standpoint since they generally mani pul ate aspects of
networ k configurations. Each conponent nodel should be carefully
evaluated to deternmine its security risks, along with nitigations to
reduce such risks.

| ANA Consi der ati ons

This YANG nodel currently uses a tenporary ad-hoc nanespace. |If it
is placed or redirected for the standards track, an appropriate
nanespace URI will be registered in the | ETF XM. Regi stry" [ RFC3688].
The YANG structure nodules will be registered in the "YANG Mdul e
Nanmes" registry [ RFC6020].

YANG nodul e
The nodel structure is described by the YANG nodul e bel ow.
1. Model structure

<CODE BEG NS> fil e nodel -structure. yang
nmodul e nodel -structure {

yang-version "1";

/'l namespace
nanespace "http://openconfig.net/yang/structure";

prefix "struct";

/1 import some basic types

Il neta
organi zati on "OpenConfig working group";

cont act
" OpenConfi g working group
net openconfi g@oogl egr oups. cont';

description
"Thi s nodul e describes a nodel structure for YANG
configuration and operational state data nodels. Its intent is to
descri be how individual device protocol and feature nodels fit
together and interact.";

revision "2015-03-06" {
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description
"Initial revision";
ref erence "TBD';

}

/| extension statements
/] feature statenents
/1 identity statenents
/1 typedef statenents
/1 grouping statements

grouping info {
description
"base systeminformation”

container info {
description
"This container is for base systeminformation, including
device type (e.g., physcal or virtual), nodel, serial no.
| ocation, etc.";

| eaf device-type {
/1 TODO. consider changing to an identity if finer grained
/1 device type classification is envisioned
type enuneration {
enum PHYSI CAL {
description "physical or hardware device";

}
enum VI RTUAL {

description "virtual or software device";
}

}

description
"Type of the device, e.g., physical or virtual. This node
may be used to activate other containers in the nodel";

}
}

groupi ng hardware {
description
"hardware / vendor -specific data relevant to the platfornt;
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}

cont ai ner hardware {
description
"This container is an anchor point for platformspecific
configuration and operational state data. It nmay be further
organi zed into chassis, linecards, ports, etc. It is
expected that vendor or platformspecific augnentations
woul d be used to populate this part of the device nodel";

}

groupi ng | 2-protocol - menbers {

}

Shai kh,

description "containers for each |ayer 2 protocol nodel";

cont ai ner vsi {
description "virtual switch instance (or virtual forwarding
instance) for use in PW3 / VPLS services"

}

cont ai ner ipv6-ndp {
description "I Pv6 nei ghbor discovery";
reference "RFC 4861 - Nei ghbor Discovery for IP version 6
(1Pv6)";

}

container arp {
description "Address resolution protocol”
reference "STD 37 - An Ethernet Address Resol ution Protocol"

}

container rstp {
description "rapid spanning tree protocol"
reference "I EEE 802. 1D- 2004";

}

container |ldp {
description "link [ ayer discovery protocol"
ref erence "I EEE 802. 1AB";

}

contai ner ptp {
description
"precision time protocol for time synchronization services.
PTP al so typically requires per-interface configuration";
reference "I EEE 1588-2008"

}
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groupi ng | 2-protocol s {
description "Layer 2 protocol nodels";

cont ai ner | ayer-2-protocols {
description "layer 2 protocols and features"”;

uses | 2-protocol - nenbers;

}

groupi ng igp-protocol - nenbers {
description "containers for |GPs";

container is-is {
description "I S-1S IGP routing protocol";
reference "RFC 1195 - Use of OSI IS 1S for Routing in TCP/IP
and Dual Environnents";

}

cont ai ner ospf {
description "OSPF | GP routing protocol s";

cont ai ner ospf2 {
description "OSPF v2";
reference "RFC 2328 - OSPF Version 2";

}

cont ai ner ospf3 {
description "OSPF v3";
reference "RFC 5340 - COSPF for |Pv6";

}
}

cont ai ner igp-conmon {
description "Comron paranmeters for | GP protocol s";
}
}

groupi ng | 3-protocol - nenbers-vrf {
description "containers for layer 3 protocol that are supported
in a VRF instance";

cont ai ner bgp {
description "BGP 4";
reference "RFC 4271 - A Border Gateway Protocol 4 (BGP-4)";

}
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cont ai ner igp {
description "interior gateway protocols";

uses i gp-protocol - menbers

cont ai ner bfd {
description "bidirectional forwardi ng detection";
reference "RFC 5880 - Bidirectional Forwardi ng Detection
(BFD)";

cont ai ner pim {
description "protocol independent mnulticast"”;
reference "RFC 4601 - Protocol Independent Milticast -
Sparse Mbde (PIM SM: Protocol Specification (Revised)";

}

container ignmp {
description "lInternet group managenent protocol"
reference "RFC 3376 - Internet G oup Managenent Protocol
Version 3";

}

contai ner static-routes {
description "static route that are manually created";

}
}

groupi ng | 3-protocol s-mi sc {

description "containers for other features operating at the
network | ayer™;

}

groupi ng | 3-protocol s-npls {
description "nodels related to MPLS and TE";

contai ner npls-te {
description "MPLS and traffic engi neering";

cont ai ner gl obal {
description "global MPLS configuration";
}

contai ner signaling {
description "MPLS signaling protocol s";
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cont ai ner rsvp {
description "RSVP signaling”;
reference "RFC 3209 - RSVP-TE: Extensions to RSVP for LSP
Tunnel s";

}

cont ai ner segnent-routing {
description "SR signaling";
ref erence "Segnment Routing Architecture -
draft-filsfils-spring-segnent-routing-04";

}

container Idp {
description "label distribution protocol”
reference "RFC 5036 - LDP Specification";
}
}

cont ai ner | abel - swi t ched- pat hs {
description "nodels for different types of LSPs";

cont ai ner constrained-path {
description "traffic-engi neered, or constrained path LSPs";
}

cont ai ner igp-congruent {
description "LSPs that follow the | GP-conputed path”;
}

contai ner static {
description "statically configured LSPs";

}
}
}
}
groupi ng | 3-protocol - menbers {
description "containers for all layer 3 protocols";

uses | 3-protocol - nenbers-vrf;
uses | 3-protocol s-ni sc;
uses | 3-protocol s-npl s;

}

grouping | 3-routing-policy {
description "containers for routing policy nodels";
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cont ai ner common {
description "generic routing policy framework and
configuration paramneters”

}

cont ai ner bgp-policy {
description "BGP-specific routing policy paraneters”;

}

contai ner igp-policy {
description "I GP routing policy knobs -- may include
policy paraneters for specific | GPs";

}

contai ner vrf-policy {
description "inport/export policies for VRFs";

}
}

grouping | 3-protocol s {
description "Layer 3 protocol nodels";

contai ner | ayer-3-protocols {
description "layer 3 protocols and features"”;

cont ai ner gl obal {
description "router-wi de instance of each routing protocol”;

uses | 3-protocol - nenbers

}
list vrf {
key vrf-nane;
description "list of VRF instances";
| eaf vrf-nane {
type string;
description "name or id of the routing instance / VRF";
}
uses | 3-protocol - nenbers-vrf;
}

contai ner routing-policy {
description "nodels related to routing policy across
protocol s and VRFs";
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uses | 3-routing-policy;

}
}
}

groupi ng interface-ip-common {
description
"interface-specific configuration for IP interfaces, |Pv4 and

| Pv6";

contai ner vrrp {
description "virtual router redundancy protocol"
reference "RFC 5798 - Virtual Router Redundancy Protoco

(VRRP) Version 3 for 1Pv4 and | Pv6"

}

grouping interface-addr-famlies {
description
"containers for addr famly-specific data attached

to interfaces";

cont ai ner ipv4d {
description "I Pv4 interfaces";

uses interface-ip-conmon;

}

cont ai ner ipv6 {
description "I Pv6 interfaces";

uses interface-ip-conmon;

}
}

grouping interfaces {
description "interface-rel ated nodel s";

contai ner interfaces {
description "various interface nodel s";

cont ai ner ethernet {
description "Ethernet interface config, e.g., 10, 40,
100GBE";

cont ai ner aggregates {
description "LAGs, LACP, etc. for Ethernet interfaces";
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reference "| EEE 802. 1ad, 802. 1AX"
}

contai ner vlans {
description "VLANs, 802.1q, g-in-q, etc."
reference "I EEE 802. 1Q'

}

container Ifm{
description
"Li nk-layer fault managenent for Ethernet interfaces"
reference "| EEE 802. 3ah";
}
}

cont ai ner sonet-sdh {
description "SONET/ SDH i nterfaces";
ref erence
"SDH: | TU standards G 707, G 783, G 784, and G 803
SONET: ANSI standard T1. 105"

}

cont ai ner addressing {
description "addressing and other interface-specific data,
e.g., data plane protocol s";

uses interface-addr-fanilies;

}

cont ai ner tunnels {
description
"l ogical tunnel interfaces incl. GRE, VxLAN, L2TP etc."

}
}

groupi ng oam {
description "containers for features related to operations,
adm ni stration, and nanagenent";

cont ai ner oam {
description "commonly use OAM functi ons on devi ces”

contai ner snnp {
description "SNWMP server infornmation, e.g., allowed clients";

}
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}

cont ai ner cfm {
description
"Et hernet connectivity fault managenent. Al so includes
options that are associated with specific interfaces, such
as mai nt enance endpoi nt donmins.";
ref erence "| EEE 802. lag";

}

cont ai ner twanp {
description
"Two-way active measurenent protocol for measuring
round-trip I P |ayer perfornance.";
reference "RFC 5357 A Two-Way Active Measurenent Protoco
(TVWAVP) "

}

groupi ng systemservices {

Shai kh,

description "containers for system service nodel s";

contai ner dns {
description "domain nane service and resolver configurration”

container ntp {
description "network time protocol configuration”;
}

cont ai ner dhcp {
description "dhcp and rel ay services";
}

cont ai ner syslog {
description "syslog configuration";
}

cont ai ner ssh {
description "ssh server configuration”;
}

contai ner stat-coll {
description
"mechani sns for data collection from devices, including
packet and flow|evel sanpling”;

}

uses oam
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}

groupi ng systemaaa {
description "AAA-rel ated services";

cont ai ner aaa {
description "authentication, authorization, and accounting"

cont ai ner tacacs {
description "TACACS+ configuration”;
}

contai ner radius {
description "RADI US";
reference "RFC 2865 - Renpte Authentication Dial In User
Service (RADIUS)";
}
}
}

groupi ng system {
description "systemw de services";

cont ai ner system {
description "system services";

uses system services;
uses system aaa,;

cont ai ner users {
description "local user configuration";

}
}

groupi ng acl {
description "forwarding rul es";

cont ai ner acl {
description "ACLs and packet forwarding rul es";

}
}

groupi ng qos {
description "QS features”

contai ner qos {
description "QoS, including policing, shaping, etc.";
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}

}

/'l data definition statenents

cont ai ner device {

11
11
11

Shai kh,

desc

ription "top-level anchor point for nodels. Deviceis a

generic L2/L3 network el enent”;

uses
uses
uses
uses
uses
uses

cont
de
in

aug
rpc

not

et

i nfo;

har dwar e
system

i nterfaces;
acl ;

gos;

ai ner |ogical-routers {

scription "devices may support multiple |ogical router
stances";

st logical -router {

key router-id;
description "list of logical router instances";

| eaf router-id {
type uint8; // expect a small nunber of |ogical routers
description "identifier of the logical router instance";

}

| eaf router-nanme {
type string; // expect a small nunber of |ogical routers
description "identifier of the |logical router instance"

}

uses | 2-protocol s;
uses | 3-protocol s;

ment statenents
statenents

ification statenents
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}
<CODE ENDS>
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