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1. Introduction

WDbRTC is a protocol suite ained at real tinme multinmedi a exchange

bet ween browsers, and between browsers and other entities.

WebRTC is described in the WebRTC overvi ew docunent,

[I-D.ietf-rtcweb-overview], which also defines term nology used in

this docunent, including the terns "WbRTC endpoi nt" and "WbRTC

br owser ™"
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3.

3.

Termi nol ogy for RTP sources is taken fron{ RFC7656]

Thi s docunment focuses on the data transport protocols that are used
by conform ng inplenentations, including the protocols used for
interaction with internedi ate boxes such as firewalls, relays and NAT
boxes.

This protocol suite intends to satisfy the security considerations
described in the WbRTC security docunents,
[I-D.ietf-rtcweb-security] and [I-D.ietf-rtcweb-security-arch].

Thi s docunment describes requirenents that apply to all WbRTC
endpoints. Wen there are requirenents that apply only to WebRTC
browsers, this is called out explicitly.

Requi renents | anguage

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Transport and M ddl ebox specification
1. Systemprovided interfaces

The protocol specifications used here assune that the follow ng
protocols are available to the inplenentations of the WbRTC
pr ot ocol s:

o UDP [RFCO768]. This is the protocol assunmed by nobst protoco
el ement s descri bed.

o TCP [RFCO793]. This is used for HITP/ WbSockets, as well as for
TURN/ TLS and | CE- TCP.

For both protocols, IPv4 and I Pv6 support is assuned.

For UDP, this specification assunmes the ability to set the DSCP code
poi nt of the sockets opened on a per-packet basis, in order to
achieve the prioritizations described in [I-D.ietf-tsvwy-rtcweb-qos]
(see Section 4.2) when nultiple nedia types are nmultiplexed. It does
not assume that the DSCP codepoints will be honored, and does assune
that they may be zeroed or changed, since this is a loca
configuration issue.

Platforms that do not give access to these interfaces will not be
abl e to support a conform ng WbRTC endpoi nt.
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Thi s specification does not assume that the inplenentation will have
access to ICWP or raw | P.

The follow ng protocols nmay be used, but can be inplenented by a
WebRTC endpoi nt, and are therefore not defined as "system provi ded
i nterfaces":

0 TURN - Traversal Using Relays Around NAT, [RFC5766]
0 STUN - Session Traversal UWilities for NAT, [RFC5389]

o0 ICE - Interactive Connectivity Establishnent,
[I-D.ietf-ice-rfc5245bis]

0 TLS - Transport Layer Security, [RFC5246]
o DITLS - Datagram Transport Layer Security, [RFC6347].
3.2. Ability to use IPv4 and | Pv6

Web applications running in a WebRTC browser MJST be able to utilize
both IPv4 and | Pv6 where available - that is, when two peers have
only I Pvd connectivity to each other, or they have only | Pv6
connectivity to each other, applications running in the WbRTC
browser MUST be able to comuni cate.

When TURN i s used, and the TURN server has |IPv4 or |IPv6 connectivity
to the peer or the peer’s TURN server, candi dates of the appropriate
types MUST be supported. The "Happy Eyeballs" specification for |ICE
[I-D.ietf-nmusic-ice-dual stack-fairness] SHOULD be support ed.

3.3. Usage of tenporary |Pv6 addresses

The 1 Pv6 default address selection specification [RFC6724] specifies
that tenporary addresses [RFC4941] are to be preferred over pernanent
addresses. This is a change fromthe rules specified by [ RFC3484].
For applications that select a single address, this is usually done
by the | PV6_PREFER SRC TMP preference flag specified in [ RFC5014].
However, this rule, which is intended to ensure that privacy-enhanced
addresses are used in preference to static addresses, doesn’'t have
the right effect in ICE, where all addresses are gathered and
therefore revealed to the application. Therefore, the following rule
is applied instead:

When a WebRTC endpoint gathers all |1Pv6 addresses on its host, and
bot h non-deprecated tenporary addresses and pernanent addresses of

the sane scope are present, the WbRTC endpoi nt SHOULD di scard the
per manent addresses before exposing addresses to the application or
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using themin ICE. This is consistent with the default policy
described in [ RFC6724].

If sone of the tenporary |Pv6 addresses, but not all, are narked
deprecated, the WbRTC endpoi nt SHOULD di scard the deprecated
addresses, unless they are used by an ongoing connection. 1In an |ICE
restart, deprecated addresses that are currently in use MAY be
ret ai ned.

3.4. Mddle box related functions

The primary nmechanismto deal with niddl e boxes is ICE, which is an
appropriate way to deal with NAT boxes and firewalls that accept
traffic fromthe inside, but only fromthe outside if it is in
response to inside traffic (sinple stateful firewalls).

ICE [I-D.ietf-ice-rfc5245bis] MJST be supported. The inplenentation
MUST be a full ICE inplementation, not ICE-Lite. A full ICE

i mpl ementation allows interworking with both ICE and I CE-Lite

i npl ement ati ons when they are depl oyed appropriately.

In order to deal with situations where both parties are behind NATs
of the type that perform endpoint-dependent mapping (as defined in
[ RFC5128] section 2.4), TURN [ RFC5766] MJST be support ed.

WebRTC browsers MUST support configuration of STUN and TURN servers,
both from browser configuration and from an application

Note that there is other work around STUN and TURN sever discovery
and nanagenent, including [I-D.ietf-tramturn-server-discovery] for
server discovery, as well as [I-D.ietf-rtcweb-return].

In order to deal with firewalls that block all UDP traffic, the node
of TURN that uses TCP between the WbRTC endpoint and the TURN server
MUST be supported, and the node of TURN that uses TLS over TCP

bet ween t he WebRTC endpoi nt and the TURN server MJST be support ed.
See [ RFC5766] section 2.1 for details.

In order to deal with situations where one party is on an |Pv4
network and the other party is on an | Pv6 network, TURN extensions
for 1Pv6 [ RFC6156] MUST be support ed.

TURN TCP candi dates, where the connection fromthe WbRTC endpoint’s
TURN server to the peer is a TCP connection, [RFC6062] MAY be
support ed.

However, such candi dates are not seen as providing any significant
benefit, for the follow ng reasons.
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First, use of TURN TCP candi dates would only be relevant in cases
whi ch both peers are required to use TCP to establish a
Peer Connecti on.

Second, that use case is supported in a different way by both sides
establishing UDP rel ay candi dates using TURN over TCP to connect to
their respective relay servers.

Third, using TCP between the WbRTC endpoint’s TURN server and the
peer may result in nore performance problens than using UDP, e.g. due
to head of |ine bl ocking.

| CE- TCP candi dat es [ RFC6544] MJST be supported; this may all ow
applications to communicate to peers with public I P addresses across
UDP- bl ocking firewall s wi thout using a TURN server.

If TCP connections are used, RTP fram ng according to [ RFC4571] MJST
be used for all packets. This includes the RTP packets, DTLS packets
used to carry data channels, and STUN connectivity check packets.

The ALTERNATE- SERVER nechani sm specified in [ RFC5389] (STUN) section
11 (300 Try Alternate) MJIST be supported.

The WebRTC endpoi nt MAY support accessing the Internet through an
HTTP proxy. If it does so, it MJST include the "ALPN' header as
specified in [RFC7639], and proxy authentication as described in
Section 4.3.6 of [RFC7231] and [ RFC7235] MUST al so be support ed.

3.5. Transport protocols inplenented

For transport of media, secure RTP is used. The details of the
profile of RTP used are described in "RTP Usage"
[I-D.ietf-rtcweb-rtp-usage], which mandates the use of a circuit
breaker [I-D.ietf-avtcore-rtp-circuit-breakers] and congstion control
(see [I-D.ietf-rntat-cc-requirenments] for further guidance).

Key exchange MUST be done using DTLS-SRTP, as described in
[I-D.ietf-rtcweb-security-arch].

For data transport over the WbRTC data channel
[I-D.ietf-rtcweb-data-channel], WDbRTC endpoints MJST support SCTP
over DTLS over ICE. This encapsulation is specified in
[I-D.ietf-tsvwg-sctp-dtls-encaps]. Negotiation of this transport in
SDP is defined in [I-D.ietf-nmmusic-sctp-sdp]. The SCTP extension for
NDATA, [I-D.ietf-tsvwg-sctp-ndata], MJIST be support ed.

The setup protocol for WbRTC data channels described in
[I-D.ietf-rtcweb-data-protocol] MJST be supported.
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Not e: DTLS- SRTP as defined in [ RFC5764] section 6.7.1 defines the
interaction between DILS and ICE ( [I-D.ietf-ice-rfc5245bis]). The
effect of this specification is that all |1CE candidate pairs
associated with a single conponent are part of the sane DILS
association. Thus, there will only be one DTLS handshake even if
there are multiple valid candidate pairs

WebRTC endpoi nts MJST support multiplexing of DILS and RTP over the
same port pair, as described in the DILS SRTP specification

[ RFC5764], section 5.1.2, with clarifications in
[I-D.ietf-avtcore-rfc5764-mnmux-fixes]. Al application |layer protoco
payl oads over this DTLS connection are SCTP packets.

Protocol identification MJST be supplied as part of the DILS
handshake, as specified in [I-D.ietf-rtcweb-alpn].

4, Media Prioritization

The WebRTC prioritization nodel is that the application tells the
WebRTC endpoi nt about the priority of media and data that is
controlled fromthe API.

In this context, a "flow' is used for the units that are given a
specific priority through the WebRTC API .

For nedia, a "nedia flow', which can be an "audio flow' or a "video
flow', is what [RFC7656] calls a "nedia source", which results in a
"source RTP streanf and one or nore "redundancy RTP streans". This
specification does not describe prioritization between the RTP
streans that come froma single "nedia source"”

All nmedia flows in WebRTC are assuned to be interactive, as defined
in [RFC4594]; there is no browser APl support for indicating whether
nmedia is interactive or non-interactive.

A "data flow' is the outgoing data on a single WbRTC data channel
The priority associated with a nmedia flow or data flowis classified
as "very-low', "low', "mediumor "high". There are only four
priority levels at the API.

The priority settings affect two pieces of behavior: Packet send

sequence deci sions and packet nmarkings. Each is described in its own
section bel ow.
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4.1. Local prioritization

Local prioritization is applied at the |ocal node, before the packet
is sent. This neans that the prioritization has full access to the
data about the individual packets, and can choose differing treatnent
based on the stream a packet bel ongs to.

When an WebRTC endpoi nt has packets to send on nultiple streamnms that
are congestion-control |l ed under the same congestion control regine,
t he WebRTC endpoi nt SHOULD cause data to be enitted in such a way
that each stream at each level of priority is being given
approximately twi ce the transm ssion capacity (measured in payl oad
bytes) of the |evel bel ow.

Thus, when congestion occurs, a "high" priority flow w |l have the
ability to send 8 tinmes as nuch data as a "very-low' priority flowif
both have data to send. This prioritization is independent of the
medi a type. The details of which packet to send first are

i mpl enent ati on defi ned.

For exanple: If there is a high priority audio flow sending 100 byte
packets, and a low priority video flow sendi ng 1000 byte packets, and
out goi ng capacity exists for sending >5000 payl oad bytes, it would be
appropriate to send 4000 bytes (40 packets) of audio and 1000 bytes
(one packet) of video as the result of a single pass of sending
deci si ons.

Conversely, if the audio flowis marked low priority and the video
flowis marked high priority, the schedul er may decide to send 2
vi deo packets (2000 bytes) and 5 audi o packets (500 bytes) when
out goi ng capacity exists for sending > 2500 payl oad byt es.

If there are two high priority audio flows, each will be able to send
4000 bytes in the sane period where a low priority video flowis able
to send 1000 bytes.

Two exanpl e inplenmentation strategies are:

0 \When the avail abl e bandwi dth is known fromthe congestion contro
al gorithm configure each codec and each data channel with a
target send rate that is appropriate to its share of the available
bandwi dt h.

0 \When congestion control indicates that a specified nunber of

packets can be sent, send packets that are available to send using
a wei ghted round robin schene across the connections.
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Any conbi nati on of these, or other schemes that have the same effect,
is valid, as long as the distribution of transm ssion capacity is
approxi mately correct.

For nedia, it is usually inappropriate to use deep queues for
sending; it is nmore useful to, for instance, skip intermediate franes
that have no dependencies on themin order to achieve a | ower
bitrate. For reliable data, queues are useful

Note that this specification doesn’'t dictate when disparate streans
are to be "congestion controlled under the sane congestion contro
reginme". The issue of coupling congestion controllers is explored
further in [I-D.ietf-rntat-coupl ed-cc].

4.2. Usage of Quality of Service - DSCP and Multi pl exing

When the packet is sent, the network will nake decisions about
queuei ng and/or discarding the packet that can affect the quality of
the conmuni cation. The sender can attenpt to set the DSCP field of
the packet to influence these deci sions.

I mpl enent ati ons SHOULD attenpt to set QoS on the packets sent,
according to the guidelines in [I-D.ietf-tsvwg-rtcweb-qos]. It is
appropriate to depart fromthis recommendati on when running on

pl atforns where QS nmarking is not inplenmented.

The inplementation MAY turn off use of DSCP markings if it detects
synpt ons of unexpected behaviour like priority inversion or blocking
of packets with certain DSCP markings. Sone exanpl es of such

behavi ors are described in [ANRWMG6]. The detection of these
conditions is inplenmentati on dependent.

A particularly hard problemis when one nedia transport uses nultiple
DSCP code points, where one may be bl ocked and anot her nmay be
allowed. This is allowed even within a single nedia flow for video
in[l-Dietf-tsvwg-rtcweb-qos]. Inplenentations need to di agnhose
this scenario; one possible inplenmentation is to send initial |ICE
probes with DSCP 0, and send | CE probes on all the DSCP code points
that are intended to be used once a candidate pair has been sel ected.
If one or nore of the DSCP-nmar ked probes fail, the sender will switch
the nmedia type to using DSCP 0. This can be carried out
simultaneously with the initial nedia traffic; on failure, the
initial data may need to be resent. This switch will of course

i nval i date any congestion information gathered up to that point.

Failures can also start happening during the lifetinme of the call;

this case is expected to be rarer, and can be handl ed by the nornal
nmechani snms for transport failure, which may involve an ICE restart.
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Not e that when a DSCP code point causes non-delivery, one has to
switch the whole nedia flowto DSCP 0, since all traffic for a single
medi a fl ow needs to be on the same queue for congestion contro
purposes. Oher flows on the sane transport, using different DSCP
code points, don't need to change.

Al'l packets carrying data fromthe SCTP association supporting the
data channel s MUST use a single DSCP code point. The code point used
SHOULD be that recommended by [I-D.ietf-tsvwg-rtcweb-qos] for the

hi ghest priority data channel carried. Note that this nmeans that al
data packets, no natter what their relative priority is, will be
treated the sane by the network

Al'l packets on one TCP connection, no matter what it carries, MJST
use a single DSCP code point.

More advice on the use of DSCP code points with RTP and on the
rel ati onship between DSCP and congestion control is given in
[ RFC7657] .

There exi st a nunber of schemes for achieving quality of service that
do not depend solely on DSCP code points. Sone of these schenes
depend on classifying the traffic into fl ows based on 5-tuple (source
address, source port, protocol, destination address, destination
port) or 6-tuple (5-tuple + DSCP code point). Under differing
conditions, it may therefore make sense for a sending application to
choose any of the configurations:

0 Each nedia streamcarried on its own 5-tuple

0 Media streans grouped by nmedia type into 5-tuples (such as
carrying all audio on one 5-tuple)

o Al nedia sent over a single 5-tuple, with or wthout
differentiation into 6-tuples based on DSCP code points

In each of the configurations nentioned, data channels may be carried
inits om 5-tuple, or nultiplexed together with one of the media
flows.

More conpl ex configurations, such as sending a high priority video
stream on one 5-tuple and sending all other video streams nultipl exed
toget her over another 5-tuple, can also be envisioned. Mre

i nformati on on mapping nedia flows to 5-tuples can be found in
[I-D.ietf-rtcweb-rtp-usage].

A sending inplenentation MJST be able to support the foll ow ng
configurations:
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8.

8.

o Miltiplex all nedia and data on a single 5-tuple (fully bundl ed)

0 Send each nedia streamon its own 5-tuple and data on its own
5-tuple (fully unbundl ed)

It MAY choose to support other configurations, such as bundling each
medi a type (audio, video or data) into its own 5-tuple (bundling by
medi a type).

Sendi ng data channel data over nultiple 5-tuples is not supported.

A receiving inplenmentati on MUST be able to receive nedia and data in
all these configurations.

| ANA Consi derations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

Security Considerations

RTCWEB security considerations are enunerated in
[I-D.ietf-rtcweb-security].

Security considerations pertaining to the use of DSCP are enunerated
in[l-Dietf-tsvwg-rtcweb-qos].
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Appendi x A. Change | og
This section should be renmoved before publication as an RFC
A.1. Changes from-00 to -01

o Carified DSCP requirenents, with reference to -qos-

0o Carified "symmretric NAT" -> "NATs whi ch perform endpoi nt -
dependent mappi ng"

0 Made support of TURN over TCP nmandatory
0 Made support of TURN over TLS a MAY, and added open question
0 Added an informative reference to -firewall s-

0 Called out that we don’t nake requirenents on HITP proxy
interaction (yet

A.2. Changes from-01 to -02
0 Required support for 300 Alternate Server from STUN

0 Separated the | CE-TCP candi date requirement fromthe TURN- TCP
requirenent.

0 Added new sections on using QS functions, and on nultipl exing
consi derati ons.

0 Renoved all nmention of RTP profiles. Those are the business of
the RTP usage draft, not this one.

0 Required support for TURN | Pv6 extensions.
0 Renoved reference to the TURN URI schenme, as it was unnecessary.

0 Made an explicit statement that nultiplexing (or not) is an
application matter.
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A 3.

(0]

Changes from-02 to -03
Added required support for draft-ietf-tsvwg-sctp-ndata

Renoved di scussion of nultiplexing, since this is present in rtp-
usage.

Added RFC 4571 reference for franm ng RTP packets over TCP

Downgr aded TURN TCP candi dates from SHOULD to MAY, and added nore
| anguage di scussi ng TCP usage.

Added | anguage on | Pv6 tenporary addresses.
Added | anguage descri bing mul ti pl exi ng choi ces.

Added a separate section detailing what it nmeans when we say that
an WebRTC i npl ementati on MJUST support both I Pv4 and | Pv6.

Changes from-03 to -04

Added a section on prioritization, noved the DSCP section into it,
and added a section on local prioritization, giving a specific
algorithmfor interpreting "priority" in local prioritization

| CE- TCP candi dates was changed from MAY to MJUST, in recognition of
the sense of the roomat the London | ETF.

Changes from-04 to -05
Rewor ded i ntroduction

Renoved all references to "WebRTC'. It now uses only the term
RTCVEB.

Addressed a nunber of clarity / |anguage comments

Rewote the prioritization to cover data channels and to describe
mul tiple ways of prioritizing flows

Made explicit reference to "MJST do DTLS-SRTP", and referred to
security-arch for details

Changes from-05 to -06

Changed all references to "RTCWEB" to "WbRTC', except one
reference to the working group
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A 11.

Added reference to the httpbis "connect" protocol (being adopted
by HTTPBI S)

Added reference to the ALPN header (being adopted by RTCWEB)
Added reference to the DART RTP docunent

Said explicitly that SCTP for data channels has a single DSCP
codepoi nt

Changes from-06 to -07
Updat ed references

Renoved reference to draft-hutton-rtcweb-nat-firewall -
consi der ati ons

Changes from-07 to -08

Updat ed references

Del eted "bundl e each nedia type (audio, video or data) into its
own 5-tuple (bundling by nedia type)" from MUST support
configuration, since JSEP does not have a neans to negotiate this

configuration

Changes from-08 to -09

Added a clarifying note about DTLS-SRTP and | CE interaction
Changes from-09 to -10

Re- added references to proxy authentication lost in 07-08
transition (Bug #5)

Rearranged and rephrased text in section 4 about prioritization to
reflect discussions in TSVWG

Changed the "Connect"” header to "ALPN', and updated reference.
(Bug #6)

Changes from-10 to -11

Added a definition of the term"flow' used in the prioritization
chapter

Changed the nanmes of the four priority levels to conformto other
specs.
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A 12.

A 14.

A. 15.

(0]

A. 16.

Changes from-11 to -12

Added a SHOULD NOT about using deprecated tenporary |Pv6
addr esses.

Updated draft-ietf-dart-dscp-rtp reference to RFC 7657
Changes from-12 to -13

Clarify that the ALPN header needs to be sent.

Mentioned that RFC 7657 al so tal ks about congestion contro
Changes from-13 to -14

Add not e about non-support for marking flows as interactive or
non-interactive.

Changes from-14 to -15

Various text clarifications based on comments in Last Call and
| ESG revi ew

Clarified that only non-deprecated | Pv6 addresses are used

Descri bed handling of downgradi ng of DSCP mar ki ngs when bl ackhol es
are detected

Expanded acronyns in a new protocol |ist

Changes from-15 to -16

These changes are done post | ESG approval, and address | ESG comment s
and other late conments. |ssue nunbers refer to https://github.com
rtcweb-wg/ rtcweb-transport/issues.

(0]

(0]

Moved RFC 4594, 7656 and -overview to normative (issue #28)

Changed the terns "client”, "WDbRTC i npl enentation” and "WbRTC
device" to consistently be "WbRTC endpoint", as defined in
-overview. (issue #40)

Added a note nentioning TURN service discovery and RETURN (issue
#42)

Added a note nentioning that rtp-usage requires circut breaker and
congestion control (issue #43)
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0 Added nention of the "don't discard tenmporary |Pv6 addresses that
are in use" (issue #44)
0 Added a reference to draft-ietf-rntat-coupled-cc (issue #46)
A.17. Changes from-16 to -17
0 Added an informative reference to the "DSCP bl ackhol i ng" paper

0 Changed the reference for ICE from RFC 5245 to draft-ietf-ice-
rf c5245bi s
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