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Abst ract
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for direct interactive rich conmmunication using audi o, video, text,
col l aboration, ganes, etc. between two peers’ web-browsers. This
meno describes the nedia transport aspects of the WDbRTC frameworKk.
It specifies how the Real-tine Transport Protocol (RTP) is used in
the WebRTC context, and gives requirenents for which RTP features,

profiles, and extensions need to be supported.
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1. Introduction

The Real -tine Transport Protocol (RTP) [RFC3550] provides a franmework
for delivery of audio and video tel econferencing data and ot her real -
tinme nedia applications. Previous work has defined the RTP protocol
al ong with nunerous profiles, payload formats, and other extensions.
When conbi ned with appropriate signalling, these formthe basis for
many tel econferencing systens.

The Web Real - Ti me communi cati on (WebRTC) framework provides the
protocol building blocks to support direct, interactive, real-tine
communi cati on using audi o, video, collaboration, ganes, etc., between
two peers’ web-browsers. This nmenpo describes how the RTP franework
is to be used in the WebRTC context. It proposes a baseline set of
RTP features that are to be inplenmented by all WbRTC Endpoi nts,

al ong wi th suggested extensions for enhanced functionality.

This meno specifies a protocol intended for use within the WebRTC
framework, but is not restricted to that context. An overview of the
WebRTC framework is given in [I-D.ietf-rtcweb-overview.

The structure of this meno is as follows. Section 2 outlines our
rationale in preparing this neno and choosi ng these RTP features.
Section 3 defines term nology. Requirenents for core RTP protocols
are described in Section 4 and suggested RTP extensions are described
in Section 5. Section 6 outlines mechanisms that can increase

robust ness to network problens, while Section 7 describes congestion
control and rate adaptation mechani sms. The di scussion of mandated
RTP nechani sms concludes in Section 8 with a review of perfornance
nmoni toring and network nanagenent tools. Section 9 gives sone

gui delines for future incorporation of other RTP and RTP Contro
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Protocol (RTCP) extensions into this franework. Section 10 descri bes
requi renents placed on the signalling channel. Section 11 discusses
the rel ati onship between features of the RTP framework and the WebRTC
application progranming interface (APl), and Section 12 di scusses RTP
i mpl ement ati on consi derations. The nenp concludes with security

consi derations (Section 13) and | ANA consi derations (Section 14).

2. Rati onal e

The RTP franmework conprises the RTP data transfer protocol, the RTP
control protocol, and nunmerous RTP payload formats, profiles, and
extensions. This range of add-ons has allowed RTP to neet various
needs that were not envisaged by the original protocol designers, and
to support nmany new nedi a encodi ngs, but raises the question of what
extensions are to be supported by new inpl enentations. The

devel opnment of the WebRTC franmewor k provides an opportunity to review
the avail able RTP features and extensions, and to define a common
baseline RTP feature set for all WebRTC Endpoints. This builds on
the past 20 years devel opment of RTP to nandate the use of extensions
that have shown wi despread utility, while still remaining conpatible
with the wide installed base of RTP inplenmentations where possible.

RTP and RTCP extensions that are not discussed in this docunment can
be i npl emented by WDbRTC Endpoints if they are beneficial for new use
cases. However, they are not necessary to address the WDbRTC use
cases and requirenents identified in
[I-D.ietf-rtcweb-use-cases-and-requirenents].

Wil e the baseline set of RTP features and extensions defined in this
meno is targeted at the requirenents of the WebRTC franework, it is
expected to be broadly useful for other conferencing-rel ated uses of
RTP. In particular, it is likely that this set of RTP features and
extensions will be appropriate for other desktop or nobile video
conferencing systens, or for roombased high-quality tel epresence
appl i cations.

3. Ternminol ogy

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119]. The RFC
2119 interpretation of these key words applies only when witten in
ALL CAPS. Lower- or m xed-case uses of these key words are not to be
interpreted as carrying special significance in this meno.

We define the follow ng additional terns:
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WebRTC Medi aStream  The Medi aStream concept defined by the WBC in
the WebRTC API [WBC. WD- nmedi acapt ur e- streamns-20130903] .

Transport-layer Flow. A uni-directional flow of transport packets
that are identified by having a particular 5-tuple of source IP
address, source port, destination |IP address, destination port,
and transport protocol used.

Bi -directional Transport-layer Flow. A bi-directional transport-
|layer flowis a transport-layer flowthat is symetric. That is,
the transport-layer flowin the reverse direction has a 5-tuple
where the source and destination address and ports are swapped
compared to the forward path transport-layer flow, and the
transport protocol is the sane.

Thi s docunent uses the term nol ogy from

[I-D.ietf-avtext-rtp-groupi ng-taxonony] and
[I-D.ietf-rtcweb-overview]. Oher terns are used according to their
definitions fromthe RTP Specification [RFC3550]. Especially note
the following frequently used terms: RTP Packet Stream RTP Session
and End- poi nt.

4, WbRTC Use of RTP: Core Protocols

The followi ng sections describe the core features of RTP and RTCP
that need to be inplenented, along with the mandated RTP profiles.
Al so described are the core extensions providing essential features
that all WebRTC Endpoints need to inplenent to function effectively
on today’ s networks.

4. 1. RTP and RTCP

The Real -tine Transport Protocol (RTP) [RFC3550] is REQU RED to be

i npl emented as the nedia transport protocol for WbRTC. RTP itself
conprises two parts: the RTP data transfer protocol, and the RTP
control protocol (RTCP). RTCP is a fundanmental and integral part of
RTP, and MJUST be inplenented and used in all WbRTC Endpoi nts.

The following RTP and RTCP features are sonetimes onmitted in limted

functionality inplenentations of RTP, but are REQU RED in all WbRTC
Endpoi nt s:
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(o]

Support for use of multiple sinmultaneous SSRC values in a single
RTP session, including support for RTP end-points that send many
SSRC val ues si mul taneously, follow ng [ RFC3550] and
[I-D.ietf-avtcore-rtp-nmulti-strean]j. The RTCP optim sations for
mul ti - SSRC sessions defined in
[I-D.ietf-avtcore-rtp-nulti-streamoptim sation] MAY be support ed;
if supported the usage MJUST be signall ed.

Random choi ce of SSRC on joining a session; collision detection
and resol ution for SSRC val ues (see al so Section 4.8).

Support for reception of RTP data packets containing CSRC |ists,
as generated by RTP nixers, and RTCP packets relating to CSRCs.

Sendi ng correct synchronisation information in the RTCP Sender
Reports, to allow receivers to inplenent |ip-synchronisation; see
Section 5.2.1 regarding support for the rapid RTP synchroni sation
ext ensi ons.

Support for nultiple synchronisation contexts. Participants that
send mul tiple sinmultaneous RTP packet streans SHOULD do so as part
of a single synchronisation context, using a single RTCP CNAME for
all streans and allowing receivers to play the streans out in a
synchroni sed manner. For conpatibility with potential future
versions of this specification, or for interoperability with non-
WebRTC devi ces through a gateway, receivers MJST support multiple
synchroni sati on contexts, indicated by the use of nmultiple RTCP
CNAMEs in an RTP session. This specification requires the usage
of a single CNAME when sending RTP Packet Streans in sone

ci rcumst ances, see Section 4.9.

Support for sending and receiving RTCP SR, RR, SDES, and BYE
packet types, with OPTI ONAL support for other RTCP packet types
unl ess mandated by other parts of this specification. Note that
addi ti onal RTCP Packet types are used by the RTP/ SAVPF Profile
(Section 4.2) and the other RTCP extensions (Section 5). WDbRTC
endpoi nts that inplenment the SDP bundl e negotiation extension wll
use the SDP grouping framework 'md’ attribute to identify nedia
streanms. Such endpoints MJST inplenent the RTCP SDES M D item
described in [I-D.ietf-music-sdp-bundl e-negotiation].

Support for nultiple end-points in a single RTP session, and for

scaling the RTCP transm ssion interval according to the nunber of
participants in the session; support for random sed RTCP

transm ssion intervals to avoid synchronisation of RTCP reports;

support for RTCP tiner reconsideration (Section 6.3.6 of

[ RFC3550]) and reverse reconsi deration (Section 6.3.4 of

[ RFC3550] ) .
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0 Support for configuring the RTCP bandwi dth as a fraction of the
medi a bandwi dth, and for configuring the fraction of the RTCP
bandwi dth all ocated to senders, e.g., using the SDP "b=" |ine
[ RFC4566] [ RFC3556] .

0 Support for the reduced m ni nrum RTCP reporting interval described
in Section 6.2 of [RFC3550] is REQUI RED. When using the reduced
m ni mum RTCP reporting interval, the fixed (non-reduced) nininmm
i nterval MJST be used when cal cul ating the participant tineout
interval (see Sections 6.2 and 6.3.5 of [RFC3550]). The del ay
before sending the initial conpound RTCP packet can be set to zero
(see Section 6.2 of [RFC3550] as updated by
[I-D.ietf-avtcore-rtp-multi-streani).

0 Support for discontinuous transm ssion. RTP allows endpoints to
pause and resune transm ssion at any tinme. Wen resuning, the RTP
sequence nunber will increase by one, as usual, while the increase
in the RTP timestanp value will depend on the duration of the
pause. Discontinuous transmission is nost commonly used with sone
audi o payl oad formats, but is not audio specific, and can be used
with any RTP payl oad format.

0 |lgnore unknown RTCP packet types and RTP header extensions. This
to ensure robust handling of future extensions, niddlebox
behavi ours, etc., that can result in not signalled RTCP packet
types or RTP header extensions being received. |f a conpound RTCP
packet is received that contains a mxture of known and unknown
RTCP packet types, the known packets types need to be processed as
usual, with only the unknown packet types being discarded.

It is known that a significant nunmber of |egacy RTP inpl enentations,
especially those targeted at Vol P-only systems, do not support all of
the above features, and in sone cases do not support RTCP at all

I mpl enenters are advised to consider the requirenents for gracefu
degradation when interoperating with | egacy inplenentations.

O her inplenentation considerations are discussed in Section 12
4.2. Choice of the RTP Profile

The conpl ete specification of RTP for a particular application donmain
requi res the choice of an RTP Profile. For WbRTC use, the Extended
Secure RTP Profile for RTCP-Based Feedback (RTP/ SAVPF) [ RFC5124], as
ext ended by [ RFC7007], MJST be inplemented. The RTP/ SAVPF profile is
the conbi nati on of basic RTP/AVP profil e [RFC3551], the RTP profile
for RTCP-based feedback (RTP/ AVPF) [ RRFC4585], and the secure RTP
profile (RTP/SAVP) [RFC3711].
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The RTCP-based feedback extensions [ RFC4585] are needed for the

i mproved RTCP timer nodel. This allows nore flexible transm ssion of
RTCP packets in response to events, rather than strictly according to
bandwi dth, and is vital for being able to report congestion signals
as well as nedia events. These extensions also allow saving RTCP
bandwi dt h, and an end-point will conmonly only use the full RTCP
bandwi dth allocation if there are many events that require feedback
The tinmer rules are al so needed to make use of the RTP conferencing
extensions discussed in Section 5. 1.

Not e: The enhanced RTCP tinmer nodel defined in the RTP/ AVPF
profile is backwards conpatible with | egacy systens that inplenent
only the RTP/ AVP or RTP/ SAVP profile, given sone constraints on
paraneter configuration such as the RTCP bandw dth value and "trr-
int" (the nost inportant factor for interworking with RTP/(S)AVP
end-points via a gateway is to set the trr-int paraneter to a

val ue representing 4 seconds, see Section 6.1 in
[I-D.ietf-avtcore-rtp-multi-streani).

The secure RTP (SRTP) profile extensions [RFC3711] are needed to
provi de medi a encryption, integrity protection, replay protection and
alimted formof source authentication. WDbRTC Endpoi nts MJST NOT
send packets using the basic RTP/AVP profile or the RTP/ AVPF profil e;
they MUST enploy the full RTP/SAVPF profile to protect all RTP and
RTCP packets that are generated (i.e., inplenentations MJST use SRTP
and SRTCP). The RTP/ SAVPF profile MJST be configured using the

ci pher suites, DITLS-SRTP protection profiles, keying nechanisns, and
other paraneters described in [I-D.ietf-rtcweb-security-arch].

4.3. Choice of RTP Payl oad Formats

Mandatory to inplenent audi o codecs and RTP payl oad formats for
WebRTC endpoints are defined in [I-D.ietf-rtcweb-audio]. Mndatory
to i nmpl enent video codecs and RTP payl oad formats for WebRTC
endpoints are defined in [I-D.ietf-rtcweb-video]. WDbRTC endpoints
MAY additionally inplement any other codec for which an RTP payl oad
format and associ ated signalling has been defi ned.

WebRTC Endpoi nts cannot assune that the other participants in an RTP

session understand any RTP payload format, no matter how conmon. The
mappi ng bet ween RTP payl oad type nunbers and specific configurations

of particular RTP payload formats MJST be agreed before those payl oad
types/formats can be used. |In an SDP context, this can be done using
the "a=rtpmap: " and "a=fntp:" attributes associated with an "n¥
line, along with any other SDP attributes needed to configure the RTP
payl oad fornat.
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End- poi nts can signal support for nmultiple RTP payload formats, or
mul tiple configurations of a single RTP payload format, as |ong as
each uni que RTP payl oad format configuration uses a different RTP
payl oad type nunber. As outlined in Section 4.8, the RTP payl oad
type nunber is sonetines used to associate an RTP packet streamwith
a signalling context. This association is possible provided unique
RTP payl oad type nunmbers are used in each context. For exanple, an
RTP packet stream can be associated with an SDP "n¥" |ine by
comparing the RTP payl oad type nunbers used by the RTP packet stream
with payload types signalled in the "a=rtpmap:" lines in the nedia
sections of the SDP. This leads to the follow ng considerations:

I f RTP packet streams are being associated with signalling
contexts based on the RTP payl oad type, then the assignment of RTP
payl oad type nunbers MJST be uni que across signalling contexts.

If the sanme RTP payl oad format configuration is used in nultiple
contexts, then a different RTP payl oad type nunber has to be
assigned in each context to ensure uni queness.

If the RTP payl oad type nunber is not being used to associate RTP
packet streans with a signalling context, then the sane RTP

payl oad type nunber can be used to indicate the exact sane RTP
payl oad format configuration in multiple contexts.

A single RTP payl oad type nunber MJST NOT be assigned to different
RTP payl oad formats, or different configurations of the sane RTP

payl oad format, within a single RTP session (note that the "m=" lines
in an SDP bundl e group [I-D.ietf-nmrusic-sdp-bundl e-negotiation] form
a single RTP session).

An end-point that has signalled support for multiple RTP payl oad
formats MUST be able to accept data in any of those payload formats
at any tine, unless it has previously signalled linmtations onits
decodi ng capability. This requirenent is constrained if severa
types of nmedia (e.g., audio and video) are sent in the sane RTP
session. In such a case, a source (SSRC) is restricted to switching
only between the RTP payload formats signalled for the type of nedia
that is being sent by that source; see Section 4.4. To support rapid
rate adaptation by changi ng codec, RTP does not require advance
signalling for changes between RTP payload fornmats used by a single
SSRC that were signalled during session set-up

I f perform ng changes between two RTP payl oad types that use
different RTP clock rates, an RTP sender MJST follow the
recomendations in Section 4.1 of [RFC7160]. RTP receivers MJST
foll ow the recormmendations in Section 4.3 of [RFC7160] in order to
support sources that switch between clock rates in an RTP session
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(these reconmendations for receivers are backwards conpatible with
the case where senders use only a single clock rate).

4.4, Use of RTP Sessions

An associ ation anongst a set of end-points comunicating using RTP is
known as an RTP session [RFC3550]. An end-point can be involved in
several RTP sessions at the sane tine. In a nultinmedia session, each
type of nedia has typically been carried in a separate RTP session
(e.g., using one RTP session for the audio, and a separate RTP
session using a different transport-layer flow for the video).

WebRTC Endpoi nts are REQU RED to inplement support for nultinmedia
sessions in this way, separating each RTP session using different
transport-layer flows for conpatibility with | egacy systems (this is
sometines called session nultiplexing).

In nodern day networks, however, with the w despread use of network
address/ port translators (NAT/NAPT) and firewalls, it is desirable to
reduce the nunber of transport-layer flows used by RTP applications.
This can be done by sending all the RTP packet streams in a single
RTP session, which will conprise a single transport-layer flow (this
will prevent the use of sone quality-of-service nechanisns, as

di scussed in Section 12.1.3). Inplenmentations are therefore also
REQUI RED to support transport of all RTP packet streans, independent
of media type, in a single RTP session using a single transport |ayer
flow, according to [I-D.ietf-avtcore-nulti-media-rtp-session] (this

is sonetimes called SSRC nultiplexing). |If nmultiple types of nedia
are to be used in a single RTP session, all participants in that RTP
session MJST agree to this usage. In an SDP context,

[I-D.ietf-nmusic-sdp-bundl e-negotiation] can be used to signal such a
bundl e of RTP packet streans forming a single RTP session

Furt her discussion about the suitability of different RTP session
structures and multiplexing nmethods to different scenarios can be
found in [I-D.ietf-avtcore-nultiplex-guidelines].

4.5. RTP and RTCP Ml ti pl exing

H storically, RTP and RTCP have been run on separate transport |ayer
flows (e.g., two UDP ports for each RTP session, one port for RTP and
one port for RTCP). Wth the increased use of Network Address/Port
Transl ati on (NAT/ NAPT) this has becone probl ematic, since naintaining
mul ti pl e NAT bi ndi ngs can be costly. It also conplicates firewall
adm nistration, since nultiple ports need to be opened to all ow RTP
traffic. To reduce these costs and session set-up tines,

i npl ementations are REQUI RED to support nultiplexing RTP data packets
and RTCP control packets on a single transport-layer flow [ RFC5761].
Such RTP and RTCP mul ti pl exi ng MJUST be negotiated in the signalling

Perkins, et al. Expi res August 13, 2015 [ Page 10]



Internet-Draft RTP for WebRTC February 2015

channel before it is used. |If SDP is used for signalling, this
negoti ati on MJUST use the attributes defined in [RFC5761]. For
backwards conpatibility, inplenmentations are al so REQU RED to support
RTP and RTCP sent on separate transport-layer flows.

Note that the use of RTP and RTCP nultiplexed onto a single
transport-layer flow ensures that there is occasional traffic sent on
that port, even if there is no active nmedia traffic. This can be
useful to keep NAT bindings alive [ RFC6263].

4.6. Reduced Size RTCP

RTCP packets are usually sent as conmpound RTCP packets, and [ RFC3550]
requires that those conmpound packets start with an Sender Report (SR
or Receiver Report (RR) packet. Wen using frequent RTCP feedback
messages under the RTP/ AVPF Profile [ RFC4585] these statistics are
not needed in every packet, and unnecessarily increase the nean RTCP
packet size. This can linit the frequency at which RTCP packets can
be sent within the RTCP bandwi dth share

To avoid this problem [RFC5506] specifies howto reduce the nean
RTCP nessage size and allow for nore frequent feedback. Frequent
feedback, in turn, is essential to nmake real-tine applications

qui ckly aware of changing network conditions, and to allow themto
adapt their transmi ssion and encodi ng behaviour. |nplenentations
MUST support sending and receiving non-conpound RTCP feedback packets
[ RFC5506]. Use of non-conpound RTCP packets MJST be negotiated using
the signalling channel. |If SDP is used for signalling, this

negoti ati on MJUST use the attributes defined in [ RFC5506]. For
backwards conpatibility, inplenentations are al so REQU RED to support
the use of conpound RTCP feedback packets if the renmpte end-point
does not agree to the use of non-conpound RTCP in the signalling
exchange.

4.7. Symretric RTP/ RTCP

To ease traversal of NAT and firewall devices, inplenentations are
REQUI RED to inplenment and use Symretric RTP [ RFC4961]. The reason
for using symmetric RTP is primarily to avoid issues with NATs and
Firewal | s by ensuring that the send and recei ve RTP packet streans,
as well as RTCP, are actually bi-directional transport-layer flows.
This will keep alive the NAT and firewall pinholes, and hel p indicate
consent that the receive direction is a transport-|layer flow the

i ntended recipient actually wants. In addition, it saves resources,
specifically ports at the end-points, but also in the network as NAT
mappi ngs or firewall state is not unnecessary bl oated. The anount of
per flow QoS state kept in the network is al so reduced.
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4.8. Choice of RTP Synchronisation Source (SSRC)

I mpl enent ati ons are REQUI RED to support signalled RTP synchronisation
source (SSRC) identifiers. |If SDP is used, this MJST be done using
the "a=ssrc:" SDP attribute defined in Section 4.1 and Section 5 of

[ RFC5576] and the "previous-ssrc" source attribute defined in

Section 6.2 of [RFC5576]; other per-SSRC attributes defined in

[ RFC5576] MAY be support ed.

Whi | e support for signalled SSRC identifiers is nmandated, their use
in an RTP session is OPTIONAL. | nplenentations MJST be prepared to
accept RTP and RTCP packets using SSRCs that have not been explicitly
signall ed ahead of tinme. |nplementations MJST support random SSRC
assi gnnent, and MJST support SSRC collision detection and resol ution
according to [ RFC3550]. When using signalled SSRC val ues, collision
detection MJUST be perforned as described in Section 5 of [RFC5576].

It is often desirable to associate an RTP packet streamw th a non-
RTP context. For users of the WbRTC APl a mappi ng between SSRCs and
Medi aSt reanTracks are provided per Section 11. For gateways or other
usages it is possible to associate an RTP packet streamw th an "m="

line in a session description formatted using SDP. |f SSRCs are
signalled this is straightforward (in SDP the "a=ssrc:" line will be
at the media level, allowing a direct association with an "m=" |ine).

If SSRCs are not signalled, the RTP payl oad type nunbers used in an
RTP packet stream are often sufficient to associate that packet
streamwith a signalling context (e.g., if RTP payload type numnbers
are assigned as described in Section 4.3 of this neno, the RTP

payl oad types used by an RTP packet stream can be conpared with
values in SDP "a=rtpmap:" lines, which are at the nedia | evel in SDP
and so map to an "n¥" line).

4.9. GCeneration of the RTCP Canoni cal Nanme ( CNAVE)

The RTCP Canoni cal Nane (CNAME) provides a persistent transport-I|eve
identifier for an RTP end-point. \While the Synchronisation Source
(SSRC) identifier for an RTP end-point can change if a collision is
detected, or when the RTP application is restarted, its RTCP CNAME is
meant to stay unchanged for the duration of a RTCPeer Connection

[ WBC. WD- webrt c-20130910], so that RTP end-points can be uni quely
identified and associated with their RTP packet streans within a set
of related RTP sessions.

Each RTP end-poi nt MJST have at | east one RTCP CNAME, and that RTCP
CNAME MUST be unique within the RTCPeer Connecti on. RTCP CNAMES
identify a particular synchronisation context, i.e., all SSRCs
associated with a single RTCP CNAVE share a conmnon reference cl ock
If an end-point has SSRCs that are associated with severa

Perkins, et al. Expi res August 13, 2015 [ Page 12]



Internet-Draft RTP for WebRTC February 2015

unsynchroni sed reference cl ocks, and hence different synchronisation
contexts, it will need to use nultiple RTCP CNAMES, one for each
synchroni sati on context.

Taki ng the discussion in Section 11 into account, a WbRTC Endpoi nt
MUST NOT use nore than one RTCP CNAME in the RTP sessions bel ongi ng
to single RTCPeerConnection (that is, an RTCPeer Connection forms a
synchroni sation context). RTP m ddl eboxes MAY generate RTP packet
streans associated with nore than one RTCP CNAME, to allow themto
avoi d having to resynchronize nedia fromnultiple different end-
points part of a nulti-party RTP session

The RTP specification [ RFC3550] includes guidelines for choosing a
uni que RTP CNAME, but these are not sufficient in the presence of NAT
devices. In addition, long-termpersistent identifiers can be
problematic froma privacy viewpoint (Section 13). Accordingly, a
WebRTC Endpoi nt MUST generate a new, unique, short-term persistent
RTCP CNAME for each RTCPeer Connection, follow ng [ RFC7022], with a
single exception; if explicitly requested at creation an

RTCPeer Connecti on MAY use the same CNAME as as an existing

RTCPeer Connection within their comobn same-origin context.

An WebRTC Endpoi nt MUST support reception of any CNAME that natches
the syntax limtations specified by the RTP specification [ RFC3550]
and cannot assunme that any CNAME will be chosen according to the form
suggest ed above.

4.10. Handling of Leap Seconds

The gui delines regarding handling of |eap seconds to limt their
i npact on RTP medi a pl ay-out and synchronization given in [ RFC7164]
SHOULD be fol | owed.

5. WebRTC Use of RTP: Extensions

There are a nunber of RTP extensions that are either needed to obtain
full functionality, or extrenely useful to inprove on the baseline
performance, in the WbRTC context. One set of these extensions is
related to conferencing, while others are nore generic in nature.

The follow ng subsections describe the various RTP extensions
mandat ed or suggested for use within WbRTC

5.1. Conferencing Extensions and Topol ogi es
RTP is a protocol that inherently supports group communication
Groups can be inplenented by having each endpoint send its RTP packet

streans to an RTP niddl ebox that redistributes the traffic, by using
a nesh of unicast RTP packet streans between endpoints, or by using
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an | P nulticast group to distribute the RTP packet streans. These
topol ogi es can be inplenented in a nunber of ways as discussed in
[I-D.ietf-avtcore-rtp-topol ogi es-update].

While the use of IP nulticast groups is popular in |IPTV systens, the
t opol ogi es based on RTP m ddl eboxes are dominant in interactive video
conferencing environnents. Topol ogi es based on a nmesh of uni cast
transport-layer flows to create a common RTP session have not seen

wi despread deploynment to date. Accordingly, WbRTC Endpoints are not
expected to support topol ogies based on IP nulticast groups or to
support nesh-based topol ogi es, such as a point-to-multipoint nesh
configured as a single RTP session (Topo-Mesh in the terninol ogy of
[I-D.ietf-avtcore-rtp-topol ogi es-update]). However, a point-to-
mul ti poi nt mesh constructed using several RTP sessions, inplenmented

i n WebRTC usi ng i ndependent RTCPeer Connecti ons

[ WBC. WD- webrt c-20130910], can be expected to be used in WbRTC, and
needs to be support ed.

WebRTC Endpoi nts i npl enented according to this meno are expected to
support all the topol ogi es described in
[I-D.ietf-avtcore-rtp-topol ogi es-update] where the RTP endpoints send
and receive unicast RTP packet streans to and from sone peer device
provi ded that peer can participate in perfornm ng congestion contro

on the RTP packet streanms. The peer device could be another RTP
endpoint, or it could be an RTP mniddl ebox that redistributes the RTP
packet streans to other RTP endpoints. This limtation neans that
some of the RTP mi ddl ebox-based topol ogies are not suitable for use
in WebRTC. Specifically:

0 Video switching MCUs (Topo- Vi deo-switch-MCU) SHOULD NOT be used,
since they make the use of RTCP for congestion control and quality
of service reports problematic (see Section 3.8 of
[I-D.ietf-avtcore-rtp-topol ogi es-update]).

0 The Rel ay-Transport Transl ator (Topo-PtM Trn-Transl ator) topol ogy
SHOULD NOT be used because its safe use requires a congestion
control algorithmor RTP circuit breaker that handles point to
mul ti point, which has not yet been standardi sed.

The follow ng topol ogy can be used, however it has sone issues worth
noti ng:
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0 Content nodifying MCUs with RTCP termination (Topo- RTCP-
term nati ng- MCU) MAY be used. Note that in this RTP Topol ogy, RTP
| oop detection and identification of active senders is the
responsibility of the WbRTC application; since the clients are
i solated fromeach other at the RTP | ayer, RTP cannot assist with
these functions (see section 3.9 of
[I-D.ietf-avtcore-rtp-topol ogi es-update]).

The RTP extensions described in Section 5.1.1 to Section 5.1.6 are
designed to be used with centralised conferencing, where an RTP

m ddl ebox (e.g., a conference bridge) receives a participant’s RTP
packet streans and distributes themto the other participants. These
extensions are not necessary for interoperability; an RTP end- point
that does not inplenent these extensions will work correctly, but

m ght of fer poor performance. Support for the listed extensions wll
greatly inprove the quality of experience and, to provide a
reasonabl e baseline quality, some of these extensions are nmandatory
to be supported by WebRTC Endpoi nts.

The RTCP conferencing extensions are defined in Extended RTP Profile
for Real-tine Transport Control Protocol (RTCP)-Based Feedback (RTP/
AVPF) [ RRFC4585] and the nenp on Codec Control Messages (CCM in RTP/
AVPF [ RFC5104]; they are fully usable by the Secure variant of this

profile (RTP/ SAVPF) [RFC5124].

5.1.1. Full Intra Request (FIR

The Full Intra Request nessage is defined in Sections 3.5.1 and 4.3.1
of the Codec Control Messages [ RFC5104]. It is used to nake the

nm xer request a new Intra picture froma participant in the session.
This is used when switching between sources to ensure that the

recei vers can decode the video or other predictive nmedia encoding
with long prediction chains. WDRTC Endpoints that are sending nmedi a
MUST understand and react to FIR feedback nessages they receive,
since this greatly inproves the user experience when using
centralised mxer-based conferencing. Support for sending FIR
messages i s OPTI ONAL.

5.1.2. Picture Loss Indication (PLI)

The Picture Loss Indication nessage is defined in Section 6.3.1 of
the RTP/ AVPF profile [RFC4585]. It is used by a receiver to tell the
sendi ng encoder that it |ost the decoder context and would like to
have it repaired sonmehow. This is semantically different fromthe
Ful | Intra Request above as there could be multiple ways to ful fi

the request. WebRTC Endpoints that are sendi ng medi a MJST under st and
and react to PLI feedback nessages as a | oss tol erance nmechani sm
Recei vers MAY send PLI nessages.
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5.1.3. Slice Loss Indication (SLI)

The Slice Loss Indication nmessage is defined in Section 6.3.2 of the
RTP/ AVPF profile [RFC4585]. It is used by a receiver to tell the
encoder that it has detected the | oss or corruption of one or nore
consecutive macro bl ocks, and would like to have these repaired
sonehow. It is RECOMMENDED that receivers generate SLI feedback
messages if slices are | ost when using a codec that supports the
concept of macro bl ocks. A sender that receives an SLI feedback
message SHOULD attenpt to repair the | ost slice(s).

5.1.4. Reference Picture Selection Indication (RPSI)

Ref erence Picture Selection Indication (RPSI) nmessages are defined in
Section 6.3.3 of the RTP/AVPF profile [ RFC4585]. Sonme vi deo encodi ng
standards all ow the use of older reference pictures than the nost
recent one for predictive coding. |If such a codec is in use, and if
the encoder has |earnt that encoder-decoder synchroni sation has been
| ost, then a known as correct reference picture can be used as a base
for future coding. The RPSI nessage allows this to be signalled
Recei vers that detect that encoder-decoder synchronisation has been

| ost SHOULD generate an RPSI feedback nessage if codec being used
supports reference picture selection. A RTP packet stream sender
that receives such an RPSI nessage SHOULD act on that nessages to
change the reference picture, if it is possible to do so within the
avai | abl e bandwi dth constraints, and with the codec bei ng used.

5.1.5. Tenporal -Spatial Trade-off Request (TSTR)

The tenporal -spatial trade-off request and notification are defined
in Sections 3.5.2 and 4.3.2 of [RFC5104]. This request can be used
to ask the video encoder to change the trade-off it makes between
tenporal and spatial resolution, for exanple to prefer high spatial
imge quality but low frane rate. Support for TSTR requests and
notifications is OPTI ONAL.

5.1.6. Tenporary Mxinum Media Stream Bit Rate Request (TMVBR)

The TMVBR f eedback nessage is defined in Sections 3.5.4 and 4.2.1 of
the Codec Control Messages [ RFC5104]. This request and its
notification message are used by a nedia receiver to informthe
sending party that there is a current linitation on the anount of
bandwi dth available to this receiver. This can be various reasons
for this: for exanmple, an RTP mi xer can use this nessage to linmt the
medi a rate of the sender being forwarded by the m xer (w thout doing
medi a transcoding) to fit the bottl enecks existing towards the other
session participants. WDRTC Endpoints that are sending nedia are
REQUI RED to inpl ement support for TMVBR nessages, and MUST foll ow
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bandwidth Iimtations set by a TMMBR nessage received for their SSRC
The sending of TMMBR requests is OPTI ONAL.

5.2. Header Extensions

The RTP specification [ RFC3550] provides the capability to include
RTP header extensions containing in-band data, but the format and
semantics of the extensions are poorly specified. The use of header
extensions is OPTIONAL in WDRTC, but if they are used, they MJIST be
formatted and signalled foll owi ng the general nechanismfor RTP
header extensions defined in [RFC5285], since this gives well-defined
semantics to RTP header extensions.

As noted in [RFC5285], the requirenent fromthe RTP specification
that header extensions are "designed so that the header extension may
be ignored" [ RFC3550] stands. To be specific, header extensions MJST
only be used for data that can safely be ignored by the recipient

wi thout affecting interoperability, and MJUST NOT be used when the
presence of the extension has changed the formor nature of the rest
of the packet in a way that is not conpatible with the way the stream
is signalled (e.g., as defined by the payload type). Valid exanples
of RTP header extensions might include netadata that is additional to
the usual RTP infornation, but that can safely be ignored without
conpromi sing interoperability.

5.2.1. Rapid Synchronisation

Many RTP sessions require synchronisation between audi o, video, and
other content. This synchronisation is performed by receivers, using
i nformati on contained in RTCP SR packets, as described in the RTP
specification [ RFC3550]. This basic nechani sm can be slow, however,
so it is RECOMWENDED that the rapid RTP synchronisation extensions
described in [RFC6051] be inplemented in addition to RTCP SR-based
synchroni sati on.

Thi s header extension uses the [ RFC5285] generic header extension
framework, and so needs to be negotiated before it can be used.

5.2.2. dient-to-Mxer Audio Leve

The Client to Mxer Audio Level extension [ RFC6464] is an RTP header
ext ensi on used by an endpoint to informa nixer about the |evel of
audio activity in the packet to which the header is attached. This
enabl es an RTP m ddl ebox to make mi xi ng or sel ection decisions

wi t hout decodi ng or detail ed i nspection of the payl oad, reducing the
complexity in some types of mxers. It can also save decoding
resources in receivers, which can choose to decode only the nost

rel evant RTP packet streans based on audio activity |evels.
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The Cient-to-Mxer Audio Level [RFC6464] header extension MJST be
implemented. It is REQUI RED that inplenentations are capabl e of
encrypting the header extension according to [ RFC6904] since the

i nformation contained in these header extensions can be considered
sensitive. The use of this encryption is RECOWENDED, however usage
of the encryption can be explicitly disabled through APl or
signal i ng.

Thi s header extension uses the [RFC5285] generic header extension
framework, and so needs to be negotiated before it can be used.

5.2.3. Mxer-to-Cient Audio Leve

The M xer to dient Audio Level header extension [RFC6465] provides
an endpoint with the audio |level of the different sources mxed into
a conmon source streamby a RTP mixer. This enables a user interface
to indicate the relative activity |level of each session participant,
rat her than just being included or not based on the CSRC field. This
is a pure optimsation of non critical functions, and is hence
OPTIONAL to inplenent. If this header extension is inplenmented, it
is REQUI RED that inplenentations are capable of encrypting the header
ext ension according to [ RFC6904] since the infornmation contained in

t hese header extensions can be considered sensitive. It is further
RECOMVENDED t hat this encryption is used, unless the encryption has
been explicitly disabled through APl or signalling.

Thi s header extension uses the [RFC5285] generic header extension
framework, and so needs to be negotiated before it can be used.

5.2.4. Media Stream ldentification
WebRTC endpoi nts that inplenent the SDP bundl e negotiati on extension
will use the SDP grouping franework "mid attribute to identify media
streans. Such endpoints MJST inplenent the RTP M D header extension
described in [I-D.ietf-mmusic-sdp-bundl e-negotiation].

Thi s header extension uses the [ RFC5285] generic header extension
framework, and so needs to be negotiated before it can be used.

5.2.5. Coordination of Video Orientation
WebRTC endpoints that send or receive video MJST inpl ement the
coordi nation of video orientation (CVO RTP header extension as

described in Section 4 of [I-D.ietf-rtcweb-video].

Thi s header extension uses the [RFC5285] generic header extension
framework, and so needs to be negotiated before it can be used.
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6. WebRTC Use of RTP: Inproving Transport Robustness

There are tools that can make RTP packet streans robust agai nst
packet | oss and reduce the inpact of |loss on nedia quality. However,
they generally add sone overhead conpared to a non-robust stream

The overhead needs to be considered, and the aggregate bit-rate MJST
be rate controlled to avoid causing network congestion (see

Section 7). As a result, inproving robustness might require a | ower
base encoding quality, but has the potential to deliver that quality
with fewer errors. The nechani sns described in the follow ng sub-
sections can be used to inprove tolerance to packet |oss.

6.1. Negative Acknow edgenments and RTP Retransni ssion

As a consequence of supporting the RTP/ SAVPF profile, inplenmentations
can send negative acknow edgenents (NACKs) for RTP data packets

[ RFC4585]. This feedback can be used to informa sender of the |oss
of particular RTP packets, subject to the capacity limtations of the
RTCP feedback channel. A sender can use this information to optim se
the user experience by adapting the nmedia encoding to conpensate for
known | ost packets.

RTP packet stream senders are REQUI RED to understand the Generic NACK
message defined in Section 6.2.1 of [ RFC4585], but MAY choose to
ignore sonme or all of this feedback (follow ng Section 4.2 of

[ RFCA585]). Receivers MAY send NACKs for mssing RTP packets.

Qui del i nes on when to send NACKs are provided in [RFC4585]. It is
not expected that a receiver will send a NACK for every |ost RTP
packet, rather it needs to consider the cost of sendi ng NACK
feedback, and the inportance of the |ost packet, to nmake an inforned
deci sion on whether it is worth telling the sender about a packet

| oss event.
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The RTP Retransni ssion Payl oad Format [ RFC4588] offers the ability to
retransmt |ost packets based on NACK feedback. Retransm ssion needs
to be used with care in interactive real-time applications to ensure
that the retransmtted packet arrives in time to be useful, but can
be effective in environnents with relatively |l ow network RTT (an RTP
sender can estimate the RTT to the receivers using the information in
RTCP SR and RR packets, as described at the end of Section 6.4.1 of

[ RFC3550]). The use of retransnissions can also increase the forward
RTP bandwi dt h, and can potentially caused increased packet loss if
the original packet |oss was caused by network congestion. Note,
however, that retransm ssion of an inportant |ost packet to repair
decoder state can have |ower cost than sending a full intra frane.

It is not appropriate to blindly retransnt RTP packets in response
to a NACK. The inportance of |ost packets and the Iikelihood of them
arriving in tine to be useful needs to be considered before RTP
retransm ssion is used.

Receivers are REQUI RED to inplenent support for RTP retransm ssion
packets [ RFC4588] sent using SSRC multipl exi ng, and MAY al so support
RTP retransni ssion packets sent using session multiplexing. Senders
MAY send RTP retransm ssion packets in response to NACKs if support
for the RTP retransni ssion payl oad format has been negotiated, and if
the sender believes it is useful to send a retransnission of the
packet (s) referenced in the NACK. Senders do not need to retransnit
every NACKed packet.

6.2. Forward Error Correction (FEC

The use of Forward Error Correction (FEC) can provide an effective
protection agai nst sonme degree of packet |oss, at the cost of steady
bandwi dt h overhead. There are several FEC schenes that are defined
for use with RTP. Sone of these schenes are specific to a particul ar
RTP payl oad format, others operate across RTP packets and can be used
with any payload format. It needs to be noted that using redundant
encoding or FEC will lead to increased play out delay, which needs to
be consi dered when choosi ng FEC schemes and their paraneters.

WebRTC endpoi nts MJST foll ow the reconmendati ons for FEC use given in
[I-D.ietf-rtcweb-fec]. WDRTC endpoints MAY support other types of
FEC, but these MJUST be negotiated before they are used.

7. WebRTC Use of RTP: Rate Control and Medi a Adaptation

WebRTC wi Il be used in heterogeneous network environments using a
variety set of link technol ogies, including both wired and wreless
links, to interconnect potentially large groups of users around the
world. As a result, the network paths between users can have w dely
varyi ng one-way del ays, available bit-rates, load levels, and traffic
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nm xtures. Individual end-points can send one or nore RTP packet
streans to each participant, and there can be several participants.
Each of these RTP packet streanms can contain different types of
medi a, and the type of nedia, bit rate, and nunber of RTP packet
streans as well as transport-layer flows can be highly asymetric.
Non- RTP traffic can share the network paths with RTP transport-I|ayer
flows. Since the network environment is not predictable or stable,
WebRTC Endpoi nts MJST ensure that the RTP traffic they generate can
adapt to match changes in the avail able network capacity.

The quality of experience for users of WbRTC is very dependent on
ef fective adaptation of the nmedia to the linitations of the network
End- poi nts have to be designed so they do not transnmit significantly
nmore data than the network path can support, except for very short
time periods, otherwi se high |evels of network packet |oss or del ay
spi kes will occur, causing nedia quality degradation. The liniting
factor on the capacity of the network path mght be the Iink

bandwi dth, or it mght be conpetition with other traffic on the link
(this can be non-WebRTC traffic, traffic due to other WDbRTC fl ows,
or even conpetition with other WebRTC flows in the sane session).

An effective nedia congestion control algorithmis therefore an
essential part of the WDbRTC franework. However, at the tine of this
witing, there is no standard congestion control algorithmthat can
be used for interactive nmedia applications such as WbRTC s fl ows.
Some requirenents for congestion control algorithns for

RTCPeer Connecti ons are discussed in [I-D.ietf-rntat-cc-requirenments].
A future version of this nmeno will nmandate the use of a congestion
control algorithmthat satisfies these requirenents.

7.1. Boundary Conditions and Circuit Breakers

WebRTC Endpoi nts MJST i npl enment the RTP circuit breaker algorithm
that is described in [I-D.ietf-avtcore-rtp-circuit-breakers]. The
RTP circuit breaker is designed to enable applications to recognise
and react to situations of extreme network congestion. However

since the RTP circuit breaker night not be triggered until congestion
becones extreme, it cannot be considered a substitute for congestion
control, and applications MJST al so i npl enment congestion control to
all ow themto adapt to changes in network capacity. Any future RTP
congestion control algorithns are expected to operate within the
envel ope allowed by the circuit breaker

The session establishnent signalling will also necessarily establish
boundaries to which the nedia bit-rate will conform The choice of
medi a codecs provi des upper- and | ower-bounds on the supported bit-
rates that the application can utilise to provide useful quality, and
t he packetisation choices that exist. |In addition, the signalling
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channel can establish nmaxi num nedia bit-rate boundaries using, for
exanple, the SDP "b=AS:" or "b=CT:" lines and the RTP/ AVPF Tenporary
Maxi mum Media Stream Bit Rate (TMVBR) Requests (see Section 5.1.6 of
this meno). Signalled bandwidth limtations, such as SDP "b=AS:" or
"b=CT:" lines received fromthe peer, MJST be foll owed when sending
RTP packet streans. A WebRTC Endpoi nt receiving nmedia SHOULD si gha
its bandwidth linmitations, these linmtations have to be based on
known bandwidth linmitations, for exanple the capacity of the edge
I'inks.

7.2. Congestion Control Interoperability and Legacy Systens

There are | egacy RTP inpl enentations that do not inplenent RTCP, and
hence do not provide any congestion feedback. Congestion contro
cannot be performed with these end-points. WDRTC Endpoi nts that
need to interwork with such end-points MUST [imt their transm ssion
to alowrate, equivalent to a VolP call using a | ow bandw dth codec
that is unlikely to cause any significant congestion

When interworking with | egacy inplenmentations that support RTCP using
the RTP/ AVP profil e [ RFC3551], congestion feedback is provided in
RTCP RR packets every few seconds. |nplenentations that have to
interwork with such end-points MIST ensure that they keep within the
RTP circuit breaker [I-D.ietf-avtcore-rtp-circuit-breakers]
constraints to lint the congestion they can cause.

If a | egacy end-point supports RTP/ AVPF, this enables negotiation of
i mportant paraneters for frequent reporting, such as the "trr-int"
paraneter, and the possibility that the end-point supports sone
useful feedback format for congestion control purpose such as TMVBR
[ RFC5104]. Inplenentations that have to interwork with such end-
poi nts MUST ensure that they stay within the RTP circuit breaker
[I-D.ietf-avtcore-rtp-circuit-breakers] constraints to linmt the
congestion they can cause, but might find that they can achi eve
better congestion response depending on the anount of feedback that
is avail able.

Wth proprietary congestion control algorithnms issues can arise when
different algorithnms and inplenentations interact in a comunication
session. |If the different inplenentations have nade different
choices in regards to the type of adaptation, for exanple one sender
based, and one receiver based, then one could end up in situation
where one direction is dual controlled, when the other direction is
not controlled. This nmeno cannot mandate behavi our for proprietary
congestion control algorithns, but inplenentations that use such

al gorithnms ought to be aware of this issue, and try to ensure that
ef fective congestion control is negotiated for nedia flowing in both
directions. |If the |ETF were to standardi se both sender- and
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10.

recei ver-based congestion control algorithnms for WebRTC traffic in
the future, the issues of interoperability, control, and ensuring
that both directions of nedia flow are congestion controlled woul d
al so need to be considered.

WebRTC Use of RTP: Perfornmance Monitoring

As described in Section 4.1, inplenentations are REQU RED to generate
RTCP Sender Report (SR) and Reception Report (RR) packets relating to
the RTP packet streans they send and receive. These RTCP reports can
be used for perfornmance nonitoring purposes, since they include basic
packet loss and jitter statistics.

A large nunber of additional performance nmetrics are supported by the
RTCP Extended Reports (XR) framework [RFC3611][ RFC6792]. At the tine
of this witing, it is not clear what extended netrics are suitable
for use in WbRTC, so there is no requirenent that inplenentations
generate RTCP XR packets. However, inplenmentations that can use
detail ed performance nonitoring data MAY generate RTCP XR packets as
appropriate; the use of such packets SHOULD be signalled in advance.

WebRTC Use of RTP: Future Extensions

It is possible that the core set of RTP protocols and RTP extensions
specified in this menmo will prove insufficient for the future needs
of WbRTC. 1In this case, future updates to this nmeno MJUST be made
followi ng the Guidelines for Witers of RTP Payl oad For mat

Speci fications [ RFC2736], How to Wite an RTP Payl oad For mat
[I-D.ietf-payl oad-rtp-how o] and Quidelines for Extending the RTP
Control Protocol [RFC5968], and SHOULD take into account any future
gui delines for extending RTP and rel ated protocols that have been
devel oped.

Authors of future extensions are urged to consider the wi de range of
environnments in which RTP is used when reconmendi ng extensions, since
extensions that are applicable in sonme scenarios can be problematic
in others. Where possible, the WbRTC framework will adopt RTP
extensions that are of general utility, to enable easy inplenentation
of a gateway to other applications using RTP, rather than adopt
mechani sns that are narrowy targeted at specific WbRTC use cases

Si gnal | i ng Consi derations

RTP is built with the assunption that an external signalling channe
exi sts, and can be used to configure RTP sessions and their features.
The basic configuration of an RTP session consists of the follow ng
paraneters
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RTP Profile: The name of the RTP profile to be used in session. The
RTP/ AVP [ RFC3551] and RTP/ AVPF [ RFC4585] profiles can interoperate
on basic level, as can their secure variants RTP/ SAVP [ RFC3711]
and RTP/ SAVPF [ RFC5124]. The secure variants of the profiles do
not directly interoperate with the non-secure variants, due to the
presence of additional header fields for authentication in SRTP
packets and cryptographic transformati on of the payl oad. WDRTC
requires the use of the RTP/ SAVPF profile, and this MJST be
signalled. Interwrking functions mght transformthis into the
RTP/ SAVP profile for a | egacy use case, by indicating to the
WebRTC Endpoi nt that the RTP/ SAVPF is used and configuring a trr-
int value of 4 seconds.

Transport Information: Source and destination |IP address(s) and
ports for RTP and RTCP MJST be signalled for each RTP session. 1In
WebRTC t hese transport addresses will be provided by | CE [ RFC5245]
that signals candidates and arrives at noni nated candi date address
pairs. |f RTP and RTCP multiplexing [RFC5761] is to be used, such
that a single port, i.e. transport-layer flow, is used for RTP
and RTCP flows, this MJST be signalled (see Section 4.5).

RTP Payl oad Types, nedia formats, and format paraneters: The mappi ng
bet ween nedi a type names (and hence the RTP payload formats to be
used), and the RTP payl oad type nunbers MJST be signalled. Each
medi a type MAY al so have a number of mnedia type paraneters that
MUST al so be signalled to configure the codec and RTP payl oad
format (the "a=fntp:" line fromSDP). Section 4.3 of this nmeno
di scusses requirenents for uni queness of payl oad types.

RTP Extensions: The use of any additional RTP header extensions and
RTCP packet types, including any necessary paraneters, MJST be
signalled. This signalling is to ensure that a WbRTC Endpoint’s
behavi our, especially when sending, of any extensions is
predi ctabl e and consistent. For robustness, and for conpatibility
wi th non- WbRTC systens that m ght be connected to a WbRTC
session via a gateway, inplenmentations are REQU RED to ignore
unknown RTCP packets and RTP header extensions (see also
Section 4.1).

RTCP Bandw dth: Support for exchangi ng RTCP Bandwi dth val ues to the
end-points will be necessary. This SHALL be done as described in
"Session Description Protocol (SDP) Bandwi dth Modifiers for RTP
Control Protocol (RTCP) Bandwi dth" [RFC3556] if using SDP, or
somet hing semantically equivalent. This also ensures that the
end- poi nts have a common vi ew of the RTCP bandwi dth. A conmon
RTCP bandwi dth is inportant as a too different view of the
bandwi dths can lead to failure to interoperate.
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These paraneters are often expressed in SDP nessages conveyed within
an of fer/answer exchange. RTP does not depend on SDP or on the offer
[ answer nodel, but does require all the necessary paraneters to be
agreed upon, and provided to the RTP inplenentation. Note that in
WebRTC it will depend on the signalling nodel and APl how these
paraneters need to be configured but they will be need to either be
set in the APl or explicitly signalled between the peers.

WebRTC APl Consi derati ons

The WebRTC APl [WBC. WD- webrt c-20130910] and the Media Capture and
Streans APl [ WBC. WD- nedi acapt ure-streans-20130903] defines and uses
the concept of a MediaStreamthat consists of zero or nore

Medi aSt reanmlracks. A Medi aStreanfTrack is an individual stream of
medi a from any type of nedia source |like a m crophone or a canera
but al so conceptual sources, like a audio nmix or a video conposition
are possible. The MediaStreanmiracks within a Medi aStream need to be
possi ble to play out synchronised.

A Medi aStreamlrack’s realisation in RTP in the context of an

RTCPeer Connecti on consists of a source packet streamidentified with
an SSRC within an RTP session part of the RTCPeerConnection. The
Medi aStreanTrack can also result in additional packet streanms, and
thus SSRCs, in the sane RTP session. These can be dependent packet
streans from scal abl e encodi ng of the source stream associated with
the Medi aStreanilrack, if such a nedia encoder is used. They can also
be redundancy packet streams, these are created when applying Forward
Error Correction (Section 6.2) or RTP retransm ssion (Section 6.1) to
t he source packet stream

It is important to note that the same nedia source can be feeding

mul tiple Medi aStreaniracks. As different sets of constraints or

ot her parameters can be applied to the Medi aStreanlrack, each

Medi aSt reanifr ack i nstance added to a RTCPeer Connection SHALL result
in an i ndependent source packet stream with its own set of
associ at ed packet streams, and thus different SSRC(s). It wll
depend on applied constraints and paraneters if the source stream and
the encoding configuration will be identical between different

Medi aSt r eanTr acks sharing the same nmedia source. |If the encoding
paraneters and constraints are the sane, an inplenentation could
choose to use only one encoded streamto create the different RTP
packet streans. Note that such optinisations would need to take into
account that the constraints for one of the Medi aStreaniracks can at
any nonent change, neaning that the encoding configurations mght no
| onger be identical and two different encoder instances would then be
needed.
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The same Medi aStreanirack can also be included in multiple

Medi aStreans, thus multiple sets of MediaStreans can inplicitly need
to use the sanme synchroni sation base. To ensure that this works in
all cases, and does not force an end-point to to disrupt the nedia by
changi ng synchronisation base and CNAME during delivery of any
ongoi ng packet streans, all MediaStreanTracks and their associated
SSRCs originating fromthe sanme end-point need to be sent using the
same CNAME within one RTCPeer Connection. This is notivating the

di scussion in Section 4.9 to only use a single CNAME

The requirenent on using the same CNAME for all SSRCs that
originate fromthe sane end-point, does not require a niddl ebox
that forwards traffic frommnultiple end-points to only use a

si ngl e CNAME

Different CNAMEs normally need to be used for different

RTCPeer Connecti on instances, as specified in Section 4.9. Having two
conmuni cation sessions with the sane CNAME coul d enabl e tracking of a
user or device across different services (see Section 4.4.1 of
[I-D.ietf-rtcweb-security] for details). A web application can
request that the CNAMEs used in different RTCPeer Connections (within
a sane-orign context) be the sane, this allows for synchronization of
the endpoint’s RTP packet streans across the different

RTCPeer Connecti ons.

Note: this doesn't result in a tracking issue, since the creation
of matchi ng CNAMES depends on exi sting tracking.

The above will currently force a WebRTC Endpoi nt that receives a
Medi aSt reanifrack on one RTCPeer Connection and adds it as an out goi ng
on any RTCPeer Connection to performresynchronisation of the stream
This, as the sending party needs to change the CNAME to the one it
uses, which inmplies that the sender has to use a local system cl ock
as tinebase for the synchronisation. Thus, the relative relation
bet ween the tinebase of the incoming stream and the system sendi ng
out needs to defined. This relation also needs nonitoring for clock
drift and likely adjustnments of the synchronisation. The sending
entity is also responsible for congestion control for its sent
streanms. |In cases of packet loss the loss of incomng data al so
needs to be handled. This leads to the observation that the nethod
that is least likely to cause issues or interruptions in the outgoing
source packet streamis a nodel of full decoding, including repair
etc., followed by encoding of the nmedia again into the outgoing
packet stream Optim sations of this nethod is clearly possible and
i mpl ement ati on specific.

A WebRTC Endpoi nt MJUST support receiving nultiple MediaStreanmlracks,
where each of different MediaStreanTracks (and their sets of
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12.

12.

associ at ed packet streams) uses different CNAMEsS. However,
Medi aStreanmlracks that are received with different CNAMES have no
defined synchroni sation.

Note: The notivation for supporting reception of nultiple CNAMES
isto allowfor forward conmpatibility with any future changes that
enabl es nore efficient stream handling when end-points rel ay/
forward streans. It also ensures that end-points can interoperate
with certain types of nulti-stream n ddl eboxes or end-points that
are not WebRTC.

The bi ndi ng between the WDbRTC Medi aStreans, Medi aStreaniracks and
the SSRC is done as specified in "Cross Session Stream | dentification
in the Session Description Protocol” [I-D.ietf-mmusic-nsid]. This
docunent [I-D.ietf-mrusic-nsid] also defines, in section 4.1, howto
map unknown source packet stream SSRCs to Medi aStreanilracks and

Medi aStreans. This later is relevant to handl e sone cases of |egacy
interop. Commonly the RTP Payl oad Type of any incom ng packets will
reveal if the packet streamis a source streamor a redundancy or
dependent packet stream The association to the correct source
packet stream depends on the payload format in use for the packet
stream

Finally this specification puts a requirenent on the WbRTC APl to
realize a method for determining the CSRC list (Section 4.1) as well
as the Mxer-to-Cient audio levels (Section 5.2.3) (when supported)
and the basic requirenments for this is further discussed in

Section 12.2.1.

RTP | npl ement ati on Consi der ati ons

The follow ng di scussion provides some gui dance on the inplenentation
of the RTP features described in this nmeno. The focus is on a WbRTC
Endpoi nt inpl enentati on perspective, and while sone nention is nade
of the behaviour of niddl eboxes, that is not the focus of this meno.

1. Configuration and Use of RTP Sessions

A WbRTC Endpoint will be a simultaneous participant in one or nore
RTP sessions. Each RTP session can convey nultiple nedia sources,
and can include nedia data fromnultiple end-points. 1In the
foll owi ng, sone ways in which WbRTC Endpoi nts can configure and use
RTP sessions is outlined.

1.1. Use of Multiple Media Sources Wthin an RTP Session

Perkins, et al. Expi res August 13, 2015 [ Page 27]



Internet-Draft RTP for WebRTC February 2015

RTP is a group conmuni cation protocol, and every RTP session can
potentially contain nultiple RTP packet streans. There are severa
reasons why this m ght be desirable:

Multiple nedia types: Qutside of WbRTC, it is common to use one RTP
session for each type of nedia sources (e.g., one RTP session for
audi o sources and one for video sources, each sent over different
transport layer flows). However, to reduce the nunber of UDP
ports used, the default in WbRTC is to send all types of nedia in
a single RTP session, as described in Section 4.4, using RTP and
RTCP nul tiplexing (Section 4.5) to further reduce the nunber of
UDP ports needed. This RTP session then uses only one bi -
directional transport-layer flow, but will contain nultiple RTP
packet streans, each containing a different type of nedia. A
common exanple m ght be an end-point with a canmera and m crophone
that sends two RTP packet streans, one video and one audio, into a
singl e RTP sessi on.

Mul tiple Capture Devices: A WbRTC Endpoi nt night have nultiple
cameras, m crophones, or other media capture devices, and so m ght
want to generate several RTP packet streans of the same medi a
type. Alternatively, it mght want to send nedia froma single
capture device in several different formats or quality settings at
once. Both can result in a single end-point sending multiple RTP
packet streans of the same nmedia type into a single RTP session at
the sane tine.

Associ ated Repair Data: An end-point mght send a RTP packet stream
that is sonmehow associated with another stream For exanple, it
m ght send an RTP packet streamthat contains FEC or
retransm ssion data relating to another stream Some RTP payl oad
formats send this sort of associated repair data as part of the
source packet stream while others send it as a separate packet
stream

Layered or Multiple Description Coding: An end-point can use a
| ayered medi a codec, for exanple H 264 SVC, or a nultiple
description codec, that generates multiple RTP packet streans,
each with a distinct RTP SSRC, within a single RTP session

RTP M xers, Translators, and Other M ddl eboxes: An RTP session, in
the WebRTC context, is a point-to-point association between an
end- poi nt and sone other peer device, where those devices share a
common SSRC space. The peer device might be anot her WbRTC
Endpoint, or it might be an RTP m xer, translator, or some other
form of nedia processing mddlebox. In the latter cases, the
m ddl ebox ni ght send m xed or relayed RTP streans from severa
partici pants, that the WbRTC Endpoint will need to render. Thus,
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even though a WebRTC Endpoi nt night only be a nenber of a single
RTP session, the peer device nmight be extending that RTP session
to incorporate other end-points. WDbRTC is a group comunication
envi ronnent and end-points need to be capabl e of receiving,
decodi ng, and playing out nmultiple RTP packet streans at once,
even in a single RTP session

12.1.2. Use of Miltiple RTP Sessions

I'n

addition to sending and receiving nmultiple RTP packet streans

within a single RTP session, a WbRTC Endpoi nt might participate in
mul ti pl e RTP sessions. There are several reasons why a WbRTC
Endpoi nt ni ght choose to do this:

To

To

To

interoperate with | egacy devices: The conmmon practice in the non-
WebRTC world is to send different types of nedia in separate RTP
sessions, for exanple using one RTP session for audi o and anot her
RTP session, on a separate transport |ayer flow, for video. Al
WebRTC Endpoi nts need to support the option of sending different
types of nmedia on different RTP sessions, so they can interwork
with such | egacy devices. This is discussed further in

Section 4. 4.

provi de enhanced quality of service: Sonme network-based quality
of service nechanisns operate on the granularity of transport
layer flows. |If it is desired to use these nechanisns to provide
differentiated quality of service for sone RTP packet streans,
then those RTP packet streans need to be sent in a separate RTP
session using a different transport-layer flow, and with
appropriate quality of service marking. This is discussed further
in Section 12.1. 3.

separate nedia with different purposes: An end-point night want
to send RTP packet streans that have different purposes on
different RTP sessions, to nake it easy for the peer device to

di stinguish them For exanple, sone centralised nmultiparty
conferencing systens display the active speaker in high

resol ution, but show | ow resolution "thunbnails" of other
participants. Such systens nmight configure the end-points to send
simul cast high- and | owresolution versions of their video using
separate RTP sessions, to sinplify the operation of the RTP

m ddl ebox. In the WbRTC context this is currently possible by
establishing multiple WbRTC Medi aStreanilracks that have the sane
medi a source in one (or nore) RTCPeerConnection. Each

Medi aStreanTrack is then configured to deliver a particular nedia
quality and thus nedia bit-rate, and will produce an i ndependently
encoded version with the codec paraneters agreed specifically in
the context of that RTCPeer Connection. The RTP mi ddl ebox can
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di stingui sh packets corresponding to the Il ow and high-resol ution
streans by inspecting their SSRC, RTP payl oad type, or some other

i nformati on contained in RTP payl oad, RTP header extension or RTCP
packets, but it can be easier to distinguish the RTP packet
streans if they arrive on separate RTP sessions on separate
transport-Ilayer flows.

To directly connect with multiple peers: A multi-party conference
does not need to use an RTP m ddl ebox. Rather, a multi-unicast
mesh can be created, conprising several distinct RTP sessions,
with each participant sending RTP traffic over a separate RTP
session (that is, using an i ndependent RTCPeer Connecti on object)
to every other participant, as shown in Figure 1. This topol ogy
has the benefit of not requiring an RTP m ddl ebox node that is
trusted to access and mani pul ate the nedia data. The downside is
that it increases the used bandwi dth at each sender by requiring
one copy of the RTP packet streans for each participant that are
part of the sanme session beyond the sender itself.

S S
| Al<---> B
S S
AN AN
\ /
\ /
% %
Ea—_
| Cl
S

Figure 1: Milti-unicast using several RTP sessions

The multi-unicast topology could also be inplenented as a single
RTP session, spanning nultiple peer-to-peer transport |ayer
connections, or as several pairw se RTP sessions, one between each
pair of peers. To maintain a coherent mappi ng between the

rel ati on between RTP sessions and RTCPeer Connection objects it is
recomend that this is inplenented as several individual RTP
sessions. The only downside is that end-point Awll not |earn of
the quality of any transni ssion happeni ng between B and C, since
it will not see RTCP reports for the RTP session between B and C
whereas it would it all three participants were part of a single
RTP session. Experience with the Mone tools (experinmental RTP-
based multicast conferencing tools fromthe [ate 1990s) has showed
that RTCP reception quality reports for third parties can be
presented to users in a way that hel ps them understand asymetric
net wor k probl ems, and the approach of using separate RTP sessions
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prevents this. However, an advantage of using separate RTP
sessions is that it enables using different nmedia bit-rates and
RTP session configurations between the different peers, thus not
forcing B to endure the sane quality reductions if there are
limtations in the transport fromAto Cas Cwll. It is
bel i eved that these advantages outweigh the limtations in
debuggi ng power.

To indirectly connect with nmultiple peers: A common scenario in
multi-party conferencing is to create indirect connections to
mul tiple peers, using an RTP m xer, translator, or sone other type
of RTP middl ebox. Figure 2 outlines a sinple topology that night
be used in a four-person centralised conference. The m ddl ebox
acts to optinise the transm ssion of RTP packet streams from
certain perspectives, either by only sending sone of the received
RTP packet streamto any given receiver, or by providing a
conbi ned RTP packet stream out of a set of contributing streans.

+---+ o m e e oo o - + +---+
| Al<--->] |<----> B
+--+ | RTP mixer, | +--+
| translator, |
| or other [
+---+ | m ddl ebox [ +---+
| Cl<--->| |<----> D|
+---+ TSRS + +---+

Figure 2: RTP nmixer with only unicast paths

There are various methods of inplenentation for the mddl ebox. If
i npl emented as a standard RTP mixer or translator, a single RTP
session will extend across the niddl ebox and enconpass all the
end-points in one nulti-party session. Qher types of niddl ebox
m ght use separate RTP sessions between each end-point and the

m ddl ebox. A common aspect is that these RTP m ddl eboxes can use
a nunber of tools to control the nmedia encoding provided by a
WebRTC Endpoint. This includes functions |ike requesting the
breaki ng of the encoding chain and have the encoder produce a so
called Intra frame. Another is linmting the bit-rate of a given
streamto better suit the mxer view of the nmultiple down-streans.
O hers are controlling the nost suitable frame-rate, picture
resolution, the trade-off between frame-rate and spatial quality.
The m ddl ebox has the responsibility to correctly perform
congestion control, source identification, nmanage synchroni sation
whil e providing the application with suitable nedia optinsations.
The mi ddl ebox also has to be a trusted node when it conmes to
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To

security, since it manipulates either the RTP header or the nedia
itself (or both) received fromone end-point, before sending it on
towards the end-point(s), thus they need to be able to decrypt and
then re-encrypt the RTP packet stream before sending it out.

RTP M xers can create a situation where an end-poi nt experiences a
situation in-between a session with only two end-points and

mul tiple RTP sessions. M xers are expected to not forward RTCP
reports regardi ng RTP packet streams across thenselves. This is
due to the difference in the RTP packet streans provided to the

di fferent end-points. The original media source |acks information
about a mixer’s manipulations prior to sending it the different
receivers. This scenario also results in that an end-point’s

f eedback or requests goes to the mixer. Wen the m xer can't act
on this by itself, it is forced to go to the original nedia source
to fulfil the receivers request. This will not necessarily be
explicitly visible any RTP and RTCP traffic, but the interactions
and the tine to conplete themw Il indicate such dependenci es.

Provi di ng source authentication in multi-party scenarios is a
chal l enge. 1n the m xer-based topol ogi es, end-points source

aut hentication is based on, firstly, verifying that nedia cones
fromthe m xer by cryptographic verification and, secondly, trust
in the mxer to correctly identify any source towards the end-
point. In RTP sessions where nultiple end-points are directly
visible to an end-point, all end-points will have know edge about
each others’ master keys, and can thus inject packets clained to
come from another end-point in the session. Any node perfornng
rel ay can perform non-cryptographic nitigation by preventing
forwardi ng of packets that have SSRC fields that came from ot her
end- points before. For cryptographic verification of the source,
SRTP woul d require additional security mechani sms, for exanple
TESLA for SRTP [RFC4383], that are not part of the base WbRTC
st andar ds.

forward nedia between multiple peers: It is sonetinmes desirable
for an end-point that receives an RTP packet streamto be able to
forward that RTP packet streamto a third party. The are sone
obvi ous security and privacy inplications in supporting this, but
al so potential uses. This is supported in the WBC APl by taking
the received and decoded nedia and using it as nedia source that
is re-encoding and transnitted as a new stream

At the RTP | ayer, nmedia forwarding acts as a back-to-back RTP
recei ver and RTP sender. The receiving side term nates the RTP
session and decodes the nedia, while the sender side re-encodes
and transnmits the nedia using an entirely separate RTP session
The original sender will only see a single receiver of the media,
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and will not be able to tell that forwarding is happeni ng based on
RTP-1ayer information since the RTP session that is used to send
the forwarded nedia is not connected to the RTP session on which
the nmedi a was recei ved by the node doing the forwarding.

The end-point that is perfornming the forwarding is responsible for
produci ng an RTP packet stream suitable for onwards transni ssion
The out goi ng RTP session that is used to send the forwarded nedi a
is entirely separate to the RTP session on which the nedi a was
received. This will require nedia transcoding for congestion
control purpose to produce a suitable bit-rate for the outgoing
RTP session, reducing nedia quality and forcing the forwarding
end-point to spend the resource on the transcoding. The nedia
transcodi ng does result in a separation of the two different |egs
renovi ng al nost all dependencies, and allow ng the forwardi ng end-
point to optimse its nmedia transcoding operation. The cost is
greatly increased conputational conplexity on the forwardi ng node
Receivers of the forwarded streamwi |l see the forwardi ng device
as the sender of the stream and will not be able to tell fromthe
RTP |l ayer that they are receiving a forwarded stream rather than
an entirely new RTP packet stream generated by the forwarding

devi ce.

12.1.3. Differentiated Treatnent of RTP Packet Streans

There are use cases for differentiated treatment of RTP packet
streans. Such differentiation can happen at several places in the
system First of all is the prioritization within the end-point
sendi ng the nedia, which controls, both which RTP packet streans that
will be sent, and their allocation of bit-rate out of the current
avai | abl e aggregate as determ ned by the congestion control

It is expected that the WebRTC APl [WBC. WD- webrt c-20130910] wil |l

all ow the application to indicate relative priorities for different
Medi aStreanTracks. These priorities can then be used to influence
the | ocal RTP processing, especially when it cones to congestion
control response in how to divide the avail abl e bandw dth between the
RTP packet streanms. Any changes in relative priority will also need
to be considered for RTP packet streans that are associated with the
mai n RTP packet streans, such as redundant streans for RTP

retransm ssion and FEC. The inportance of such redundant RTP packet
streans i s dependent on the nedia type and codec used, in regards to
how robust that codec is to packet |loss. However, a default policy
m ght to be to use the sane priority for redundant RTP packet stream
as for the source RTP packet stream

Secondly, the network can prioritize transport-layer flows and sub-
flows, including RTP packet streans. Typically, differential
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treatnent includes two steps, the first being identifying whether an
| P packet belongs to a class that has to be treated differently, the
second consisting of the actual nmechanismto prioritize packets.
This is done according to three nethods:

D ffServ: The end-point marks a packet with a DiffServ code point to
indicate to the network that the packet belongs to a particul ar
cl ass.

Fl ow based: Packets that need to be given a particular treatnent are
identified using a conbination of IP and port address.

Deep Packet Inspection: A network classifier (DPl) inspects the
packet and tries to determine if the packet represents a
particul ar application and type that is to be prioritized.

Fl ow- based differentiation will provide the sane treatnent to al
packets within a transport-layer flow, i.e., relative prioritization
is not possible. Mreover, if the resources are limted it might not
be possible to provide differential treatnent conpared to best-effort
for all the RTP packet streans used in a WDRTC session. Wen flow
based differentiation is avail able, the WbRTC Endpoi nt needs to know
about it so that it can provide the separation of the RTP packet
streams onto different UDP flows to enable a nore granul ar usage of
flow based differentiation. That way at |east providing different
prioritization of audio and video if desired by application

D ffServ assunes that either the end-point or a classifier can mark
the packets with an appropriate DSCP so that the packets are treated
according to that marking. |If the end-point is to mark the traffic
two requirenments arise in the WebRTC context: 1) The WebRTC Endpoi nt
has to know which DSCP to use and that it can use themon sone set of
RTP packet streams. 2) The information needs to be propagated to the
operating systemwhen transmtting the packet. Details of this
process are outside the scope of this neno and are further discussed
in "DSCP and ot her packet markings for RTCWb QoS"
[I-D.ietf-tsvwg-rtcweb-qos].

For packet based marking schenes it mght be possible to mark

i ndi vi dual RTP packets differently based on the relative priority of
the RTP payl oad. For exanple video codecs that have I, P, and B
pictures could prioritise any payl oads carrying only B franes | ess,
as these are |l ess damaging to | oose. However, depending on the QS
mechani sm and what markings that are applied, this can result in not
only different packet drop probabilities but al so packet reordering,
see [I-D.ietf-tsvwg-rtcweb-qos] for further discussion. As a default
policy all RTP packets related to a RTP packet stream ought to be
provided with the sane prioritization; per-packet prioritization is
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out side the scope of this nmenmp, but mnight be specified el sewhere in
future

It is also inportant to consider how RTCP packets associated with a
particul ar RTP packet streamneed to be marked. RTCP conpound
packets with Sender Reports (SR), ought to be marked with the sane
priority as the RTP packet streamitself, so the RTCP-based round-
trip time (RTT) neasurenents are done using the sane transport-|ayer
flow priority as the RTP packet stream experiences. RTCP conpound
packets contai ning RR packet ought to be sent with the priority used
by the majority of the RTP packet streans reported on. RTCP packets
containing tinme-critical feedback packets can use higher priority to
i mprove the timeliness and |ikelihood of delivery of such feedback

2. Media Source, RTP Packet Streams, and Participant Identification
2.1. Media Source ldentification

Each RTP packet streamis identified by a unique synchronisation
source (SSRC) identifier. The SSRC identifier is carried in each of
the RTP packets conprising a RTP packet stream and is also used to
identify that streamin the corresponding RTCP reports. The SSRC is
chosen as discussed in Section 4.8. The first stage in
demul ti pl exi ng RTP and RTCP packets received on a single transport

| ayer flow at a WebRTC Endpoint is to separate the RTP packet streans
based on their SSRC val ue; once that is done, additiona
demul ti pl exi ng steps can determ ne how and where to render the nedia.

RTP all ows a mi xer, or other RTP-layer m ddl ebox, to conbi ne encoded
streans fromnmultiple nedia sources to forma new encoded stream from
a new nedia source (the mxer). The RTP packets in that new RTP
packet stream can include a Contributing Source (CSRC) list,

i ndi cating which original SSRCs contributed to the conbi ned source
stream As described in Section 4.1, inplenentations need to support
reception of RTP data packets containing a CSRC |list and RTCP packets
that relate to sources present in the CSRClist. The CSRC |list can
change on a packet-by-packet basis, depending on the m xing operation
bei ng perforned. Know edge of what nedia sources contributed to a
particul ar RTP packet can be inportant if the user interface

i ndi cates which participants are active in the session. Changes in
the CSRC Iist included in packets needs to be exposed to the WbRTC
application using sonme APl, if the application is to be able to track
changes in session participation. It is desirable to nmap CSRC val ues
back into WebRTC Medi aStream i dentities as they cross this AP, to
avoi d exposi ng the SSRC/ CSRC name space to WebRTC applicati ons.

If the mixer-to-client audio |evel extension [RFC6465] is being used
in the session (see Section 5.2.3), the information in the CSRC I|i st
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is augrmented by audio level information for each contributing source.
It is desirable to expose this information to the WbRTC appli cati on
usi ng some API, after mapping the CSRC val ues to WebRTC Medi aSt r eam

identities, so it can be exposed in the user interface.

2.2. SSRC Col lision Detection

The RTP standard requires RTP inplenmentations to have support for

detecting and handling SSRC collisions, i.e., resolve the conflict
when two different end-points use the sane SSRC val ue (see section
8.2 of [RFC3550]). This requirenent also applies to WbRTC

Endpoi nts. There are several scenarios where SSRC col lisions can

occur:

0 In a point-to-point session where each SSRC is associated with
either of the two end-points and where the nain nedia carrying
SSRC identifier will be announced in the signalling channel, a
collisionis less likely to occur due to the information about
used SSRCs. If SDP is used, this information is provided by
Source-Specific SDP Attributes [RFC5576]. Still, collisions can
occur if both end-points start using a new SSRC identifier prior
to having signalled it to the peer and received acknow edgenent on
the signalling nessage. The Source-Specific SDP Attributes
[ RFC5576] contains a nmechanismto signal how the end- point
resol ved the SSRC col lision

0 SSRC val ues that have not been signalled could al so appear in an
RTP session. This is nore likely than it appears, since sone RTP
functions use extra SSRCs to provide their functionality. For
exanpl e, retransm ssion data mght be transmtted using a separate
RTP packet streamthat requires its own SSRC, separate to the SSRC
of the source RTP packet stream [ RFC4588]. |In those cases, an
end- point can create a new SSRC that strictly doesn’'t need to be
announced over the signalling channel to function correctly on
both RTP and RTCPeer Connection | evel

o Miltiple end-points in a nultiparty conference can create new
sources and signal those towards the RTP m ddl ebox. In cases
where the SSRC/ CSRC are propagated between the different end-
points fromthe RTP m ddl ebox collisions can occur
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0 An RTP niddl ebox coul d connect an end-point’s RTCPeer Connection to
anot her RTCPeer Connection fromthe sane end-point, thus formng a
| oop where the end-point will receive its own traffic. Wile it
is clearly considered a bug, it is inportant that the end-point is
abl e to recogni se and handl e the case when it occurs. This case
becones even nore problenmati c when nedia m xers, and so on, are
i nvol ved, where the streamreceived is a different stream but
still contains this client’s input.

These SSRC/ CSRC col lisions can only be handled on RTP | evel as |ong
as the sane RTP session is extended across nultiple

RTCPeer Connecti ons by a RTP m ddl ebox. To resolve the nore generic
case where multiple RTCPeer Connections are interconnected,
identification of the media source(s) part of a Medi aStreanlrack
bei ng propagated across multiple interconnected RTCPeer Connecti on
needs to be preserved across these interconnections.

2.3. Media Synchronisation Context

When an end-point sends nedia fromnore than one nedia source, it
needs to consider if (and which of) these media sources are to be
synchroni zed. I n RTP/RTCP, synchronisation is provided by having a
set of RTP packet streans be indicated as conming fromthe sane
synchroni sati on context and | ogi cal end-point by using the sane RTCP
CNAME identifier.

The next provision is that the internal clocks of all media sources,
i.e., what drives the RTP tinestanp, can be correlated to a system
clock that is provided in RTCP Sender Reports encoded in an NTP
format. By correlating all RTP timestanps to a common system cl ock
for all sources, the tining relation of the different RTP packet
streans, also across multiple RTP sessions can be derived at the
receiver and, if desired, the streams can be synchronized. The
requirenent is for the nedia sender to provide the correlation
information; it is up to the receiver to use it or not.

Security Considerations

The overall security architecture for WebRTC i s described in
[I-D.ietf-rtcweb-security-arch], and security considerations for the
WebRTC framework are described in [I-D.ietf-rtcweb-security]. These
consi derations also apply to this neno.

The security considerations of the RTP specification, the RTP/ SAVPF
profile, and the various RTP/ RTCP extensions and RTP payl oad formats
that formthe conplete protocol suite described in this nmeno apply.
It is not believed there are any new security considerations
resulting fromthe conbination of these various protocol extensions.

Perkins, et al. Expi res August 13, 2015 [ Page 37]



Internet-Draft RTP for WebRTC February 2015

The Extended Secure RTP Profile for Real-time Transport Contro

Prot ocol (RTCP)-Based Feedback [ RFC5124] (RTP/ SAVPF) provides
handl i ng of fundanental issues by offering confidentiality, integrity
and partial source authentication. A mandatory to inplenent nedia
security solution is created by conbing this secured RTP profile and
DTLS- SRTP keyi ng [ RFC5764] as defined by Section 5.5 of
[I-D.ietf-rtcweb-security-arch].

RTCP packets convey a Canoni cal Nane (CNAME) identifier that is used
to associ ate RTP packet streans that need to be synchroni sed across
rel ated RTP sessions. |nappropriate choice of CNAME val ues can be a
privacy concern, since long-term persistent CNAME identifiers can be
used to track users across multiple WbRTC calls. Section 4.9 of
this meno provides guidelines for generation of untraceabl e CNAVE
val ues that alleviate this risk

Sone potential denial of service attacks exist if the RTCP reporting
interval is configured to an inappropriate value. This could be done
by configuring the RTCP bandwi dth fraction to an excessively |large or
smal | value using the SDP "b=RR " or "b=RS:" |ines [ RFC3556], or some
sim | ar mechani sm or by choosing an excessively large or small val ue
for the RTP/ AVPF m nimal receiver report interval (if using SDP, this
is the "a=rtcp-fb:... trr-int" paraneter) [RFC4585]. The risks are
as follows:

1. the RTCP bandw dth could be configured to make the regul ar
reporting interval so large that effective congestion contro
cannot be nmintained, potentially |leading to denial of service
due to congestion caused by the nedia traffic;

2. the RTCP interval could be configured to a very snall val ue,
causi ng endpoints to generate high rate RTCP traffic, potentially
| eading to denial of service due to the non-congestion controlled
RTCP traffic; and

3. RTCP paraneters could be configured differently for each
endpoint, with some of the endpoints using a |arge reporting
interval and sone using a smaller interval, |eading to denial of
service due to premature participant tinmeouts due to m smatched
ti meout periods which are based on the reporting interval (this
is a particular concern if endpoints use a small but non-zero
val ue for the RTP/AVPF minimal receiver report interval (trr-int)
[ RFC4585], as discussed in Section 6.1 of
[I-D.ietf-avtcore-rtp-multi-streani).

Premature participant timeout can be avoi ded by using the fixed (non-

reduced) mnimuminterval when calculating the participant tineout
(see Section 4.1 of this neno and Section 6.1 of
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[I-D.ietf-avtcore-rtp-nmulti-streanj). To address the other concerns,
endpoi nts SHOULD i gnore parameters that configure the RTCP reporting
interval to be significantly |onger than the default five second
interval specified in [RFC3550] (unless the nedia data rate is so | ow
that the | onger reporting interval roughly corresponds to 5% of the
nmedia data rate), or that configure the RTCP reporting interval small
enough that the RTCP bandw dth woul d exceed the nedi a bandwi dt h.

The guidelines in [ RFC6562] apply when using variable bit rate (VBR)
audi o codecs such as Qpus (see Section 4.3 for discussion of nandated
audi o codecs). The guidelines in [RFC6562] al so apply, but are of

| esser inportance, when using the client-to-m xer audio | evel header
extensions (Section 5.2.2) or the mixer-to-client audio | evel header
extensions (Section 5.2.3). The use of the encryption of the header
ext ensi ons are RECOMMENDED, unl ess there are known reasons, |ike RTP
m ddl eboxes or third party nonitoring that will greatly benefit from
the information, and this has been expressed using APl or signalling.
If further evidence are produced to show that information |eakage is
significant fromaudio | evel indications, then use of encryption
needs to be nandated at that tine.

| ANA Consi derations
This meno makes no request of | ANA

Note to RFC Editor: this section is to be renoved on publication as
an RFC
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