SDN Research G oup LM Contreras

I nternet-Draft Tel efonica | +D
I nt ended status: Standards Track CJ. Bernardos
Expi res: August 29, 2015 UC3Mm

D. Lopez

Tel efonica | +D

M Boucadair
France Tel ecom
February 25, 2015

Cooperating Layered Architecture for SDN
draft-contreras-sdnrg-|ayered-sdn-02

Abstract

Sof tware Defined Networking proposes the separation of the contro

pl ane fromthe data plane in the network nodes and its | ogica
centralization on a control entity. Mst of the network intelligence
is nmoved to this functional entity. Typically, such entity is seen
as a conpendi um of interacting control functions in a vertical, tight
integrated fashion. The relocation of the control functions froma
nunber of distributed network nodes to a |logical central entity
conceptual ly places together a nunber of control capabilities with

di fferent purposes. As a consequence, the existing solutions do not
provide a cl ear separation between transport control and services
that relies upon transport capabilities.

Thi s docunent describes a proposal naned Cooperating Layered
Architecture for SDN. The idea behind that is to differentiate the
control functions associated to transport fromthose related to
services, in such a way that they can be provi ded and mai nt ai ned

i ndependently, and can follow their own evol uti on path.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

Sof tware Defined Networking (SDN) proposes the separation of the
control plane fromthe data plane in the network nodes and its

| ogi cal centralization on a control entity. A programmatic interface
i s defined between such entity and the network nodes, which
functionality is supposed to performtraffic forwarding (only).
Through that interface, the control entity instructs the nodes
involved in the forwarding plane and nodifies their traffic

f orwar di ng behavi or accordi ngly.

Most of the intelligence is noved to such functional entity.
Typically, such entity is seen as a conpendi um of interacting contro
functions in a vertical, tight integrated fashion

Thi s approach presents a nunber of issues:

0 Unclear responsibilities between actors involved in a service
provi sion and delivery.

0 Conpl ex reuse of functions for the provision of services.
o0 Cosed, nmonolithic control architectures.

o Difficult interoperability and interchangeability of functiona
conmponent s.

o Blurred business boundari es anong providers.

0 Conpl ex service/ network di agnosis and troubl eshooti ng,
particularly to determ ne which segnment is responsible for a
failure.

The relocation of the control functions froma nunber of distributed
networ k nodes to another entity conceptually places together a nunber
of control capabilities with different purposes. As a consequence,
the existing solutions do not provide a clear separation between
services and transport control

Thi s docunment describes a proposal naned Cooperating Layered
Architecture for SDN (CLAS). The idea behind that is to
differentiate the control functions associated to transport from
those related to services, in such a way that they can be provi ded
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and mai ntai ned i ndependently, and can follow their own evol ution
pat h.

Despite such differentiation it is required a cl ose cooperation
bet ween service and transport |ayers and associ ated conponents to
provide an efficient usage of the resources.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC2119 [ RFC2119].

Thi s docunment nmakes use of the follow ng terns:

0 Transport: denotes the transfer capabilities offered by a
networking infrastructure. The transfer capabilities can rely
upon pure | P techniques, or other nmeans such as MPLS or optics.

0 Service: denote a logical construct that make use of transport
capabilities. This docunent does not make any assunption on the
functional perineter of a service that can be built above a
transport infrastructure. As such, a service can be an offering
that is offered to customers or be invoked for the delivery of
anot her (added-val ue) service.

o SDNintelligence: refers to the decision-making process that is
hosted by a node or a set of nodes. The intelligence can be
centralized or distributed. Both schenes are within the scope of
this docunent. The SDN intelligence relies on inputs formvarious
functional bl ocks such as: network topol ogy discovery, service
topol ogy di scovery, resource allocation, business guidelines,
customer profiles, service profiles, etc. The exact deconposition
of an SDN intelligence, apart fromthe layering discussed in this
docunent, is out of scope.

Additionally, the follow ng acronyns are used in this docunent.
CLAS: Cooperating Layered Architecture for SDN
FCAPS: Fault, Configuration, Accounting, Perfornance and Security
SDN: Sof t ware Defined Networking

SLA: Service Level Agreenent
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3.

Archi tecture overvi ew

Current operator networks support multiple services (e.g., VolP

| PTV, nmobile VolP, critical mission applications, etc.) on a variety
of transport technol ogies. The provision and delivery of a service
i ndependently of the underlying transport capabilities requires a
separation of the service related functionalities and an abstraction
of the transport network to hide the specificities of underlying
transfer techniques while offering a common set of capabilities.

Such separation can provide configuration flexibility and
adaptability fromthe point of view of either the services or the
transport network. Miltiple services can be provided on top of a
common transport infrastructure, and simlarly, different
technol ogi es can accommodate the connectivity requirenents of a
certain service. A close coordination anong themis required for a
consi stent service delivery (inter-layer cooperation).

Thi s docunment focuses particularly on:
0 Means to expose transport capabilities to external services.
0 Means to capture service requirenents of services.

0 Means to notify service intelligence with underlying transport
events, for exanple to adjust service decision-making process with
underlying transport events.

0 Means to instruct the underlying transport capabilities to
acconmodat e new requi renments, etc.

An exanple is to guarantee sone Quality of Service (QS) |evels.
Different QoS-based offerings could be present at both service and
transport layers. Vertical nechanisns for |inking both service and
transport QoS nechani sns should be in place to provide the quality
guarantees to the end user

CLAS architecture assumes that the logically centralized contro
functions are separated in two functional blocks or layers. One of
the functional blocks conprises the service-related functions,
whereas the other one contains the transport-related functions. The
cooperation between the two layers is considered to be inplenented

t hrough standard interfaces.

Figure 1 shows the CLAS architecture. It is based on functiona

separation in the NGN architecture defined by the ITU-T in [Y.2011].
Two strata of functionality are defined, nanmely the Service Stratum
conprising the service-related functions, and the Transport Stratum
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covering the transport ones. The functions on each of these |ayers
are further grouped on control, managenent and user (or data) planes.

North Bound Interface

I
I
I
I I
I I
| S + S + |
| | Resource Pl. | |  Mhgnmt. Pl | |
[ [ | <===>. S + [
| | | Control PI. | | |
| Ao + I |----- + I
I I I I
| S + |
| |
I /\ I
I | | I
e []------------- +
| |
| |
| |
o m e o e e e e e e e e e e ee—aa- o [|------------- +
Transport Stratum | |
\/ |

Fi gure 1: Cooperating Layered Architecture for SDN
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In the CLAS architecture both the control and managenent functions
are the ones logically centralized in one or a set of SDN
controllers, in such a way that separated SDN controllers are present
in the Service and Transport strata. Furthernore, the generic user

or data plane functions included in the NGN architecture are referred
here as resource plane functions. The resource plane in each stratum
is controlled by the corresponding SDN controller through a standard

i nterface.

The SDN controllers cooperate for the provision and delivery of
services. There is a hierarchy in which the Service SDN controller
requests transport capabilities to the Transport SDN controll er
Furthernmore, the Transport SDN controller interacts with the Service
SDN controller to informit about events in the transport network
that can notivate actions in the service |ayer

The Service SDN controller acts as a client of the Transport SDN
controller.

Despite it is not shown in the figure, the Resource planes of each
stratum coul d be connected. This will depend on the kind of service
provided. Furthernore, the Service stratumcould offer an interface
towards external applications to expose network service capabilities
to those applications or custoners.

Thi s docunent does assune that SDN techni ques can be enabled jointly
with other distributed neans (e.g., 1GP).

3.1. Functional strata

As described before, the functional split separates transport-rel ated
functions fromservice-related functions. Both strata cooperate for
a consi stent service delivery.

Consi stecy is determned and characterized by the service |ayer

Conmruni cati on between these two components coul d be inpl enented using
a variety of means (such as

[1-D. boucadair-connectivity-provisioning-protocol], Internediate-
Controller Plane Interface (I-CPl) [ONFArch], etc).

3.1.1. Transport stratum

The Transport stratum conprises the functions focused on the transfer
of data between the conmmunication end points (e.g., between end-user
devi ces, between two service gateways, etc.). The data forwarding
nodes are controlled and nmanaged by the Transport SDN conponent. The
Control plane in the SDN controller is in charge of instructing the
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forwarding devices to build the end to end data path for each

communi cation or to make sure forwarding service is appropriately
setup. Forwarding may not be rely on the sole pre-configured
entries; dynanm c neans can be enabled so that involved nodes can
build dynanmically routing and forwarding paths. Finally, the
Managenent pl ane performs managenent functions (i.e., FCAPS) on those
devices, like fault or performance managenment, as part of the
Transport stratum capabilities.

3.1.2. Service stratum

The Service stratum contains the functions related to the provision
of services and the capabilities offered to external applications.
The Resource plane consists of the resources involved in the service
delivery, such as conputing resources, registries, databases, etc.
The Control plane is in charge of controlling and configuring those
resources, as well as interacting with the Control plane of the
Transport stratumin client node for requesting transport
capabilities for a given service. In the same way, the Managenent

pl ane inpl ements managenent actions on the service-rel ated resources
and interacts with the Managenent plane in the Transport stratum for
a cooperating managenent between | ayers

3.1.3. Recursiveness

Recursive | ayering can happen in some usage scenarios in which the
Transport Stratumis itself structured in Service and Transport
Stratum This could be the case of the provision of a transport
services conplenmented with advanced capabilities additional to the
pure data transport (e.g., nmaintenance of a given SLA [ RFC7297]).

3.2. Plane separation

The CLAS architecture | everages on the SDN proposition of plane
separation. As nentioned before, three different planes are
considered for each stratum The conmuni cati on anong these three

pl anes (and with the corresponding plane in other strata) is based on
open, standard interfaces.

3.2.1. Control Pl ane

The Control plane logically centralizes the control functions of each
stratum and directly controls the corresponding resources. [RFC7426]
i ntroduces the role of the control plane in a SDN architecture. This
pl ane is part of an SDN controller, and can interact with other
control planes in the sane or different strata for acconplishing
control functions.
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3.

4.

4.
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2.2. Managenent Pl ane

The Managenent plane logically centralizes the nmanagenent functions
for each stratum including the nanagenent of the Control and
Resource planes. |[RFC7426] describes the functions of the nmanagenent
plane in a SDN environnment. This plane is also part of the SDN
controller, and can interact with the correspondi ng managenent pl anes
residing in SDN controllers of the same or different strata.

2.3. Resource Pl ane

The Resource plane conprises the resources for either the transport
or the service functions. |In some cases the service resources can be
connected to the transport ones (e.g., being the termnating points
of a transport function) whereas in other cases it can be decoupl ed
fromthe transport resources (e.g., one database keepi ng sone
register for the end user). Both forwarding and operational planes
proposed in [ RFC7426] woul d be part of the Resource plane in this
architecture.

Depl oyment scenari os

D fferent situations can be found depending on the characteristics of
the networks involved in a given depl oynment.

1. Ful | SDN environnments

This case considers the fact that the networks involved in the
provi sion and delivery of a given service have SDN capabilities.

1.1. Miltiple Service strata associated to a single Transport stratum

A single Transport stratum can provide transfer functions to nore
than one Service strata. The Transport stratumoffers a standard
interface to each of the Service strata. The Service strata are the
clients of the Transport stratum Sone of the capabilities offered
by the Transport stratum can be isolation of the transport resources
(slicing), independent routing, etc.

1.2. Single service stratum associated to nultiple Transport strata

A single Service stratum can nake use of different Transport strata
for the provision of a certain service. The Service stratum
interfaces each of the Transport strata with standard protocols, and
orchestrates the provided transfer capabilities for building the end
to end transport needs.
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4.2. Hybrid environments

Thi s case considers scenarios where one of the strata is | egacy
totally or in part.

4.2.1. SDN Service stratum associated to a | egacy Transport stratum

An SDN service stratumcan interact with a | egacy Transport stratum
t hrough sone interworking function able to adapt SDN- based contro
and nanagenent service-related commands to | egacy transport-rel ated
protocols, as expected by the | egacy Transport stratum The SDN
controller in the Service stratumis not aware of the |egacy nature
of the underlying Transport stratum

4.2.2. Legacy Service stratum associated to an SDN Transport stratum

A |l egacy Service stratumcan work with an SDN-enabl ed Transport
stratum t hrough the medi ation of and interworking function capable to
interpret commands fromthe | egacy service functions and transl ate
theminto SDN protocols for operating with the SDN-enabl ed Transport
stratum

4.3. Milti-donmain scenarios in Transport Stratum
The Transport Stratum can be conposed by transport resources being
part of different adm nistrative, topological or technol ogica
domai ns. The Service Stratum can yet interact with a single entity
in the Transport Stratumin case sone abstraction capabilities are
provided in the transport part to ermulate a single stratum
Those abstraction capabilities constitute a service itself offered by
the Transport Stratumto the services making use of it. This service
is focused on the provision of transport capabilities, then different
of the final communication service using such capabilities.

In this particular case this recursion allows mnulti-domain scenarios
at transport |evel

5. Use cases

This section presents a nunber of use cases as exanpl es of
applicability of this proposa

5. 1. Net wor k Function Virtualization

To be conpl et ed.

Contreras, et al. Expi res August 29, 2015 [ Page 10]



Internet-Draft Layered SDN Architecture February 2015

5.2. Abstraction and Control of Transport Networks
To be conpl et ed.
6. | ANA Consi derations
TBD.
7. Security Considerations
TBD. Security in the communication between strata to be addressed.
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