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1. Introduction
Aut ononi ¢ Networking is a concept of self-nmanagenent: Autonomc
functions self-configure, and negotiate paranmeters and settings
across the network. [RFC7575] defines the fundanental ideas and
design goals of Autononmi c Networking. A gap analysis of Autonomc
Networking is given in [ RFC7576]. The reference architecture for
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Aut ononi c Networking in the ETF is currently being defined in the
docunent [1-D. behringer-ani ma-reference-nodel ]

Aut onomi ¢ functions need a stable and robust infrastructure to
communi cate on. This infrastructure should be as robust as possi bl e,
and it should be re-usable by all autonomic functions. [RFC7575]

calls it the "Autononic Control Plane". This docunent defines the
requirenents and i npl ementati on options of an Autononic Control
Pl ane.

Today, the nanagenent and control plane of networks typically runs in
the global routing table, which is dependent on correct configuration
and routing. M sconfigurations or routing problenms can therefore

di srupt managenent and control channels. Traditionally, an out of
band network has been used to recover from such probl ens, or

personnel is sent on site to access devices through consol e ports.
However, both options are operationally expensive.

In increasingly automated networks either controllers or distributed
aut onom ¢ service agents in the network require a control plane which
i s i ndependent of the network they manage, to avoid inpacting their
own operations.

Thi s docunent describes options for a self-forning, self-mnagi ng and
sel f-protecting "Autononic Control Plane" (ACP) which is inband on
the network, yet as independent as possible of configuration
addressing and routing problens (for details how this achieved, see
Section 5). It therefore renains operational even in the presence of
configuration errors, addressing or routing issues, or where policy
could inadvertently affect control plane connectivity. The Autonomnc
Control Pl ane serves several purposes at the same tine:

o Autonomnm ¢ functions comuni cate over the ACP

0 An operator can use it to log into renote devices, even if the
data plane is m sconfigured or unconfigured.

o A controller or network nanagenment systemcan use it to securely
bootstrap network devices in renote |ocations, even if the network
in between is not yet configured; no data-pl ane dependent
bootstrap configuration is required. An exanple of such a secure
bootstrap process is described in
[1-D. pritikin-ani ma-boot strappi ng- keyi nfra]

o0 Devices can use the ACP for direct decentralised conmuni cati ons,

such as negotiations or discovery. The ACP therefore supports
directly Autonom c Networking functions, as described in

Behringer, et al. Expi res January 1, 2016 [ Page 3]



Internet-Draft An Aut ononi c Control Plane June 2015

[1-D. behringer-anima-reference-nodel]. For exanple, GDNP
[1-D.carpenter-ani ma-gdn- protocol] can run inside the ACP

Thi s docunent describes some use cases for the ACP in Section 2, it
defines the requirenents in Section 3, Section 4 gives an overvi ew
how an Autononic Control Plane is constructed, and in Section 5 the
detail ed process is explained. The docunent "Autonomn ¢ Network
Stabl e Connectivity" [I-D.eckert-ani ma-stabl e-connectivity] describes
how the ACP can be used to provide stable connectivity for QAM
applications. It also explains on how existing managenent sol utions
can |l everage the ACP in parallel with traditional nmanagenent nodel s,
when to use the ACP versus the data plane, howto integrate |Pv4d
based managenent, etc.

2. Use Cases for an Autononic Control Pl ane
2.1. An Infrastructure for Autonom c Functions

Aut ononi ¢ Functions need a stable infrastructure to run on, and all
autonom ¢ functions should use the sane infrastructure to nininise
the conplexity of the network. This way, there is only need for a
singl e discovery nechanism a single security mechani sm and other
process that distributed functions require.

2.2. Secure Bootstrap over an Unconfigured Network

Today, bootstrapping a new device typically requires all devices
between a controlling node (such as an SDN controller) and the new
device to be completely and correctly addressed, configured and
secured. Therefore, bootstrapping a network happens in |layers around
the controller. Wthout console access (for exanple through an out
of band network) it is not possible today to make devi ces securely
reachabl e before having configured the entire network between.

Wth the ACP, secure bootstrap of new devices can happen without
requi ring any configuration on the network. A new device can
automatically be bootstrapped in a secure fashion and be depl oyed
with a domain certificate. This does not require any configuration
on internedi ate nodes, because they can comunicate through the ACP

2.3. Data Plane | ndependent Pernmanent Reachability

Today, nost critical control plane protocols and network managenent
protocols are running in the data plane (global routing table) of the
network. This |eads to undesirabl e dependenci es between control and
managenent plane on one side and the data plane on the other: Only if
the data plane is operational, will the other planes work as

expect ed.
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Dat a pl ane connectivity can be affected by errors and faults, for
exanpl e certain AAA mi sconfigurations can | ock an adm ni strator out
of a device; routing or addressing issues can make a device
unreachabl e; shutting down interfaces over which a current nmanagenent
session is running can lock an admn irreversibly out of the device.
Traditionally only consol e access can hel p recover from such issues.

Dat a pl ane dependenci es al so affect NOC/ SDN controll er applications:
Certai n network changes are today hard to operate, because the change
itself may affect reachability of the devices. Exanples are address
or mask changes, routing changes, or security policies. Today such
changes require precise hop-by-hop planning.

The ACP provides reachability that is largely independent of the data
pl ane, which allows control plane and managenent plane to operate
nore robustly:

o For managenent plane protocols, the ACP provides the functionality
of a "Virtual -out-of-band (VooB) channel", by providing
connectivity to all devices regardl ess of their configuration or
gl obal routing table.

o For control plane protocols, the ACP allows their operation even
when the data plane is tenporarily faulty, or during transitiona
events, such as routing changes, which may affect the contro
pl ane at least tenporarily. This is specifically inportant for
aut onom ¢ service agents, which could affect data pl ane
connectivity.

The document "Autonomi ¢ Network Stable Connectivity"

[1-D. eckert-ani na-stabl e-connectivity] explains the use cases for the
ACP in significantly nore detail and explains how the ACP can be used
in practical network operations.

3. Requirenents

The Autononic Control Plane has the follow ng requirenents:

1. The ACP SHOULD provi de robust connectivity: As far as possible,
it should be independent of configured addressing, configuration
and routing. (2 and 3 build on this requirenent, but al so have
val ue on their own)

2. The ACP MUST have a separate address space fromthe data pl ane.

Reason: traceability, debug-ability, separation from data pl ane,
security (can bl ock at edge)
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3. The ACP MJST use autonomi cally nanaged address space. Reason
easy bootstrap and setup ("autonomic"); robustness (admn can’'t
mess things up so easily). ULA seens |ike a good choice for 1
and 2.

4. The ACP MJST be generic. Usable by all the functions and
protocols of the AN infrastructure. MJST NOT be tied to a
particul ar protocol.

5. The ACP MJUST provide security: Messages coning through the ACP
MUST be authenticated to be froma trusted node, and SHOULD (very
strong SHOULD) be encrypted.

The default node of operation of the ACP is hop-by-hop, because this
interaction can be built on IPv6 |ink |ocal addressing, which is

aut onomi ¢, and has no dependency on configuration (requirenment 1).

It may be necessary to have end-to-end connectivity in sone cases,
for exanple to provide an end-to-end security association for sone
protocols. This is possible, but then has a dependency on routable
addr ess space.

4., Overview

The Autononic Control Plane is constructed in the follow ng way (for
details, see Section 5):

o Each autonom c node creates a virtual routing and forwardi ng (VRF)
instance, or a simlar virtual context.

o When an autonomi ¢ node di scovers anot her autononm ¢ node fromthe
same domain, it authenticates that node and negotiates a secure
tunnel to it. These tunnels are placed into the previously set up
VRF. This creates an overlay network w th hop-by-hop tunnels.

0 Inside the ACP VRF, each node sets up a |oopback interface with a
ULA | Pv6 address.

o Each node runs a |ightweight routing protocol, to announce
reachability of the | oopback addresses inside the ACP

0 NMS systens or controllers have to be nmanually connected into the
ACP.

0 None of the above operations is reflected in the configuration of
t he device

The following figure illustrates the ACP
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aut onom ¢ node 1 aut onom ¢ node 2
cocure : ................. : cocure : ................. : cocure
tunnel @  4----------- + t unnel T + : tunne
———————— | ACP VRF [---------------------] ACP VRF [---------
[\ [\ <--routing--> [\ [\
\ \ \ \
-------- | loopback |---------------------| loopback |---------
Fom e e e e - - + Fom e e e e - - +
data plane  :............ ... data pl ane
l'ink
Figure 1

The resulting overlay network is nornally based exclusively on hop-
by-hop tunnels. This is because addressing used on links is | Pv6
Iink | ocal addressing, which does not require any prior set-up. This
way the ACP can be built even if there is no configuration on the
devices, or if the data plane has issues such as addressing or
routing problens.

An alternative ACP design can be achieved without the VRFs. 1In this
case, the autononmic virtual addresses are part of the data plane, and
subject to routing, filtering, QS, etc on the data plane. The
secure tunnels are in this case used by traffic to and fromthe

aut onomi ¢ address space. They are still required to provide the

aut hentication function for all autononic packets.

5. Self-Creation of an Autonom c Control Pl ane

This section describes the steps to set up an Autonomic Contro

Pl ane, and highlights the key properties which nake it
"indestructi bl e" agai nst nany inadvert changes to the data plane, for
exanpl e caused by nisconfigurations.

5. 1. Precondi ti ons

Each autonom c device has a globally unique domain certificate, with
which it can cryptographically assert its nenbership of the donain.
The docunent [1-D. pritikin-ani ma-boot strappi ng-keyinfra] describes
how a domain certificate can be automatically and securely derived
froma vendor specific Unique Device Identifier (UD) or |DevlD
certificate. (Note the UD wused in this docunment is NOT the UU D
specified in [RFC4122].)
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5.2. Adjacency Discovery

Adj acency di scovery exchanges identity information about nei ghbors,
either the UDI or, if present, the domain certificate (see

Section 5.1. This docunent assumes the existence of a domain
certificate.

Adj acency di scovery provides a table of information of adjacent
nei ghbors. Each neighbor is identified by a globally unique device
identifier (UD).

The adj acency table contains the follow ng information about the
adj acent nei ghbors.

0 dobally valid Unique device identifier (UDI).

0 Link Local IPv6 address with its scope.

0 Trust information: The certificate chain, if available.

o Validity of the trust (once validated, see next section).

Adj acency di scovery can popul ate this table by several neans. One
such mechanismis to discover using link | ocal multicast probes,

whi ch has no dependency on configured addressing and is preferable in
an aut onom ¢ network.

The "CGeneric Discovery and Negotiation Protocol" GDNP described in
[1-D. carpenter-ani ma-gdn-protocol] is a possible candidate protoco
to neet the requirenents for Adjacency Discovery described here.

5.3. Authenticating Nei ghbors

Each nei ghbor in the adjacency table is authenticated. The result of
the aut hentication of the neighbor information is stored in the
adj acency table. W distinguish the follow ng cases:

0 Inside the domain: If the domain certificate presented is
val i dated (including proof of possession of the correspondi ng
private key) to be in the sane domain as that of the autononic
entity then the neighbor is deened to be inside the autonomc
domain. Only entities inside the autononic domain will by default
be able to establish the autonom c control plane. Alternatively,
policy can define whether to sinply trust devices with the sane
trust anchor. An ACP channel w |l be established.

0 CQutside the domain: If there is no domain certificate presented by
t he nei ghbor, or if the domain certificate presented is invalid or
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expi red, then the neighbor is deened to be outside the autonomnic
domain. No ACP channel will be established.

Certificate managenent questions such as enrol nent, revocation,
renewal , etc, are not discussed in this draft. Please refer to
[1-D. pritikin-ani ma-boot strappi ng-keyinfra] for nore details.

5.4. Capability Negotiation

Aut ononi ¢ devi ces have different capabilities based on the type of
device and where it is deployed. To establish a trusted secure
communi cati on channel, devices nmust be able to negotiate with each
nei ghbor a set of paranmeters for establishing the conmunication
channel , nost notably channel type and security type. the

communi cati on channel, nost notably channel type and security type.
The channel type could be any tunnel nechanismthat is feasible

bet ween two adj acent nei ghbors, for exanple a GRE tunnel. The
security type could be any of the channel protection nechani smthat
is avail abl e between two adj acent nei ghbors on a given channel type,
for exanple TLS, DTLS or |Psec. The establishnment of the autononic
control plane can happen after the channel type and security type is
negot i at ed.

The "Ceneric Discovery and Negotiation Protocol GDNP described in
[1-D.carpenter-ani ma-gdn-protocol] is a possible candidate protoco
to neet the requirenents for capability negotiation described here.

5.5. Channel Establishnment

After authentication and capability negotiation autononi c nodes
establish a secure channel towards their direct AN neighbors with the
above negotiated paraneters. In order to be independent of
configured |ink addresses, these channels can be inplenmented in
several ways

0 As a secure IP tunnel (e.g., |Psec, DILS, TLS, etc.), using |Pv6
link | ocal addresses between two adj acent neighbors. This way,
the ACP tunnels are independent of correct network w de routing.
They also do not require larger than link | ocal scope addresses,
whi ch woul d nornmally need to be configured or nmintained. Each AN
node MUST support this function

0 L2 separation, for exanple via a separate 802.1q tag for ACP
traffic. This even further reduces dependency agai nst the data
pl ane (not even IPv6 link-local there required), but rmay be harder
to inpl enent.
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Si nce channel s are established between adjacent neighbors, the
resulting overlay network does hop by hop encryption. Each node
decrypts inconming traffic fromthe ACP, and encrypts outgoing traffic
to its neighbors in the ACP. Routing is discussed in Section 5.8.

If two nodes are connected via several |inks, the ACP SHOULD be
established on every link, but it is possible to establish the ACP
only on a sub-set of links. Having an ACP channel on every link has
a nunber of advantages, for exanple it allows for a faster failover
in case of link failure, and it reflects the physical topology nore
closely. Using a subset of links (for exanple, a single |link),
reduces resource consunption on the devices, because state needs to
be kept per ACP channel

5.6. Context Separation

The ACP is in a separate context fromthe nornal data plane of the
device. This context includes the ACP channels |Pv6 forwardi ng and
routing as well as any required higher |ayer ACP functions.

In classical network device platfornms, a dedicated so called "Virtua
routing and forwardi ng i nstance" (VRF) is one |ogical inplenentation
option for the ACP. |f possible by the platform SWarchitecture,
separation options that nininize shared conponents are preferred

The context for the ACP needs to be established automatically during
bootstrap of a device and - as necessitated by the inplenentation
option be protected from being nodified unintential from data plane
configuration.

In addition this provides for security, because the ACP is not
reachable fromthe global routing table. Also, configuration errors
fromthe data plane setup do not affect the ACP

5.7. Addressing inside the ACP

The channel s expl ai ned above only establish communi cati on between two
adj acent neighbors. |In order for the comrunication to happen across

mul ti pl e hops, the autonom c control plane requires internal network

wi de valid addresses and routing. Each autononi c node nust create a

| oopback interface with a network w de uni que address inside the ACP

context mentioned in Section 5. 6.

We suggest to create network wi de Uni que Local Addresses (ULA) in
accordance with [RFC4193] with the follow ng al gorithm

o Prefix FCO1::/8
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0 dobal ID a hash of the domain ID; this way all devices in the
same domai n have the same /48 prefix. Conversely, global ID from
different domains are unlikely to clash, such that two networks
can be nmerged, as long as the policy allows that nmerge. See al so
Section 6 for a discussion on nergi ng domains.

0 Subnet ID and interface ID: These can be either derived
determnistically fromthe name of the device, or assigned at
registration tinme of the device.

Li nks inside the ACP only use link-1ocal |Pv6 addressing, such that
each node only requires one routable | oopback address.

5.8. Routing in the ACP

Once ULA address are set up all autononmic entities should run a
routing protocol within the autonom c control plane context. This
routing protocol distributes the ULA created in the previous section
for reachability. The use of the autononic control plane specific
context elimnates the probable clash with the global routing table
and al so secures the ACP frominterference fromthe configuration

m smat ch or incorrect routing updates.

The establishnent of the routing plane and its paranmeters are
automatic and strictly within the confines of the autononic control
pl ane. Therefore, no manual configuration is required.

Al'l routing updates are automatically secured in transit as the
channel s of the autonom c control plane are by default secured.

The routing protocol inside the ACP should be Iight weight and highly
scal able to ensure that the ACP does not becone a limting factor in
network scalability. W suggest the use of RPL as one such protoco
which is Iight weight and scales well for the control plane traffic.

5.9. Connecting a Controller / NM5 system

The Autonomic Control Plane can be used by managenent systemns, such
as controllers or network managenent system (NMS) hosts (henceforth
called sinply "NVMB hosts"), to connect to devices through it. For
this, an NM5 host nust have access to the ACP. By default, the ACP
is a self-protecting overlay network, which only allows access to
trusted systens. Therefore, a traditional NVS system does not have
access to the ACP by default, just |like any other external device.

The preferred way for an NVMB host to connect to the ACP of a network

is to enrol that NMS host as a dommin device, such that it shares a
donmain certificate with the sane trust anchor as the network devices.
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Then, the NM5 host can automatically di scover an adjacent network

el ement, and join the ACP automatically, just like a network device
woul d connect to a neighboring device. Alternatively, if there is no
directly connected autononic network el enent, a secure connection to
a single renote network el enent can be established by configuration
aut henticated using the donmain certificates. There, the NVS host
"enters" the ACP, fromwhich point it can use the ACP to reach
further nodes.

If the NVS host does not support autononic negotiation of the ACP
then it can be brought into the ACP by configuration. On an adjacent
autonom ¢ node with ACP, the interface with the NM5 host can be
configured to be part of the ACP. In this case, the NM5 host is with
this interface entirely and exclusively inside the ACP. It would
likely require a second interface for connections between the NVS
host and admi nistrators, or Internet based services. This npde of
connecting an NMS host has security consequences: Al systens and
processes connected to this inplicitly trusted interface have access
to all autonom c nodes on the entire ACP, wi thout further

aut hentication. Thus, this connection nust be physically controlled.

In both options, the NM5 host nust be routed in the ACP. This

i nvol ves two parts: 1) the NVMS host nust point default to the AN
device for all 1Pv6, or for the ULA prefix used inside the ACP, and
2) the prefix used between AN node and NMS host mnust be announced
into the ACP, and distributed there.

The docunent "Autononic Network Stable Connectivity"
[1-D. eckert-ani na-stabl e-connectivity] explains in nore detail how
the ACP can be integrated in a mi xed NOC environnent.

6. Self-Healing Properties
The ACP is sel f-healing:

0 New neighbors will autonmatically join the ACP after successfu
validation and will becone reachabl e using their unique ULA
address across the ACP

o Wen any changes happen in the topol ogy, the routing protocol used
in the ACP will autonmatically adapt to the changes and will
continue to provide reachability to all devices

o |If an existing device gets revoked, it will automatically be
deni ed access to the ACP as its domain certificate will be
val i dated against a Certificate Revocation List during
aut hentication. Since the revocation check is only done at the
establi shment of a new security association, existing ones are not

Behringer, et al. Expi res January 1, 2016 [ Page 12]



Internet-Draft An Aut ononi c Control Plane June 2015

automatically torn down. |f an inmedi ate di sconnect is required,
exi sting sessions to a freshly revoked device can be re-set.

The ACP can al so sustain network partitions and nmergers. Practically
all ACP operations are link |ocal, where a network partition has no

i mpact. Devices authenticate each other using the domain
certificates to establish the ACP locally. Addressing inside the ACP
remai ns unchanged, and the routing protocol inside both parts of the
ACP will lead to two working (although partitioned) ACPs.

There are few central dependencies: A certificate revocation |ist
(CRL) may not be available during a network partition; a suitable
policy to not inmediately di sconnect nei ghbors when no CRL is

avail abl e can address this issue. Also, a registrar or Certificate
Authority m ght not be available during a partition. This may del ay
renewal of certificates that are to expire in the future, and it may
prevent the enrol nent of new devices during the partition

After a network partition, a re-nerge will just establish the
previous status, certificates can be renewed, the CRL is avail abl e,
and new devi ces can be enrolled everywhere. Since all devices use
the sane trust anchor, a re-nerge will be snooth.

Merging two networks with different trust anchors requires the trust
anchors to nmutually trust each other (for exanple, by cross-signing).
As long as the domain nanes are different, the addressing will not
overlap (see Section 5.7).

7. Self-Protection Properties

As explained in Section 5, the ACP is based on channels being built
bet ween devi ces whi ch have been previously authenticated based on
their domain certificates. The channels thenselves are protected
usi ng standard encryption technologies |ike DILS or |IPsec which
provi de additional authentication during channel establishnment, data
integrity and data confidentiality protection of data inside the ACP
and in addition, provide replay protection.

An attacker will therefore not be able to join the ACP unl ess having
a valid domain certificate, also packet injection and sniffing
traffic will not be possible due to the security provided by the
encryption protocol

The remai ning attack vector would be to attack the underlying AN
protocol s thensel ves, either via directed attacks or by denial -of -
service attacks. However, as the ACP is built using link-local |Pv6
address, renote attacks are inpossible. The ULA addresses are only
reachabl e inside the ACP context, therefore unreachable fromthe data
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pl ane. Al so, the ACP protocols should be inplenmented to be attack
resi stant and not consune unnecessary resources even whil e under
att ack.

8. The Adm nistrator View

An ACP is self-form ng, self-nmanaging and self-protecting, therefore
has m ni mal dependenci es on the adm nistrator of the network.
Specifically, it cannot be configured, there is therefore no scope
for configuration errors on the ACP itself. The adm nistrator may
have the option to enable or disable the entire approach, but
detailed configuration is not possible. This nmeans that the ACP nust
not be reflected in the running configuration of devices, except a
possi bl e on/ of f switch.

Whil e configuration is not possible, an adm nistrator nust have ful
visibility of the ACP and all its paranmeters, to be able to do

troubl e-shooting. Therefore, an ACP nust support all show and debug
options, as for any other network function. Specifically, a network
managenment system or controller nust be able to discover the ACP, and
monitor its health. This visibility of ACP operations nust clearly
be separated fromvisibility of data plane so autonmated systens will
never have to deal with ACP aspect unless they explicitly desire to
do so.

Since an ACP is self-protecting, a device not supporting the ACP, or
without a valid domain certificate cannot connect to it. This neans
that by default a traditional controller or network nmanagenent system
cannot connect to an ACP. See Section 5.9 for nore details on howto
connect an NVSB host into the ACP

9. Security Considerations

An ACP is self-protecting and there is no need to apply configuration
to nake it secure. |Its security therefore does not depend on
configuration.

However, the security of the ACP depends on a nunber of other
factors:

0 The usage of dommin certificates depends on a valid supporting PK
infrastructure. |If the chain of trust of this PKI infrastructure
is conprom sed, the security of the ACP is also conpronmised. This
is typically under the control of the network adm nistrator.

0 Security can be conpronised by inplenentation errors (bugs), as in
al | products.
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10.

11.

12.

12.

12.

12.

Fundanental |y, security depends on correct operation, inplenentation
and architecture. Autononic approaches such as the ACP | argely
el imnate the dependency on correct operation; inplementation and
architectural mstakes are still possible, as in all networking
t echnol ogi es.
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Thi s docunment requests no action by | ANA
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Change log [RFC Editor: Please renove]
1. Initial version

First version of this docunent:
[1-D. behringer-autonom c-control -pl ane]

2. version 00

Initial version of the aninma docunment; only mnor edits.

3. version 01

o Carified that the ACP should be based on, and support only | Pv6.

o Cdarified inintro that ACP is for both, between devices, as well
as for access froma central entity, such as an NVS

0 Added a section on how to connect an NMS system
o Cdarified the hop-by-hop crypto nature of the ACP

0 Added several references to GDNP as a candi date protocol

Behringer, et al. Expi res January 1, 2016 [ Page 15]



Internet-Draft An Aut ononi c Control Plane June 2015

12.

12.

13.

0 Added a discussion on network split and merge. Although, this
shoul d probably go into the certificate nanagenent story |onger
term

4. version 02

Addr esses (nunerous) comrents from Brian Carpenter. See mailing |ist
for details. The nost inportant changes are

I ntroduced a new section "overview', to ease the understandi ng of
t he approach.

Merged the previous "problem statenent” and "use case" sections
into a nostly re-witten "use cases" section, since they were
over | appi ng.

Clarified the relationship with draft-eckert-ani nma- st abl e-
connectivity

5. version 03
0 Took out requirenent for IPv6 --> that’'s in the reference doc.
0 Added requirenment section

o Changed focus: nore focus on autononic functions, not only virtua
out of band. This goes a bit throughout the document, starting
with a changed abstract and intro.

Ref er ences

[1-D. behringer-ani ma-ref erence- nodel ]
Behringer, M, Carpenter, B., Eckert, T., C avaglia, L.
Liu, B., Jeff, J., and J. Strassner, "A Reference Mde
for Autonom c Networking", draft-behringer-aninma-
ref erence-nodel -03 (work in progress), June 2015.

[1-D. behringer-autonom c-control -pl ane]
Behringer, M, Bjarnason, S., BL, B., and T. Eckert, "An
Autononi ¢ Control Plane", draft-behringer-autonom c-
control -plane-00 (work in progress), June 2014.

[1-D. carpenter-ani ma-gdn- pr ot ocol ]
Carpenter, B. and B. Liu, "A Generic Discovery and
Negoti ati on Protocol for Autonom c Networking”, draft-
car pent er - ani na- gdn- prot ocol -04 (work in progress), June
2015.

Behringer, et al. Expi res January 1, 2016 [ Page 16]



Internet-Draft An Aut ononi c Control Plane June 2015

[1-D. eckert-ani na-stabl e-connectivity]

Eckert, T. and M Behringer, "Using Autononic Control
Pl ane for Stable Connectivity of Network QAM', draft-
eckert -ani ma- st abl e-connectivity-01 (work in progress),
March 2015.

[1-D. pritikin-ani ma-boot strappi ng-keyi nfra]

[ RFC4122]

[ RFC4193]

[ RFC7575]

[ RFC7576]

Pritikin, M, Behringer, M, and S. Bjarnason,

"Boot strappi ng Key Infrastructures”, draft-pritikin-aninma-
boot st rappi ng- keyi nfra-01 (work in progress), February
2015.

Leach, P., Mealling, M, and R Salz, "A Universally
Uni que I Dentifier (UU D) URN Nanespace", RFC 4122, July
2005.

H nden, R and B. Habernman, "Unique Local |Pv6 Unicast
Addr esses", RFC 4193, Cctober 2005.

Behringer, M, Pritikin, M, Bjarnason, S., denm A,
Carpenter, B., Jiang, S., and L. G avaglia, "Autonomc
Net wor ki ng: Definitions and Design Goals", RFC 7575, June
2015.

Jiang, S., Carpenter, B., and M Behringer, "General Gap
Anal ysis for Autononic Networking", RFC 7576, June 2015.

Aut hor s’ Addr esses

M chael H. Behringer (editor)
Cisco Systens
Building D, 45 All ee des Ornes

Mougi ns 06250

France

Emai | : nmbehring@i sco. com
St ei nt hor Bj ar nason

G sco

Emai | . sbjarnas@i sco. com
Bal aji BL

G sco

Enmai | : bl bal aji @i sco.com

Behringer, et al. Expi res January 1, 2016 [ Page 17]



Internet-Draft An Aut ononi c Control Plane June 2015
Toer | ess Eckert
Ci sco

Emai |l : eckert @i sco.com

Behringer, et al. Expi res January 1, 2016 [ Page 18]



