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1. Introduction

The docunent "Autononic Networking - Definitions and Desi gn Goal s"
[ RFC7575] expl ains the fundanmental concepts behind Autononic

Net wor ki ng, and defines the relevant terns in this space. In section
5 it describes a high | evel reference nodel. This docunment defines
this reference nodel with nore detail, to allow for functional and

protocol specifications to be developed in an architecturally

consi stent, non-overl apping manner. \While the docunent is witten as
generally as possible, the initial solutions are limted to the
chartered scope of the WG

As discussed in [ RFC7/575], the goal of this work is not to focus
exclusively on fully autonom ¢ nodes or networks. In reality, nost
networks will run with some autonomic functions, while the rest of
the network is traditionally nanaged. This reference nodel allows
for this hybrid approach.

This is a living docunent and will evolve with the technica
solutions developed in the ANIMA WG  Sections nmarked with (*) do not
represent current charter itens. Wile this docunent nust give a
long termarchitectural view, not all functions will be standardi zed
at the sane tine.

2. The Network View

This section describes the various elenents in a network with
autonom ¢ functions, and how these entities work together, on a high
| evel . Subsequent sections explain the detailed inside view for each
of the autonom c network elenments, as well as the network functions
(or interfaces) between those el enents.

Figure 1 shows the high | evel view of an Autonom c Network. It
consists of a nunmber of autonomi c nodes, which interact directly with
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3.

3.

each other. Those autononic nodes provide a common set of
capabilities across the network, called the "Autonom c NetworKking
Infrastructure” (ANI). The AN provides functions |ike naning,
addr essi ng, negotiation, synchronization, discovery and nessagi ng.

Aut ononi ¢ functions typically span several, possibly all nodes in the
network. The atomic entities of an autonomic function are called the
"Aut ononi c Service Agents" (ASA), which are instantiated on nodes.

e
: Aut onomi ¢ Function 1 :
ASA 1 : ASA 1 : ASA 1 : ASA 1
e
+- - - - - - o +
Aut onomi ¢ Function 2
ASA 2 : ASA 2
e
o
Aut ononmi ¢ Networ ki ng Infrastructure
e
Fom e e e oo + Fom e e e oo + : Fom e e e oo + Fom e e e oo +
| Node 1 |-------- | Node 2 |-------- | Node 3 |[----...----- | Node n
F + Fommmm e s + : Fommmmm - + F +

Figure 1: High level view of an Autonomnm c Network

In a horizontal view, autonom c functions span across the network, as
wel|l as the Autonomic Networking Infrastructure. In a vertical view,
a node always inplenents the ANI, plus it may have one or severa

Aut ononi ¢ Servi ce Agents.

The Autonomic Networking Infrastructure (ANI) therefore is the
foundation for autonom c functions. The current charter of the AN MA
WG is to specify the ANl, using a few autonomi c functions as use
cases.

The Aut onom ¢ Networ k El ement
1. Architecture

Thi s section describes an autonomic network elenent and its interna
architecture. The reference nodel explained in the docunent

"Aut onomi ¢ Networking - Definitions and Design Goal s" [ RFC7575] shows
the sources of infornmation that an autonom c service agent can

| everage: Sel f-know edge, network know edge (through discovery),
Intent, and feedback | oops. Fundanentally, there are two | evels
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i nsi de an autonomi ¢ node: the |evel of Autonomic Service Agents, and
the | evel of the Autonom c Networking Infrastructure, with the forner

using the services of the latter. Figure 2 illustrates this concept.
T T e +
I I
| +----meee - + Hommmmmmaeaas + Hommmmmmaeaas +
| | Autonomc | | Autonomic | | Autonomic | |
| | Service | | Service | | Service |
| | Agent 1 [ | Agent 2 [ | Agent 3 |
I R + o mmm e o + o mmm e o +
| N N N |
| - - | - - APl level - -| - - - - - - - |- - - |
| \Y \Y \Y |

Aut ononi ¢ Networking Infrastructure
- Data structures (ex: certificates, peer information)
- Autononmic Control Plane
- Aut ononi ¢ Node Addressing
- Discovery, negotiation and synchronisation functions
- Intent distribution
- Aggregated reporting and feedback | oops
- Routing

Figure 2: Mbdel of an autonom ¢ node

The Aut ononic Networking Infrastructure (lower part of Figure 2)
contai ns node specific data structures, for exanple trust information
about itself and its peers, as well as a generic set of functions,

i ndependent of a particular usage. This infrastructure should be
generic, and support a variety of Autonom c Service Agents (upper
part of Figure 2). The Autonomic Control Plane is the sunmary of all
interactions of the Autonomi c Networking Infrastructure with other
nodes and servi ces.

The use cases of "Autonom cs" such as sel f-managenent, self-
optinisation, etc, are inplenmented as Autononic Service Agents. They
use the services and data structures of the underlying autonomc
networking infrastructure. The underlying Autononi c NetworKking
Infrastructure should itself be self-nmanaging.

The "Basic Operating System Functions” include the "normal OS",
i ncluding the network stack, security functions, etc.
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Ful I AN nodes have the full Autonom c Networking Infrastructure, with
the full functionality described in this docunent. At a |later stage
ANl MA may define a scope for constrained nodes with a reduced ANl and
wel | -defined mnimal functionality. They are currently out of scope.
4. The Autononic Networking Infrastructure
The Aut onomic Networking Infrastructure provides a | ayer of comon
functionality across an Autonom c Network. It conprises "nust
i mpl ement” functions and services, as well as extensions.
An Aut onom ¢ Function, conprising of Autonom c Service Agents on
nodes, can rely on the fact that all nodes in the network inplenent
at least the "nust inplenent” functions.
4.1. Nam ng
4.1.1. Naming requirements
0 Representing each device

I nside a domain, each autonom c device needs a domain specific
identifier.

[ Open Questions] Are there devices that don’t need names? Do
ASAs need nanes?

o Uni queness
The nanes MUST NOT col lide within one autonon ¢ donain.

It is acceptable that the names in different donains collide,
since they could be distinguished by domai ns.

0 Semantic Encoding

It is RECOWENDED that the names encode sone senantics rather
t han meani ngl ess strings. The semantics m ght be:

+ Location

+ Device type

+ Functional role
+ Ownership

+ etc.
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This is for ease of managenent consideration that network
adm nistrators could easily recognize the device directly
t hrough the nanes

o Consi stency

The devices’ naning SHOULD foll ow the sane pattern within a
domai n.

4.1.2. Proposed Mechani sns

0 Structured Nami ng Pattern

The whol e nane string could be divided into several fields,
each of which representing a specific semantic as descri bed
above. For exanpl e: Location-Devi ceType- Functi onal Rol e-

Di sti ngui sher Number @Naneof Donai n.

The structure should be flexible that sonme fields are optional
When these optional fields are added, the nane could still be
recogni zed as the previous one. In above exanple, the

"Di stingui sher Nunber"” and " Nameof Domai n* are mandat ory whereas
others are optional. At initial stage, the devices night be
only capabl e of self-generating the mandatory fields and the
"Devi ceType" because of the lack of know edge. Later, they

m ght have |l earned the "Location" and "Functional Rol e" and
added the fields into current name. However, the other devices
could still recognize it according to the sane

"Di stingui sher Nunmber".

o Advertised Common Fi el ds

Sone fields in the structured nane m ght be combn anobng the
domain (e.g. "Location" "NameofDormain"). Thus, these part of
t he names could be advertised through Intent

Di stributionSection 4.5.

0 Self-generated Fields
The mandatory fields SHOULD be sel f-generated so that one
device could nanme itself sufficiently without any advertised
know edges.
There should various nethods for a device to extract/generate a

proper word for each nmandatory senantic fields (e.qg.
"Devi ceType", "DistinguisherNunt) fromits self-know edge.
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Det ai | ed design of specific naming patterns and nmet hods are out of
scope of this docunent.

4.2. Addressing

Aut ononi ¢ Service Agents (ASAs) need to communi cate with each other
usi ng the autononi c addressing of the node they reside on. This
section describes the addressi ng approach of the Autonom c Networ ki ng
Infrastructure, used by ASAs. It does NOT describe addressing
approaches for the data plane of the network, which nmay be configured
and nanaged in the traditional way, or negotiated as a service of an
ASA.  One use case for such an autononmic function is described in
[1-D.jiang-auto-addr-nmanagenent]. The addressing of the Autononic
Net wor ki ng Infrastructure is in scope for this section, the address
space they negotiate for the data plane is not.

Aut ononi ¢ addressing is a function of the Autonom ¢ Networking
Infrastructure (lower part of Figure 2), specifically the Autononic
Control Plane. ASAs do not have their own addresses. They may use
either APl calls, or the autonom c addressing scheme of the Autonomc
Net wor ki ng I nfrastructure.

An aut onom ¢ addressi ng schene has the follow ng requirenents:

0 Zero-touch for sinple networks: Sinple networks shoul d have
compl ete sel f-nmanagenent of addressing, and not require any
central address managenent, tools, or address planning.

0 Lowtouch for conplex networks: If conplex networks require
operator input for autononic address managenent, it should be
limted to high I evel guidance only, expressed in Intent.

o Flexibility: The addressing schene nust be flexible enough for
nodes to be able to nove around, for the network to grow, split
and nerge.

0 Robustness: It should be as hard as possible for an admi nistrator
to negatively affect addressing (and thus connectivity) in the
aut onom ¢ cont ext .

0 Support for virtualization: Autonom c Nodes nmay support Autononic
Service Agents in different virtual nachines or containers. The
addr essi ng schenme shoul d support this architecture.

o Sinplicity: To make engineering sinpler, and to give the human
adm nistrator an easy way to troubl e-shoot autonom c functions.

0o Scale: The proposed scheme should work in any network of any size.
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0 Upgradability: The schenme nmust be able to support different
addr essi ng concepts in the future.

The prinmary use for the autonom cally managed addressing descri bed
here is for the Autonomic Control Plane

([1-D.ietf-ani ma-autononic-control -plane]). The fundanental
concepts, as well as the proposed addressing schenme for the ACP is
di scussed in [I-D. behringer-ani ma-aut onom c- addr essi ng] .

4.3. Discovery

Traditionally, nost of the infornmation a node requires is provided

t hrough configuration or northbound interfaces. An autononic
function should rely on such northbound interfaces nmnimlly or not
at all, and therefore it needs to discover peers and other resources
in the network. This section describes various discovery functions
in an autononic networKk.

Di scovering nodes and their properties and capabilities: A core
function to establish an autonom ¢ domain is the nmutual discovery of
aut onom ¢ nodes, primarily adjacent nodes and secondarily off-Ilink
peers. This may in principle either |everage existing discovery
nmechani sns, or use new nechanisns tailored to the autononic context.
An inmportant point is that discovery nust work in a network with no
predefined topol ogy, ideally no manual configuration of any kind, and
with nodes starting up fromfactory condition or after any form of
failure or sudden topol ogy change.

Di scovering services: Network services such as AAA shoul d al so be
di scovered and not configured. Service discovery is required for
such tasks. An autononmic network can either |everage existing

service discovery functions, or use a new approach, or a mxture.

Thus the discovery nechanismcould either be fully integrated with
aut onom ¢ signaling (next section) or could use an independent

di scovery nechani sm such as DNS Service Discovery or Service Location
Protocol. This choice could be made i ndependently for each Autononic
Service Agent, although the infrastructure m ght require sone m ninal
| owest common denoni nator (e.g., for discovering the security

boot strap nechani sm or the source of intent distribution

Section 4.5).

4. 4. Signaling Between Autononic Nodes
Aut ononi ¢ nodes nust comunicate with each other, for exanple to
negoti ate and/or synchroni ze technical objectives (i.e., network

paraneters) of any kind and conplexity. This requires sone form of
signal i ng between autonomnmi ¢ nodes. Autononi c nodes inplenmenting a
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specific use case m ght choose their own signaling protocol, as |ong
as it fits the overall security nodel. However, in the general case,
any pair of autonom c nodes m ght need to comuni cate, so there needs
to be a generic protocol for this. A prerequisite for this is that
aut onom ¢ nodes can di scover each other without any preconfiguration,
as nmentioned above. To be generic, discovery and signaling nust be
abl e to handle any sort of technical objective, including ones that
require conplex data structures. The document "A Generic Discovery
and Negoti ation Protocol for Autonom c Networking"
[I-D.ietf-anima-grasp] describes nore detailed requirenents for

di scovery, negotiation and synchronization in an autonom ¢ networKk.
It al so defines a protocol, GDNP, for this purpose, including an

i ntegrated but optional discovery protocol

4.5, Intent Distribution

Intent is the policy | anguage of an Autononic Network; see

Section 8.2 for general information on Intent. The distribution of
Intent is also a function of the Autononmic Control Plane. It is
expected that Intent will be expressed as quite conpl ex human-
readabl e data structures, and the distribution mechani sm nust be able
to support that. Sone Intent itens will need to be flooded to nost
or all nodes, and other itens of Intent may only be needed by a few
nodes. Various nethods could be used to distribute Intent across an
aut onomi ¢ donmain. One approach is to treat it like any other
techni cal objective needing to be synchronized across a set of nodes.
In that case the autonom c signaling protocol could be used (previous
section).

4.6. Routing

Al'l autononic nodes in a donmain nust be able to conmunicate with each
other, and with autonom c nodes outside their own domain. Therefore,
an Autonomic Control Plane relies on a routing function. For

Aut ononi ¢ Networks to be interoperable, they nust all support one
conmon routing protocol

4.7. The Autononic Control Plane

The totality of autonomc interactions forns the "Autonom c Contro
Pl ane". This control plane can be either inplenented in the gl oba
routing table of a node, such as IGPs in today’'s networks; or it can
be provided as an overlay network. The docunent "An Autonom c
Control Plane" ([I-D.ietf-anim-autonom c-control-plane]) describes
the details.
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5.

Functional Overview

This section provides an overview on how the functions in the
Aut ononi ¢ Networking Infrastructure work together, and how the
various docunents about AN relate to each other.

The foundations of Autonomi c Networking, definitions and gap anal ysis
in the context of the | ETF are described in [RFC7/575] and [ RFC7576].

Aut ononi ¢ Networking is based on direct interactions between devices
of a domain. The Autonomic Networking Infrastructure (ANlI) is
normally built on a hop-by-hop basis. Therefore, many interactions
in the ANl are based on the ANl adjacency table. There are
interactions that provide input into the adjacency table, and other
interactions that |everage the information contained init.

The ANl adj acency table contains information about adjacent autononic
nodes, at a nmininmum node-ID, IP address in data plane, |IP address in
ACP, dommin, certificate. An autonom ¢ node nmaintains this adjacency
table up to date. The adjacency table only contains information
about ot her nodes that are capabl e of Autonom ¢ Networking; non-

aut onom ¢ nodes are normally not tracked here. However, the
information is tracked independently of the status of the peer nodes;
specifically, it contains information about non-enroll ed nodes, nodes
of the same and ot her dommins. The adjacency table MAY contain

i nformati on about the validity and trust of the adjacent autonomnc
node’s certificate, although all autonom c interactions nust verify
validity and trust independently.

The adjacency table is fed by the follow ng inputs:

o Link local discovery: This interaction happens in the data pl ane,
using I Pv6 link | ocal addressing only, because this addressing
type is itself autonomic. This way the nodes |earns about al
aut onom ¢ nodes around itself. This is described in
[I-D.ietf-anim-grasp].

0 Vendor re-direct: A new device nmay receive information on where
its home network is through a vendor based MASA re-direct; this is
typically a routable address. See
[1-D. pritikin-bootstrappi ng-keyi nfrastructures].

0 Non-autonomic input: A node may be configured manually with an
aut onom ¢ peer; it could I earn about autonom c nodes through DHCP
options, DNS, and ot her non-autonomnm c nechani sns. Generally such
non- aut ononi ¢ nmechansi ms require sone administrator intervention
The key purpose is to by-pass a non-autonom ¢ device or network.
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As this pertains to new devices, it is covered in Section 5.3 of
[1-D. pritikin-bootstrappi ng-keyi nfrastructures].

The adjacency table is defining the behavi our of an autonom ¢ node:

o |f the node has not bootstrapped into a domain (i.e., doesn't have
a domain certificate), it rotates through all nodes in the
adj acency table that claimto have a domain, and will attenpt
boot st rappi ng through them one by one. One possible response is
a vendor MASA re-direct, which will be entered into the adjacency
tabl e (see second bull et above). See
[1-D. pritikin-bootstrappi ng-keyinfrastructures].

o |If the node has bootstrapped into a domain (i.e., has a domain
certificate), it will act as a proxy for neighboring nodes that
need to be bootstrapped. See
[1-D. pritikin-bootstrappi ng-keyinfrastructures].

o |If the adjacent node has the sane domain, it will authenticate
that adj acent node and establish the Autonom c Control Pl ane
(ACP). See [I-D.ietf-anim-autonom c-control -plane].

0 Oher behaviours are possible, for exanple establishing the ACP
al so with devices of a sub-domain, to other domains, etc. Those
will likely be controlled by Intent. They are outside scope for
the monent. Note that Intent is distributed through the ACP
therefore, a node can only adapt Intent driven behaviour once it
has joined the ACP. At the nonent, AN MA does not consi der
providing Intent outside the ACP, this can be considered | ater

Once a node has joined the ACP, it will also learn the ACP addresses
of its adjacent nodes, and add themto the adjacency table, to allow
for conmunication inside the ACP. Further interactions will now
happen inside the ACP. At this nonent, only negotiation /

synchroni zation via GRASP [I-D.ietf-aninma-grasp] is being defined.
(Note that GRASP runs in the data plane, as an input in building the
adj acency table, as well as inside the ACP.)

Aut ononi ¢ Functions consist of Autonomi c Service Agents (ASAs). They
run logically above the AN Infrastructure, and may use the adjacency
table, the ACP, negotiation and synchronization through GRASP in the
ACP, Intent and other functions of the ANl. Since the ANl only

provi des autononic interactions within a domain, autonom c functions
can al so use any other context on a node, specifically the gl oba
data pl ane.
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6. Security and Trust Infrastructure

An Autonom c Network is self-protecting. Al protocols are secure by
default, without the requirenment for the adnministrator to explicitly
configure security.

Aut ononi ¢ nodes have direct interactions between thensel ves, which
must be secured. Since an autonom c network does not rely on
configuration, it is not an option to configure for exanple pre-
shared keys. A trust infrastructure such as a PKlI infrastructure
must be in place. This section describes the principles of this
trust infrastructure
A completely autononmic way to automatically and securely depl oy such
a trust infrastructure is to set up a trust anchor for the domain,
and then use an approach as in the docunent "Bootstrappi ng Key
Infrastructures” [I-D.pritikin-bootstrappi ng-keyinfrastructures].
6.1. Public Key Infrastructure
An autonom ¢ dormain uses a PKI nodel. The root of trust is a
certification authority (CA). A registrar acts as a registration
authority (RA)

A minimum i npl erentati on of an autononi ¢ domain contains one CA, one
Regi strar, and network el enents

6.2. Domain Certificate

We need to define howthe fields in a domain certificate are to be
used. [tbc]

6.3. The MASA

Explain briefly the function, point to
[1-D. pritikin-bootstrapping-keyinfrastructures]. [tbc]

6.4. Sub-Domains (*)
Expl ai n how sub-domai ns are handl ed. (tbc)
6.5. Cross-Dormain Functionality (*)

Expl ain how trust is handl ed between different domains. (tbc)
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7. Autononic Service Agents (ASA)

This section describes how autonom c services run on top of the
Aut ononi ¢ Networking Infrastructure.

7.1. Ceneral Description of an ASA

general concepts, such as sitting on top of the ANI, etc. Also needs
to explain that on a constrained node not all ASAs may run, so we
have two cl asses of ASAs: Ones that run on an unconstrained node, and
limted function ASAs that run also on constrained nodes. W expect
unconstrai ned nodes to support all ASAs.

7.2. Specific ASAs for the Enrol nent Process

The followi ng ASAs provide essential, required functionality in an
aut onom ¢ network, and are therefore mandatory to i nplement on
unconstrai ned aut onom ¢ nodes.

7.2.1. The Enrol ment ASA

This section describes the function of an autononic node to bootstrap
into the domain with the help of an enrol nent proxy (see previous
section). [tbc]

7.2.2. The Enrol nent Proxy ASA

This section describes the function of an autonom c node that helps a
non-enrol | ed, adjacent devices to enrol into the domain. [tbc]

7.2.3. The Registrar ASA

This section describes the registrar function in an autononic
network. 1t explains the tasks of a registrar elenent, and how
registrars are placed in a network, redundancy between several, etc.
[thbc]

8. Managenment and Programmability

This section describes how an Autonom c Network i s managed, and
pr ogr anmed.

8.1. How an AN Network |Is Managed
Aut ononmi ¢ managenent usually co-exists with traditional managenent
met hods i n nost networks. Thus, autononmic behavior will be defined

for individual functions in nost environnents. |In fact, the co-
exi stence is twofold: autonom ¢ functions can use traditional nethods
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and protocols (e.g., SNWP and NETCONF) to perform nmanagenment tasks
and autonom ¢ functions can conflict with behavior enforced by the
same traditional nethods and protocols.

The autonomic intent is defined at a high | evel of abstraction
However, since it is necessary to address individual managed

el ement s, autonom ¢ managenent needs to comunicate in | ower-|eve
interactions (e.g., comands and requests). For exanple, it is
expected that the configuration of such el enents be perforned using
NETCONF and YANG nodul es as well as the nonitoring be executed

t hrough SNWP and M Bs.

Conflict can occur between autononic default behavior, autononic
intent, traditional nmanagenent nethods. Conflict resolution is

achi eved in autonom ¢ nmanagenent through prioritization [ RFC7575].
The rationale is that manual and node-based managenent have a hi gher
priority over autonom ¢ nmanagenent. Thus, the autononic default
behavi or has the |owest priority, then cones the autononic Intent
(mediumpriority), and, finally, the highest priority is taken by
node- speci fi ¢ network managenent nethods, such as the use of command
line interfaces [RFC7575].

8.2. Intent (%)

This section describes Intent, and howit is nanaged. Intent and
Pol i cy- Based Network Managenment (PBNM is already described inside
the 1ETF (e.g., PCIMand SUPA) and in other SDOs (e.g., DMIF and TMF
ZooM) .

Intent can be describe as an abstract, declarative, high-level policy
used to operate an autononi ¢ domain, such as an enterprise network

[ RFC7575]. Intent should be linted to high |Ievel guidance only,
thus it does not directly define a policy for every network el enent
separately. |In an ideal autononic domain, only one intent provided

by human adnministrators is necessary to operate such donain

[ RFC7576]. However, it is als expected intent definition from
aut onomi ¢ function(s) and even fromtraditional network nmanagenent
el ements (e.g., OSS)

Intent can be refined to |l ower |evel policies using different
approaches, such as Policy Continuumnodel [ref]. This is expected
in order to adapt the intent to the capabilities of nmanaged devi ces.
In this context, intent may contain role or function information,

whi ch can be translated to specific nodes [ RFC7575]. One of the
possi ble refinenents of the intent is the refinenment to Event
Condition Action (ECA) rules. Such rules, which are nore suitable to
i ndividual entities, can be defined using different syntax and
semanti cs.
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Different paranmeters may be configured for intents. These paraneters
are usually provided by the human operator. Sonme of these paraneters
can influence the behavi or of specific autonom c functions as well as
the way the intent is used to nanage the autonom c donain (towards

i nt ended operational point).

Sone exanples of parameters for intents are
o Mbdel version: The version of the nodel used to define the intent.
o0 Donmin: The network scope in which the intent has effect.

o Nane: The nane of the intent which describes the intent for human
oper at or s.

o0 Version: The version of the intent, which is primarly used to
control intent updates.

0 Signhature: The signature is used as a security nechanismto
provi de authentication, integrity, and non-repudi ati on

o Tinestanp: The tinmestanp of the creation of the intent using the
format supported by the | ETF [ TBC].

o Lifetine: The lifetime in which the intent may be observed. A
special case of the lifetime is the definition of permanent
intents.

Intent distribution is considered as one of the comon control and
management functions of an autononic network [RFC7575]. Since
distribution is fundanental for autononic networking, it is necessary
a mechanismto provision intent by all devices in a domain
[I-D.ietf-anima-grasp]. The distribution of Intent is function of

t he Autononmic Control Plane and several nethods can be used to
distribute Intent across an autonom ¢ donai n [draft-behringer-anina-
reference-nodel]. Intent distribution m ght not use the AN MA
signaling protocol itself [I-D.ietf-anim-grasp], but there is a
proposal to extend such protocol for intent delivery [draft-Iiu-

ani ma-intent-distribution].

8.3. Aggregated Reporting (*)

Aut ononi ¢ Network should mininm ze the need for human intervention

In terms of how the network shoul d behave, this is done through an
autonom ¢ intent provided by the human adnministrator. |In an

anal ogous manner, the reports which describe the operational status
of the network should aggregate the informati on produced in different
network elenments in order to present the effectiveness of autonomc
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intent enforcenment. Therefore, reporting in an autonom ¢ network
shoul d happen on a network-wi de basis [ RFC7/575]. The information
gathering and the reporting delivery should be done through the
aut onomi ¢ control plane.

Several events can occur in an autonomic network in the sanme way they
can happen in a traditional network. These events can be produced
considering traditional network managenent protocols, such as SNWP
and syslog. However, when reporting to a human adm ni strator, such
events should be aggregated in order to avoid advertisenent about

i ndi vi dual nmanaged el enents. In this context, algorithnms nmay be used
to determ ne what should be reported (e.g., filtering) and in which
way and how di fferent events are related to each other. Besides
that, an event in an individual elenment can be conpensated by changes
in other elenents in order to maintain in a network-w de | evel which
is described in the autonomic intent.

Reporting in an autononic network may be in the same abstraction

Il evel of the intent. |In this context, the visibility on current
operational status of an autonom c network can be used to switch to
di fferent managenent nodes. Despite the fact that autonomc
managenent should minimze the need for user intervention, possibly
there are sone events that need to be addressed by hunman
admi ni strator actions. An alternative to nodel this is the use of
exception-based managenent [ RFC7575].

8.4. Feedback Loops to NOC(*)

Feedback | oops are required in an autonom c network to allow the
intervention of a human adninistrator or central control systens,
whi |l e mai ntai ning a default behavi our. Through a feedback | oop an
adm nistrator can be pronpted with a default action, and has the
possibility to acknowl edge or override the proposed default action

8.5. Control Loops (*)

Control | oops are used in autonomc networking to provide a generic
mechani smto enable the Autonomi c Systemto adapt (on its own) to
various factors that can change the goals that the Autonom c System
is trying to achieve, or how those goals are achieved. For exanple,
as user needs, business goals, and the ANl itself changes, self-
adapt ati on enables the ANl to change the services and resources it
makes avail able to adapt to these changes.

Control | oops operate to continuously observe and coll ect data that
enabl es the autonon ¢ managenent systemto understand changes to the
behavi or of the system bei ng managed, and then provide actions to
move the state of the system being managed toward a comon goal
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8.

8.

6

7

Sel f - adaptive systens nove deci sion-naking fromstatic, pre-defined
commands to dynam c processes conputed at runtine.

Most autonom c systens use a closed control loop with feedback. Such
control |oops SHOULD be able to be dynanmically changed at runtine to
adapt to changi ng user needs, business goals, and changes in the AN

The docunent [draft-strassner-anima-control-1oop] defines the
requirenents for an autononmic control |oop, describes different types
of control |oops, and explains how control |oops are used in an

aut onom ¢ system

APl's (*)

Most APls are static, meaning that they are pre-defined and represent
an invariant nechanismfor operating with data. An Autonom ¢ Network
SHOULD be able to use dynamic APIs in addition to static APIs.

A dynanic APl is one that retrieves data using a generic mechani sm
and then enables the client to navigate the retrieved data and
operate on it. Such APIs typically use introspection and/or
reflection. Introspection enables software to exanine the type and
properties of an object at runtine, while reflection enables a
programto mani pulate the attributes, methods, and/or netadata of an
obj ect.

APl's MUST be able to express and preserve semantics across different
domai ns. For exanple, software contracts [Meyer97] are based on the
principle that a software-intensive system such as an Autononic
Network, is a set of commruni cating conponents whose interaction is
based on precisely-defined specifications of the nutual obligations
that interacting conponents nust respect. This typically includes
speci fyi ng:

0 pre-conditions that MJST be satisfied before the nethod can start
execution

0 post-conditions that MJST be satisfied when the nethod has
fini shed execution

o invariant attributes that MJST NOT change during the execution of
t he met hod

Data Mbdel (*)

The followi ng definitions are taken from [ supa- nodel ]
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9.

9.

An information nodel is a representation of concepts of interest to
an environment in a formthat is independent of data repository, data
definition | anguage, query |anguage, inplenentation |anguage, and
protocol. In contrast, a data nodel is a representation of concepts
of interest to an environnent in a formthat is dependent on data
repository, data definition | anguage, query |anguage, inplenentation
| anguage, and protocol (typically, but not necessarily, all three).

The utility of an information nodel is to define objects and their
relationships in a technol ogy-neutral manner. This forns a
consensual vocabulary that the ANl and ASAs can use. A data nodel is
then a technol ogy-specific napping of all or part of the information
nmodel to be used by all or part of the system

A system may have multiple data nodels. COperational Support Systens,
for exanple, typically have multiple types of repositories, such as
SQL and NoSQ., to take advantage of the different properties of each
If multiple data nodels are required by an Autonom ¢ System then an
i nformati on nodel SHOULD be used to ensure that the concepts of each
data nodel can be related to each other w thout technol ogical bias.

A data nodel is essential for certain types of functions, such as a
MRACL. More generally, a data nodel can be used to define the

obj ects, attributes, nmethods, and relationships of a software system
(e.g., the ANI, an autononic node, or an ASA). A data nodel can be
used to help design an API, as well as any |anguage used to interface
to the Aut onom c NetworKk.

Coor di nati on Between Autononi c Functions (*)
1. The Coordination Problem(*)

Different autononmic functions may conflict in setting certain
paraneters. For exanple, an energy efficiency function my want to
shut down a redundant |ink, while a | oad bal ancing function woul d not
want that to happen. The adninistrator nust be able to understand
and resolve such interactions, to steer autononm c network performance
to a given (intended) operational point.

Several interaction types nmay exi st anong autonom c functions, for
exanpl e:

0 Cooperation: An autonomic function can inprove the behavior or
performance of another autonom c function, such as a traffic
forecasting function used by a traffic allocation function.

0 Dependency: An autonomic function cannot work w thout another one
bei ng present or accessible in the autononic network
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o Conflict: A metric value conflict is a conflict where one nmetric
is influenced by parameters of different autonom c functions. A
paraneter value conflict is a conflict where one paraneter is
nodi fi ed by different autonom c functions.

Sol ving the coordinati on probl em beyond one-by-one cases can rapidly
beconme intractable for |arge networks. Specifying a conmon
functional block on coordination is a first step to address the
problemin a systemic way. The coordination life-cycle consists in
three states:

0o At build-tine, a "static interaction map" can be constructed on
the rel ationship of functions and attributes. This map can be
used to (pre-)define policies and priorities on identified
conflicts.

o0 At deploy-time, autononic functions are not yet active/acting on
the network. A "dynamic interaction map" is created for each
i nstance of each autononic functions and on a per resource basis,
including the actions perforned and their relationships. This map
provides the basis to identify conflicts that will happen at run-
tinme, categorize themand plan for the appropriate coordination
strat egi es/ nechani sns.

0 At run-tinme, when conflicts happen, arbitration is driven by the
coordi nation strategies. Al so new dependenci es can be observed
and inferred, resulting in an update of the dynam c interaction
map and adaptation of the coordination strategi es and nechani sns.

Mul tiple coordination strategi es and mechani sms exi sts and can be
devi sed. The set ranges from basic approaches such as random process
or token-based process, to approaches based on tinme separation and

hi erarchi cal optim zation, to nore conpl ex approaches such as nulti-
obj ective optim zation, and other control theory approaches and
algorithns famly.

9.2. A Coordination Functional Block (*)
A common coordination functional block is a desirable conponent of
the ANIMA reference nodel. It provides a neans to ensure network
properties and predictable performance or behavior such as stability,
and convergence, in the presence of several interacting autononic
functions.
A common coordination function requires:

0 A common description of autonom c functions, their attributes and
life-cycle.
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0 A common representation of information and know edge (e.g.
i nteracti on maps).

o A common "control/conmmand” interface between the coordination
"agent" and the autonom c functions.

Qui del i nes, recommendati ons or BCPs can al so be provided for aspects
pertaining to the coordination strategi es and nechani sns.

10. Security Considerations
10.1. Threat Analysis

This is a prelimnary outline of a threat analysis, to be expanded
and nmade nore specific as the various Autonom ¢ Networking
speci fications evol ve.

Since AN will hand over responsibility for network configuration from
humans or centrally established management systens to fully

di stributed devices, the threat environnment is also fully
distributed. On the one hand, that means there is no single point of
failure to act as an attractive target for bad actors. On the other
hand, it neans that potentially a single nm sbehaving autonom c device
could launch a w despread attack, by msusing the distributed AN
mechani sms. For exanple, a resource exhaustion attack could be

| aunched by a single device requesting | arge anounts of that resource
fromall its peers, on behalf of a non-existent traffic |oad.
Alternatively it could sinply send false information to its peers,

for exanpl e by announci ng resource exhaustion when this was not the

case. |If security properties are nmanaged autonomcally, a
ni sbehavi ng device could attenpt a distributed attack by requesting
all its peers to reduce security protections in sone way. In

general , since autonom c devices run w thout supervision, alnost any
ki nd of undesirabl e managenent action could in theory be attenpted by
a m shehavi ng devi ce.

If it is possible for an unauthorised device to act as an autononic
device, or for a malicious third party to inject nmessages appearing
to come froman autononic device, all these same risks would apply.

I f AN nmessages can be observed by a third party, they m ght revea

val uabl e i nformati on about network configuration, security
precautions in use, individual users, and their traffic patterns. |If
encrypted, AN nessages mght still reveal some information via
traffic analysis, but this would be quite limted (for exanple, this
woul d be highly unlikely to reveal any specific infornmation about
user traffic). AN nessages are liable to be exposed to third parties
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11.

12.

13.

on any unprotected Layer 2 link, and to insider attacks even on
protected Layer 2 I|inks.

| ANA Consi derations
Thi s docunent requests no action by | ANA
Acknowl edgenent s
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