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Abstract

Thi s docunent describes a self-managed network identifying network
probl ens during failures and repairing them Sel f-nanaged Network
El ement (sSNE) architectures and Network Managenment System (sNMS)
architectures for centrally and distributedly managed networks are
described. A hierarchy anong repairing entities is defined. An in-
band nmessage format for Metro Ethernet networks is proposed for the
fault nanagenent conmuni cation
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1.

Toy

I nt roducti on

The industry is focused on auto-configuration [ GANA], [SUSEREQ ,

[ SELFMAN] and nonitoring of network resources and services, isolating
probl ens when there are failures, and fixing them by sending
technicians to the sites nost of the time or downl oading certain
configuration files renotely for configuration related problenms. The
concept of network identifying problenms by itself and fixing them and
only sending technicians to the failure site only when there are
singl e-point of hardware failures (i.e. there is no hardware
redundancy) is not practiced [ SMN,SMCEN]. Tools for self-nmanaged
networ ks are not devel oped either. On the other hand, auto-
configuration of network elements (NEs) such as cable nmodem (CM and
cable nodemterm nati on system (CMIS) is being practiced by Miltiple
System Operators (MSGs) using Data Over Cable Service Interface

Speci fication (DOCSIS) back-office systenms. Sinilar procedures are
al so used by DPoE networks [ DPoE] for auto-configuration of NEs and
services. This draft does not discuss the auto-configuration, but
focuses on fault managenent aspects of self and centrally or

di stributedl y managed networks.

This draft describes a sel f-nmanaged network where each sel f-managed
NE (sNE) in a network nonitors its hardware and software resources
periodically, runs diagnostics tests during failures in a

hi erarchi cal fashion, identifies problens if they are local to the
sSNE and fixable by the sNE, and reports failures and fixes to a
centralized network managenent system (sSNMS) to be accessed by
networ k operators, field technicians, custoners, and other sNEs in
the network. |If the problemis not locally fixable by the sNE, the
Sel f - Managi ng Regi onal NV5 (sSNVRn) or sNMVS runs its own rul e-based
logic to determine if the problemis fixable renotely by the sNVMRn or
SNMS. If it is not, a message (i.e.notification) is sent to a
network operator or field technician to fix the probl em

Failure type; if the problemis fixable locally by sNE, renotely by
SNMRn or sNMB, or renptely by a technician; and estimated fix tine
are conmunicated with a newly defined nessage format. The hierarchy
of fixing failures is network architecture dependent, as discussed in
sections 8 and 9.

sNE Architecture

An sNE (Figure 1) consists of an intelligent NE (i NE) and intelligent
agents.

The intelligent NE (iNE) is built to have redundant hardware and
software conponents as depicted in Figure 1, where each hardware or
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sof tware conponent is intelligent enough to run its own di aghostics
and identify faulty subconponents. Self-managi ng agents (i.e.
intelligent agents) may take over after internal diagnostics of each
conmponent is conpleted. Furthernore, i NE keeps a redundant copy of
its current or default configuration

The intelligent subconponents can be smallest replaceable units such
as chips, operating system and protocol software that are capabl e of
peri odi c self-checking, declaring a failure when it is unable to
performits functions, running diagnostics and identifying whether
the faulty entity is within the subconponent or not, escalating the
di agnostics to the next level in the hierarchy when the diagnostics
are inconcl usive.

When there is a failure, if failed entity is unidentified as a result
of the diagnostics tests run by the intelligent subconponents, the
iNE is able to run diagnostics for a pre-defined set of subconponents
that are collectively perfornming a specific function. A pre-defined
set of subconponents can be a collection of conponents that are
contributing to the realization of a main function such as packet
forwardi ng, deep packet inspection, event forwarding, etc.

If the diagnostics tests ran for a pre-defined set of subconponents
cannot identify the failed entity, the iNEis able to run diagnostics
at NE level to deternmine the failure. After the failure is
identified to the smallest replaceable hardware (e.g. chips, wires
connecting chi ps, backplane, etc.) and/or software entity (e.qg.
kernel, 1og, protocol software, event forwardi ng discrinnator

etc.), the responsible intelligent agents deternmine if the failure is
fixable and initiates a nessage to related parties with estimated fix
time to repair. |If the i NE diagnostics are inconclusive, then that
will be comunicated as well.

Each sel f-managi ng agent (i.e. intelligent agent) nonitors the entity
that it belongs to, and nmay run additional diagnostic tests to
identify problens during failures, initiates a failure nessage, fixes
problems, and initiates a fix notification to the central or regiona
sel f-managi ng systens and other related entities. The nmessage (i.e.
notification) indicating that the fixing entity is sNE, is

communi cated to other sNEs, regional and central network nanagenent
systens systens, field technicians and custonmers (if desired). |If
the problemis determined to be not fixable locally after two-three
tries or without a try, depending on the problem a nessage is sent
to the regional or central network management systens by the sNE
indicating that the fixing entity is unidentified.

The intelligent agents are one or nore intelligent Hardware
Mai nt enance Agent (s) (iHMA(s)), intelligent Operating System
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Mai nt enance Agent (s) (i OVA (s)), intelligent Application Muintenance
Agent (s) (i AMA (s)), and intelligent Capacity Managenent Agent (s)
(iCMVA (s)), depending on the inplenmentation

The i HVA i s capabl e of periodically nonitoring hardware entities such
as CPU, nenory, physical ports, comunication channels, buffers,
backpl ane, power supplies, etc., and initiating pre-defined

mai nt enance actions during hardware failures. i OVA is capabl e of
periodically nmonitoring operating systemand initiating pre-defined
mai nt enance actions during Operating Systemfailures. The iAMAis
capabl e of periodically nonitoring application software and protocol
software, and initiating pre-defined maintenance actions during
application and protocol software failures. The i CMA is capable of
periodically nmonitoring systemcapacity, |oad and perfornmance, and
col l ecting nmeasurements. \Wen capacity thresholds are exceeded, the
iCMA initiates pre-defined mai ntenance actions

o m m m e m e e e e e e e e e e e e e e e e eeeeeeaao- +
| i + |
| | i NE | |
| +------- S I S + Fom e e e e oo oo + ||
| | TCMA | | | intelligent and | | intelligent and |1 |
| | | | | redundant HW | | redundant SW |1 |
| +------- + | | subconponent 1 | | subconponent 1+ |1 |
| +------- + | A [ R + S S + | |
| | TOVA| | | | | |
| | || | |
IESEEEEEE + | | | |
| +------- + | S Ry S Ry + H-emmemaaa- Fomm e eaaaa + | |
| | TAMA] | | intelligent and | | intelligent and | 1 1
| | | | | redundant HW | | redundant SW | | |
| +------- + | | subconponent N | | subconponent N | | |
| +------- L I B R S + |
I Y A R e i + |
| | | oo + |
| +------- + | backup copy of current | |
| | configuration files | |
| o + |
o m m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me e eo— oo oo +

Figure 1: Sel f-Managed NE Architecture
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o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e +
|+ -------------------------------------------------------- + |
| | Hi erarchical D agnostic and Trouble Isolation Logic | |
o m m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e me oo oo +

I I e i + +--+ +--+I
I R R EEEEES Y
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| |] [intelligent smalles | |[intelligent smallest | | | |[u| Ju|

| || |replaceable unit | ++ |repleacable unit | | | |b] |b]]
| [l | 1SRY I | (I'SRY) L+ o+ ]
| [l Am-mmmmmmme s + L + | | [C| [C]|
| |1 a group of ISRUs providing functions collectively | | |o]| |o |

| H--m-ommmee s AR EEE R + | Im| [m]]
|| I | e | Ip Il
|| I | o] lo]]
| e + | n| |In ||
e + LR + | lel| e |l
| |] [intelligent smallest]| |[intelligent smallest | | | |n| |n ||
| || |replaceable unit | ++ |replaceable unit T I I I

| [1 (ISR I | (1 SRU) (I O N
e i + L b by +1 12 [N
| 11 a group of ISRUs providing functions collectively | | | | | ||
| oo +
| ] SubConponent 1 I T I I
I R e + -+ -4
B Fomm e oo - +

Figure 2: Intelligent NE Architecture

3. Sel f-Managi ng Network Managenent System (sNMS) Architecture

A Central or Regional sNM5 consists of an intelligent NV5 (i NV5S) that
mai nly deals with renote fixes, a Task Manager (TM to namnage tasks
to be executed, copies of software nodules for each type of sNE, a
Traffic Manager (TrfMyr) to deal with network level traffic
managenent issues such as routing policies, |oad bal anci ng,
connection admi ssion control, congestion control, Event Forwarding
Di scrimnator (EFD) to forward failures and fixes to network
operators and custoners, data base(DB) to store data, and a user
interface such as a Graphical User Interface (GQU) (Figure 3). The
SNMS i s redundant where the active sNVMS is protected by a stand-by
SNMS. The i NMSs in active and stand-by units perform periodic self-
checking. When the active sNM5 fails, the stand-by sNVS takes over
the responsibilities.

The user interface provides human and machine interfaces. A Database
(DB) stores user interface events and data collected fromnetwork. A
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Task Manager prioritizes and schedul es execution of the tasks
including repair and configuration of activities that can be
performed renotely using a Rul e Based Logi ¢ nodule. A Data Handl er
coll ects end-to-end connection | evel neasurenents and sNE | eve
capacity neasurenents, and stores themin the DB to support the

Trf Myr.

The Task Manager (TM of sNVS manages tasks to be executed by the
SNMS. The Rul e-Based Logic deternmines if the problemis renotely
fixable by the i NVS

The i NVS is expected to include a Fix Manager (FixMr) for each sNE
type to fix the sNE problens renotely; store software nodul es
specific to the sNE; and capabl e of running network | evel traffic
managenent al gorithnms such as routing policies, |oad bal ancing,
connection adni ssion control and congestion control. Furthernore,
the i NVS holds a copy of each sNE agent and renotely | oads into sNEs
when needed.
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o o m e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e ee e +
I cul I
o mm m e e e e e e e e e e e e e e e e e e e e e e e e e e mm e memeem o B +
[ i NVB | event [
B e i + | forwarder|
|| hierarchical network | evel diagnostics and Troubl e || +--+------ +
|| identification |ogic | [

| ------------------- S S | B e e
| | copies of iNE | | copi es of i NE | |Fix Mgr|]| |[rule || DB
|| Type 1 Software: | + ++Type N Software: | |for iNE| --]|based|--+

| | Operating System | | Operatinng System | | Type 1 || |logic|+--+
| | Appli cations, etc.| | Applications, etc. | +---te b oo ++- - -+
R + S R T .-t [ | | Task || Trf]
[------mmm - - I I PP + +---+----+ | nmgr ++Myr|
| | peri odi ¢ network | |traffic managenent | |Fix Myr|] | | +---+
| |1 evel nonitoring, | Jalgorithms and policies |for iNE | +--+--+

| | network | evel troubl| |, connection admission| |Type N || |

| |isolation and fixing| |control, |oad balancing +-------- + oA t--- -+

| | network | evel | |, congestion control | | |data |

| | troubles | | | | | handl er|
[------mmmm e - B o + | +------- +
I B R S + [

| | periodic self checking |rule based logic to | |

| | and switchover to | | verify iNE reporting | [

| | back-up i NMS during | |of that failure is not |

|| failures. | |local and if it is | |

S L + | fixable by i NVS [ [

[ Fom e e e e oo + [

o o m e e e e e e e e e e e e e e e e e e e e e e e me e eeao o +--- o= +

Figure 3: Self Managing NVS Architecture

An intelligent NM5 (i NVM5) (Figure 3) periodically nonitors the
network that sNMS is managi ng, identifies network | evel failures,
estimates and comunicates the fix time to related parties, and fixes
them Wen the sNE reports that the failure is not local (i.e.
either tests are inconclusive or sNE is not capable of fixing it),
the Rul e Based Logic of the sNVS verifies if the sNE failure is not

| ocal .

There are no changes introduced to interfaces between the nanagenent
systems and the network for self-nmanagement. The well-known
protocol s such as SNWP, | PDR (I P Detail Record) for usage

i nformati on, Network Configuration (NETCONF) for manipul ating
configuration data and exam ning state information, and YANG nodel i ng
can be enpl oyed.
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4. Intelligent Agent Architecture

The intelligent agent architecture is depicted in Figure 4. 1Its Rule
Based Logi ¢ nodul e deternines problens and initiates fixes if the
problens are local to sNE, initiates tests for the fixes, determn nes
if the fix procedure or a step or sone of the steps are to be
repeated, and initiates a nessage to all related parties about the
fix. |If the problemis not local to the sNE, the agent inforns al

rel ated parties including the sNM5 for its conclusion which is that
the fixing entity is unidentified. |If the result of diagnostics
cannot identify the fail ed conmponent which is inconclusive, that wll
be conveyed as wel |

A Schedul er nmodul e determines the priority and order of the tasks for
each functional entity within the sNE that it belongs to. An
Application Programming Interface (APlI) provides an interface to
various types of Software and Hardware entities within the sNE. A
Dat a Handl er nodul e col |l ects necessary data for the sNE, perforns the
fix, and keeps the data associated with the task. The Authorization
(AUTH) nodul e authenticates |ocal user access and renote user access
fromthe sNVM5 interface to sNE agents. The Utilities nodul e supports
various file operations.

T N S +

I I

| oo - + B + 4------- + | [ S, +
| |Rule | | Schedul er +- + | | | NE |
| |Based | Homm e + | |1 I
| +Logic + | API [ | |SWHW |
| ------- S LR EE R + | | +- +Modul es |
I + | Dat a Handl er | ] [ | ] [
| | Authorization| | +- + | | +-------- +
| +------------- R + - +---+ |

[ | Task|| Fix | | Dat a [ [ [

| | Datal| Delivery+| Collector| | |

| | |l Agent | --------- b +

[ R LT + [Uilities |

| R |

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e — o +

Figure 4: Intelligent Agent Architecture
5. Self and Centrally Managed Networks

A self and centrally managed network architecture consisting of self-
managed NEs and sel f-managing NVS is depicted in Figure 5.
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SNE related failures are handled locally by the sNE. If the problem
is determined to be not fixable by the sNE after two or three tries
or without a try, depending on the problem a nessage is sent to the
SNMS by the sNE indicating that the fixing entity is unidentified.

If the problemis locally fixable, sNE send a nessage to SNVSB, ot her
sNEs, field technicians and users, indicating the fixing entity and
how |l ong the fix is going to take.

Fom e e e e - - + Fom e e e e - - +
[ i NE [ SNVP/ YANG + i NVB [
| +----- FXOOOKKKKKKK += = === === - - | TrfMr,
| i HVA, i OMVA | X| X XX+ XXXX | U, TM EFD|
| i OVA, i AMVA | XX| XXXX | DB, Fi xMgr |
I + XX + XX I +
sNE X XX sNMVS
X Net wor k X
XX X
X XX
o e oo + X XX o e oo +
| i NE |  X+X XXX+- - - +i NE |
| +- = = FXOOKXXKXX X XX+ | |
| i HVA, i CMVA | XXX [ i HVA, i CVA |
| i OVA, i AMA | | i OVA, i AMA |
o me e + o me e +
sNE sNE

Figure 5: Self and Centrally Managed Network Architecture

6. Self and Distributedly Managed Networks

A self and distributedly managed network architecture is given in
Figure 6. The network is divided into nultiple regions where each
region is nmanaged by a sel f-nanaging NVMB (sNVRn ). One of the sNVRs
in the network acts as the central sNMS. The regional self-managing
sNMRs and central self-managing NVS are connected to each other via
i n-band and/or out-of-band conmuni cations facilities.
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o e + o e +
| Regi onal | | Sel f-Managi ng|
+---+ | Sel f- Managing +-------- + NMS +- -+
| sSNE| +- - - +NMVS [ Fom oo - Homm - - - +
+---+ XXX K+ R + | |
XXXXX XX XXX ++ |
+---+ XX Net wor k + Li nks Connecti ng XXXXX XXX+
| sNE| X Region 1 +---------mommmmomaaoo + Net wor k X
+---+ XK XOXOOKKKKXK Regi onal Networks X Regi on N X
XXX Fommme e o +X XXX
+ | OO0 0000000909904 |
I I I
oo+ IOOKA XXX K= = = = = = = = + i n-band or out - of |
| sNE| XX Net wor k X| R +
+---+ X Region 2 X L T + | band Connectivity
+-- -+ X X+- - - +Regi onal +---+ anong NMSs
| sNE| P9 0.9.9.0.9.9.9.9.0.9.9.0.9.0.9.4 | Sel f - Managi ng
+---+ X | NMB 2 |
o e e +

Figure 6: Self Distributedly Managed Network Architecture

sNMRn provides all the centralized nanagenent functions for its own
subnet and informs the central sNMS about its activities. End-to-end
network | evel activities beyond region boundaries will be left to
SNMS. These activities can be Connection Adm ssion Control (CAC),

| oad bal anci ng, and congestion control at end-to-end network |evel

I n- band Communi cations of Failure types, Estimated Fix Tine and Fi X

In today’s networks, failures related to equiprment, ports and
connections are nostly reported to an NMS via SNWP traps or in-band
communi cations to NEs via AIS (AlarmIndication Signal), RD (Renote
Def ect Indicator), Connectivity Check Message (CCM rel ated events
such as Loss of Continuity (LoC) [Y.1731], etc. These alarns and
traps identify the failed NE, port, or connection, but don't identify
the conponent contributing to the failure. Furthernore, each has a
different fornmat.

For sel f-managenent, it is necessary to identify faulty conponents,
estimate the time for fix, and conmunicate that to all parties
involved (i.e. sNEs, sNMRn , sNMS, field technicians, and custoners),
so that working sNEs can store (if desired) data routed to the fail ed
SNE(s) for the duration of fix or re-route traffic around the failed
SNE(s) or port(s). For sinplicity, all nessages should have the sane
format.
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Fi gure 7 depicts a possible Ethernet frane for Ethernet networks to
carry all the information described above. Sinilar messages are to
be created for other types of networks such as IP, MPLS and | M

oo o e e e e e e e e e e eee oo o +--- o= TS +
| TFGQ P | SFD| DA SA| L/ T| fNE| fComp| Op | Failure|] Fix | Fix | PAD (25| CRC
| | I |[ID]ID | Code] Code | Code| Tine|bytes 0)] |

D o e e eaaas R

IFG Interfrane Gap, 12 bytes
P/ SFD (Preanbl e/ Start of Franme Delinmiter)-8 Bytes(P-7 bytes, SFD-1 byte)
L/ T (Length/ Type) : Length of frame or data type, 2 bytes (0x8808)
CRC. 4 bytes
DA: 01:80: C2:00:00: 02 (6 bytes)-Slow protocol multicast address
fNE ID: 6 bytes, Failed sNE Identifier
fConp ID: 4 bytes, Failed Conponent ldentifier
Op Code: 2 bytes-0x0202 for D sabled and 0x0303 for Enabl ed status
Failure Code : 4 bytes
Fix Code: 1 byte identifying fixing entity, NE (x00), sNM5 (x01),
SRM5S (x02), sNM5-v (x03), RNMB-v (x04), sNWVB-s (x05),
SRNMB-s (x06), field technician (x07),
unidentified entity or inconclusive diag(x08)
Fix Time: 4 bytes indicating fix tinme in seconds by NE, NVS
or field technician

Figure 7: Self-Minagi ng nmessage frame format for Self-managed
Et her net networ ks

For Ethernet networks, slow protocol nulticast address can be used to
informsNEs, sNMS, and field technician devices connected to the
network. fNE ID indicates MAC address of the failed sNE. fComp ID

i ndicates the failed conponent identifier within the sNEE. Op Code

i ndi cates whether the sNE or port is operationally disabled or

enabl ed.

Thi s operational status is disabled during failures and becones
enabl ed after the failure is fixed. Failure Code indicates failure
type. If failure type is unidentified thru diagnostics, Failure Code
will be unidentified or inconclusive or the failure is not-local to
SNE. Fix Code identifies repairing entity whether it is sNE, sSNVRn ,
sNMS, or a field technician.

It is possible to allocate six bytes to Fix Code field to indicate
MAC address of the fixing entity. It is also possible to identify
the failure type and not fix it. |In this case, fixing entity is
unidentified. It is also possible that both failure code and fix
code are unidentified. Fix tine indicates the estimated time in
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seconds for repair which is set by the repairing entity. In order
for sNE, sNMRn , or sNVM5S to provide the estimated fix time, the fix
time for each type of failure needs to be stored in sNE and sNVRn or
sNVMS. If the failure is going to be fixed by a field technician, the
technician may enter fix tine manually into the rel ated nanagenent
systemto conmmunicate that to all related parties.

G ven the sNVRn and sNMVB interface uses network managenent protocols
such as SNMP, the information in the nmessage (Figure 5) needs to be
conveyed to sNM5 via an SNWP trap. Sinilarly the SNWP trap from
sNMRn and sNVS needs to be converted into an in-band nessage to
convey the information to self-managi ng NEs.

8. Failure Fixing H erarchy in Centrally Managed Networks

| Failure |
| in sNE |
B
I
I
XXX+XX
No XXXX XXXXX Yes
e +XXXis it local l yXXX+------- +
[ XXX fixabl e by XXXX [
[ XXXX sNE? XXXX [

XX+XXX XXXX XXX |
No  XXXXXX XXXXXXX  Yes e e e mmmeeo oo +
+----4+XX is it remotel yX+------ + | SNMS, field technicians,

XX fixabl e by XX
X sNMB? XXXXX

| | | SNEs and users wait for
| | | estimated Fix Tinme for

[ [ |notification fromsNE |
| XXXXX |

I I

I I

I I

+

o m e e e e oo +
H-- - - - B + e e e e e e e e oo +
| Field technician sets fix]| | SNMB sets Fix Time in [
|[time in notification and | | notification and sends
|nitiate the notification | |the notification to a
|to sNEs, sNMS and users | | SNE to conmmuni cate that
e + |to other sNEs, field |
| t echni ci ans and users
o e e e e e e e o oo +

Figure 8: Fault Managenent Hi erarchy for Self and Centrally Managed
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Net wor ks
In a centrally managed network, when there is a failure, sNE
determines if the failure is local to the sNE or not. |If the failure
is local, then the sNE inforns other sNEs, sNM5, field technicians
and custoners about failure type and fix tine. |f NE decides that

the failure is not local to sNE, then sNE escal ates the problemto
the sNVS. The sNMS verifies that it is not local to the sNE and
determines if it can fix the problem |If the sNV5 can fix the
problem the sNVMS comruni cates the failure type and fix tine to sNEs,
field technicians and custonmers. |If the sNVS deternines the failure
is not fixable, the sNVB escalates the problemto field technicians.
The field technician comunicates fix tinme to sNEs, the sNV5 and
customers. After the fix is conpleted, the fixing entity initiates a
sel f-managed notification with Enabled status (i.e. Opcode is set to
Eanabl ed) to other sNEs, the sNM5, and custoners. Both sNMS and
field technicians use one of the sNEs to send notifications to the
remai ning interested parties.

The sNVS and field technician communi cates failures and fixes via a
message fromthe sNMs. If there is a node failure (i.e. sSNE
completely fails due to a power failure for exanple), neither the
sNVS nor field technicians is able to communicate with the sNE
Therefore, the sNM5 and field technicians woul d use another sNE to
conmuni cate the failure.

9. Failure Fixing H erarchy in Distributedly Managed Networks

In distributed architecture, the network is divided into sub-networks
(I.e. regional networks), where each sub-net has its own sNVRn .

SNMRn provides all the centralized nanagenment functions for its own
subnet and informs sNMS about its activities.

End-to-end network | evel nonitoring and problem fixing beyond
regional boundaries are left to sNMS. These activities can be
Connection Adm ssion Control (CAC), |oad bal anci ng, and congestion
control at network |evel
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Fi gure 9: Fault Managenent

Hi erarchy for Self and Distributedly

Managed Networ ks

10. Concl usi on

Sel f - managed network concept for fault nanagenent,
and sel f-nmanagi ng NM5 architectures,

sel f-managed NE
and a fault managenent

communi cati on nechani smfor centrally and distributedly self-nanaged

networks are introduced.
net wor ks are descri bed.
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11.

12.

13.

13.

Security Considerations

It is expected that all sNEs, sNM5, and sNVRn are authenticated
during the network configuration manually or automatically. |If there
are security nechani snms established anong sNEs, sSNMB, sNVRn for
exchangi ng nessages, they would apply for exchanging the fault
nmessages described here. There is no need for additional security
procedures for the fault nanagenent nessages described here.

| ANA Consi der ati ons

Thi s docunent does not request any action from | ANA
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