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I nt roducti on

The net hodol ogi es described in [ RFC2544] and [ RFC5180] hel p vendors
and network operators alike analyze the performance of |Pv4 and

| Pv6- capabl e network devi ces. The nethodol ogy presented in [ RFC2544]
is nmostly I P version independent, while [RFC5180] contains

compl enentary recomendati ons, which are specific to the latest IP
version, |Pv6. However, [RFC5180] does not cover |Pv6 transition

t echnol ogi es.

I Pv6 i s not backwards conpati bl e, which means that |Pv4-only nodes
cannot directly comunicate with I Pv6-only nodes. To solve this

i ssue, IPv6 transition technol ogi es have been proposed and

i npl ement ed, many of which are still in devel opnent.

Thi s docunment presents benchrarki ng gui delines dedicated to | Pv6
transition technol ogi es. The benchmarking tests can provide insights
about the performance of these technol ogies, which can act as useful
feedback for devel opers, as well as for network operators going
through the I Pv6 transition process.

1. IPv6 Transition Technol ogi es

Two of the basic transition technol ogies, dual IP |ayer (also known
as dual stack) and encapsul ation, are presented in [ RFC4213].

I Pv4/ 1 Pv6 Translation is presented in [ RFC6144]. Mst of the
transition technol ogi es enploy at |east one variation of these
mechani snms. Some of the nore conplex ones (e.g. DSLite [RFC6333])
are using all three. In this context, a generic classification of
the transition technol ogi es can prove useful

Tentatively, we can consider a basic production |P-based network as
bei ng constructed using the followi ng conponents:

0 a Custoner Edge (CE) segnent
o a Core network segnent
0 a Provider Edge (PE) segnent

According to the technol ogy used for the core network traversal the
transition technol ogi es can be categorized as foll ows:

1. Single-stack: either IPv4 or IPv6 is used to traverse the core
network, and translation is used at one of the edges
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2. Dual -stack: the core network devices inplenent both | P protocols

3. Encapsul ati on-based: an encapsul ati on mechanismis used to
traverse the core network; CE nodes encapsul ate the | PvX packets
in I PvY packets, while PE nodes are responsible for the
decapsul ati on process.

4. Transl ation-based: a translation nmechanismis enployed for the
traversal of the core network; CE nodes translate | PvX packets to
| PvY packets and PE nodes translate the packets back to | PvX

The performance of Dual -stack transition technol ogies can be fully
eval uat ed usi ng the benchnmarki ng net hodol ogi es presented by

[ RFC2544] and [ RFC5180]. Consequently, this document focuses on the
other 3 categories: Single-stack, Encapsul ation-based, and
Transl ati on-based transition technol ogi es.

Anot her inportant aspect by which the IPv6 transition technol ogies
can be categorized is their use of stateful or statel ess mappi ng
al gorithnms. The technol ogies that use stateful mapping al gorithns
(e.g. Stateful NAT64 [RFC6146]) create dynanmic correl ations between
| P addresses or {IP address, transport protocol, transport port
nunber} tuples, which are stored in a state table. For ease of
reference, the IPv6 transition technol ogi es which enploy statefu
mappi ng algorithnms will be called stateful |Pv6 transition
technol ogi es. The efficiency with which the state table is nmanaged
can be an inportant performance indicator for these technol ogies.
Hence, for the stateful 1Pv6 transition technol ogi es additiona
benchmar ki ng tests are RECOVVENDED.

2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

In this docunment, these words will appear with that interpretation
only when in ALL CAPS. Lower case uses of these words are not to be
interpreted as carrying [ RFC2119] significance.

3. Test Setup

The test environnent setup options recommended for IPv6 transition
technol ogi es benchmarking are very simlar to the ones presented in
Section 6 of [RFC2544]. In the case of the tester setup, the options
presented in [ RFC2544] can be applied here as well. However, the
Devi ce under test (DUT) setup options should be explained in the
context of the 3 targeted categories of IPv6 transition

Geor gescu Expi res January 2, 2016 [ Page 4]



Internet-Draft I Pv6 transition tech benchnarking July 2015
technol ogi es: Singl e-stack, Encapsul ati on-based and Transl ati on-
based transition technol ogi es.

Al t hough both single tester and sender/receiver setups are
applicable to this nethodol ogy, the single tester setup will be used
to describe the DUT setup options.

For the test setups presented in this nmeno dynanic routing SHOULD be
enpl oyed. However, the presence of routing and managenent franes can
represent unwanted background data that can affect the benchmarking
result. To that end, the procedures defined in [RFC2544] (Sections
11.2 and 11.3) related to routing and nanagenent franes SHOULD be
used here as well. Moreover, the "Trial description" reconmendations
presented in [ RFC2544] (Section 23) are valid for this nmeno as well

3.1. Single-stack Transition Technol ogi es

For the evaluation of Single-stack transition technologies a single

DUT setup (see Figure 1) SHOULD be used. The DUT is responsible for

translating the | PvX packets into |IPvY packets. In this context, the
tester device should be configured to support both I PvX and | PvY.

e m e e e e e e oo - +
I I
e |1 PvX tester IPVY| <------mmm---- +
I I I I
| e —. + |
I I
| o m e e e e e oo oo + |
I I I I
R >| | PvX DUT I PVY[-----cmmma oo - +
| (transl ator) |
oo +

Figure 1. Test setup 1

3.2. Encapsul ation/ Transl ati on Based Transiti on Technol ogi es

For eval uating the performance of Encapsul ation-based and
Transl ati on-based transition technol ogi es a dual DUT setup (see

Fi gure 2) SHOULD be enpl oyed. The tester creates a network flow of

| PvX packets. The DUT CE is responsible for the encapsul ation or
translation of |PvX packets into | PvY packets. The | PvY packets are
decapsul ated/transl ated back to | PvX packets by the DUT PE and
forwarded to the tester.
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L +
I I
R |1PvX tester I PVX| <--------mmmmmae- - +
I I I I
[ e e e e e e oo oo + [
I I
| . + . + |
I I I I I I
e >| | PvX DUT CE |IPvY|----- > IPvY DUT PE [IPvX------ +
| trans/ encaps | | trans/ decaps |
o e e e e e o oo oo + o e e e e e o oo oo +

Figure 2. Test setup 2

In the case of translation based transition technol ogy, the DUT CE
and DUT PE machi nes MAY be tested separately as well. These tests
can represent a fine grain perfornmance analysis of the IPvX to | PvY
translation direction versus the IPvY to IPvX translation direction
The tests SHOULD follow the test setup presented in Figure 1.

4. Test Traffic

The test traffic represents the experinental workload and SHOULD
meet the requirenents specified in this section. The requirenents
are dedicated to unicast IP traffic. Milticast IP traffic is outside
of the scope of this docunent.

4.1. Frame Formats and Sizes

[ RFC5180] describes the frane size requirenments for two commonly
used nedi a types: Ethernet and SONET (Synchronous Optical Network).

[ RFC2544] covers also other nedia types, such as token ring and
FDDI . The two docunents can be referred for the dual -stack
transition technol ogies. For the rest of the transition technol ogi es
the frane overhead introduced by translation or encapsul ati on MJST
be consi der ed.

The encapsul ation/transl ati on process generates different size
franes on different segments of the test setup. For exanple, the
single-stack transition technologies will create different frame
sizes on the receiving segnent of the test setup, as |PvX packets
are translated to IPvY. This is not a problemif the bandw dth of
the enpl oyed nedia is not exceeded. To prevent exceeding the
limtations inposed by the nedia, the frame size overhead needs to
be taken into account when cal cul ati ng the maxi mum t heoretical frame
rates. The cal cul ation nethods for the two nedia types, Ethernet and
SONET, as well as a calculation exanple are detailed in Appendix A
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In the context of frame size overhead MIU reconmendati ons are needed
in order to avoid frame |oss due to MIU mi smatch between the virtua
encapsul ation/transl ation interfaces and the physical network
interface controllers (NICs). To avoid this situation, the |arger
MIU bet ween the physical NI Cs and virtual encapsul ation/translation
i nterfaces SHOULD be set for all interfaces of the DUT and tester

4.1.1. Frane Sizes to Be Used over Ethernet

Based on the recommendati ons of [RFC5180], the followi ng frane sizes
SHOULD be used for benchmarking Ethernet traffic: 64, 128, 256, 512
1024, 1280, 1518, 1522, 2048, 4096, 8192 and 9216

The theoretical maxi mumframe rates considering an exanple of frane
overhead are presented in Appendi x Al.

4.1.2. Franme Sizes to Be Used over SONET

Based on the recommendati ons of [RFC5180], the frane sizes for SONET
traffic SHOULD be: 47, 64, 128, 256, 512, 1024, 1280, 1518, 2048,
4096 byt es.

An exanpl e of theoretical maxi mumfrane rates calculation is shown
i n Appendi x A2.

4.2. Protocol Addresses

The sel ected protocol addresses should follow the recommendati ons of
[ RFC5180] (Section 5) for IPv6 and [ RFC2544] (Section 12) for |Pv4.

Note: testing traffic with extension headers mi ght not be possible
for the transition technol ogi es which enploy translation

4.3. Traffic Setup

Fol | owi ng the recomendati ons of [RFC5180], all tests described
SHOULD be perfornmed with bi-directional traffic. Uni-directiona
traffic tests MAY also be perfornmed for a fine grained perfornmance
assessnent.

Because of the sinplicity of UDP, UDP neasurenents offer a nore
reliable basis for conparison than other transport |ayer protocols.
Consequently, for the benchmarking tests described in Section 6 of
this docunent UDP traffic SHOULD be enpl oyed

Considering that the stateful transition technol ogi es need to nmanage

the state table for each connection, a connection-oriented transport
| ayer protocol needs to be used with the test traffic. Consequently,
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TCP test traffic SHOULD be enpl oyed for the tests described in
Section 7 of this docunent.

5. Modifiers
The idea of testing under different operational conditions was first
i ntroduced in [ RFC2544] (Section 11) and represents an inportant
aspect of benchmarking network el enments, as it enulates to sone
extent the conditions of a production environment. [RFC5180]
descri bes conpl ementary testing conditions specific to | Pv6. Their
recomendati ons can be referred for IPv6 transition technol ogi es
testing as well.

6. Benchmar ki ng Tests
The benchmarki ng test conditions described in [ RFC2544] (Sections
24, 25, 26) are al so reconmended here. The follow ng sub-sections
contain the list of all recommended benchmarking tests.

6. 1. Throughput
bj ective: To determ ne the DUT throughput as defined in [RFCL1242].
Procedure: As described by [ RFC2544].

Reporting Format: As described by [ RFC2544].

6. 2. Latency
bj ective: To determine the |latency as defined in [ RFC1242].
Procedure: As described by [ RFC2544].

Reporting Format: As described by [ RFC2544].

6. 3. Packet Delay Variation
Considering two of the netrics presented in [ RFC5481], Packet Del ay
Variation (PDV) and Inter Packet Delay Variation (IPDV), it is
RECOMVENDED to nmeasure PDV. For a fine grain analysis of delay
vari ation, |PDV neasurenents MAY be perfornmed as well

6.3.1. PDV

bj ective: To determ ne the Packet Delay Variation as defined in
[ RFC5481] .

Procedure: As described by [RFC2544], first determ ne the throughput
for the DUT at each of the |isted frame sizes. Send a stream of
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franes at a particular franme size through the DUT at the deternined
t hroughput rate to a specific destination. The stream SHOULD be at
| east 60 seconds in duration. Measure the One-way del ay as descri bed
by [RFC3393] for all frames in the stream Calculate the PDV of the
stream using the fornul a:

PDV=Avg(D(i) - Dnin)

Where: D(i) - the One-way delay of the i-th frame in the stream
Dmin - the mnimum One-way delay in the stream

As recommended in RFC 2544, the test MJST be repeated at |east 20

times with the reported val ue being the average of the recorded

val ues. Moreover, the margin of error fromthe average MAY be
eval uated followi ng the fornmul a:

St Dev
MoE= al pha * ----------
sqrt (N)
Where: alpha - critical value; the recommended value is 2.576 for
a 99% | evel of confidence
St Dev - standard deviation
N - nunber of repetitions

Reporting Format: The PDV results SHOULD be reported in a table with
a row for each of the tested frane sizes and colums for the frane
size and the applied frane rate for the tested nedia types. A colum
for the margin of error values MAY as well be displ ayed.

6.3.2. | PDV

bj ective: To determ ne the Inter Packet Delay Variation as defined
in [ RFC5481] .

Procedure: As described by [RFC2544], first determ ne the throughput
for the DUT at each of the listed frane sizes. Send a stream of
frames at a particular frame size through the DUT at the determn ned
throughput rate to a specific destination. The stream SHOULD be at

| east 60 seconds in duration. Measure the One-way del ay as descri bed
by [RFC3393] for all franmes in the stream Calculate the |IPDV for
each of the frames using the fornmula:

IPDV(i)=D(i) - D(i-1)
VWhere: D(i) - the One-way delay of the i th frane in the stream

D(i-1) - the One-way delay of i-1 th frame in the stream
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G ven the nature of IPDV, reporting a single nunber night lead to
over-sunmmari zation. In this context, the report for each nmeasurenent
SHOULD i ncl ude 3 values: Dmin, Davg, and Dmax
VWhere: Dmin - the mnimum One-way delay in the stream

Davg - the average One-way del ay of the stream
Dmax - the maxi mum One-way delay in the stream

As recommended in RFC 2544, the test MJST be repeated at |east 20
tinmes. The average of the 3 proposed val ues SHOULD be reported. The
| PDV results SHOULD be reported in a table with a row for each of
the tested frame sizes. The col ums SHOULD include the frame size
and associated frame rate for the tested nedia types and sub-col ums
for the three proposed reported val ues.

6.4. Frame Loss Rate
bj ective: To determine the frame loss rate, as defined in
[ RFC1242], of a DUT throughout the entire range of input data rates
and frame sizes.
Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].

6. 5. Back-to-back Franes

bj ective: To characterize the ability of a DUT to process back-to-
back frames as defined in [ RFC1242].

Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].
6.6. System Recovery

bj ective: To characterize the speed at which a DUT recovers from an
overl oad condition.

Procedure: As described by [ RFC2544].
Reporting Format: As described by [ RFC2544].
6.7. Reset
bj ective: To characterize the speed at which a DUT recovers froma

device or software reset.
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Procedure: As described by [ RFC2544].

Reporting Format: As described by [ RFC2544].

7. Additional Benchmarking Tests for Stateful IPv6 Transition
Technol ogi es

Thi s section describes additional tests dedicated to the statefu

I Pv6 transition technol ogies. For the tests described in this
section the DUT devices SHOULD follow the test setup and test
paraneters reconmendati ons presented in [ RFC3511] (Sections 4, 5).

In addition to the I Pv4/1Pv6 transition function a network node can
have a firewall function. This docunent is targeting only the

net work devices that do not have a firewall function, as this
function can be benchmarked using the recomendati ons of [RFC3511].
Consequently, only the tests described in [RFC3511] (Sections 5.2,
5.3) are RECOMVENDED. Nanely, the follow ng additional tests SHOULD
be perforned:

7.1. Concurrent TCP Connection Capacity
bj ective: To determ ne the maxi mum nunber of concurrent TCP
connections supported through or with the DUT, as defined in [ RFC
2647]. This test is supposed to find the nmaxi nrum nunber of entries
the DUT can store in its state table.
Procedure: As described by [RFC3511].
Reporting Format: As described by [ RFC3511].

7.2. Maxi mum TCP Connection Establishment Rate
bj ective: To determ ne the maxi mum TCP connection establi shrment
rate through or with the DUT, as defined by RFC [2647]. This test
is expected to find the maxinumrate at which the DUT can update its
connection table.
Procedure: As described by [ RFC3511].
Reporting Format: As described by [ RFC3511].

8. Scalability
Scal ability has been often discussed; however, in the context of

network devices, a formal definition or a neasurenment nethod has not
yet been approached.

Geor gescu Expi res January 2, 2016 [ Page 11]



Internet-Draft I Pv6 transition tech benchnarking July 2015
Scal ability can be defined as the ability of each transition
technol ogy to accomodate network growth

Poor scalability usually |eads to poor performance. Considering
this, scalability can be measured by quantifying the network
performance degradation while the network grows.

The foll owi ng subsections describe how the test setups can be
nodified to create network growth and how t he associ ated perfornance
degradation can be quantifi ed.

8.1. Test Setup

The test setups defined in Section 3 have to be nodified to create
net wor k growt h.

8.1.1. Single-stack Transition Technol ogi es
In the case of single-stack transition technol ogi es the network

growt h can be generated by increasing the nunber of network flows
generated by the tester machine (see Figure 3).

o e e e e e e e e oo +
Fommme e o | NF1 NFL| <------------- +
I R | NF2 tester NF2| <---------- +
|| I I ||
| | E - | NFn NFn| <------ + | |
|| I R LR + I ||
|| | | ||
|| I AR + I ||
| +---->| NFn NFn| ------- + |
|| I DUt I (.
I >| NF2 (transl ator) NF2| ----------- +
R >| NF1 NFL|-------------- +
o e e e e e e e e oo +

Figure 3. Test setup 3
8.1.2. Encapsul ation/Translation Transition Technol ogi es

Simlarly, for the encapsul ation/translati on based technol ogies a
multi-flow setup is recormended. For nost transition technol ogies,
the provider edge device is designed to support nore than one
custoner edge network. Hence, the reconmended test setup is a n:1l
design, where n is the nunber of CE DUTs connected to the sane PE
DUT (See Figure 4).
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o e e e eeeoo oo +
R | NF1 NFL| <---------mnn-- +
I | NF2 tester NF2| <----------- +

|| I I ||
| R | NFn NFn| <------- + |
|| I L LR + I ||
|| I I ||
I B oo R
| | +---> NFn  DUT CEn NFn|--->| NFn NFn| ---+ | ]
| R o | |
|| : | | ||
| R + [ DUT PE [ |
| +------ > NF2 DUT CE2 NF2|--->| NF2 NF2| -------- +

I AR + I I I
| - + |
R > NF1 DUT CE1 NF1|--->|NF1 NFL1|----------- +

e e e e e oo - + e e e o +

Figure 4. Test setup 4

This test setup can help to quantify the scalability of the PE

devi ce. However, for testing the scalability of the DUT CEs
addi ti onal recomendati ons are needed.

For encapsul ati on based transition technol ogies a mn setup can be
created, where mis the nunber of flows applied to the same CE

devi ce and n the nunmber of CE devices connected to the sane PE

devi ce.

For the translation based transition technol ogies the CE devices can
be separately tested with n network flows using the test setup
presented in Figure 3.

8. 2. Benchnar ki ng Perfornmance Degradation

bj ective: To quantify the perfornmance degradation introduced by n
paral Il el network fl ows.

Procedure: First the benchnmarking tests presented in Section 6 have
to be perforned for one network flow

The sane tests have to be repeated for n network flows. The
performance degradati on of the X benchmarki ng di mensi on SHOULD be
calculated as rel ative performance change between the 1-flow results
and the n-flowresults, using the follow ng fornul a:

Xn - X1
Xpd= ----------- * 100, where: X1 - result for 1-flow
X1 Xn - result for n-flows

Geor gescu Expi res January 2, 2016 [ Page 13]



Internet-Draft I Pv6 transition tech benchnarking July 2015
Reporting Format: The performance degradati on SHOULD be expressed as
a percentage. The nunber of tested parallel flows n MIST be clearly
speci fied. For each of the performed benchmarking tests, there
SHOULD be a table containing a colum for each frame size. The table
SHOULD al so state the applied frane rate.

9. Security Considerations

Benchmarki ng activities as described in this meno are linmted to
technol ogy characterization using controlled stinuli in a | aboratory
environment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networ K.

Furt her, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on neasurenments observable external to the DUT/ SUT. Speci al
capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production
net wor ks.

10. | ANA Consi der ati ons

The 1 ANA has allocated the prefix 2001: 0002::/48 [ RFC5180] for |Pv6
benchmar ki ng. For | Pv4 benchmarking, the 198.18.0.0/15 prefix was
reserved, as described in [RFC6890]. The two ranges are sufficient
for benchmarking I Pv6 transition technol ogies.

11. Concl usi ons

The met hodol ogi es described in [ RFC2544] and [ RFC5180] can be used
for benchmarki ng the perfornmance of |Pv4-only, |Pv6-only and dual -
stack supporting network devices. This docunent presents

conmpl enentary recommendati ons dedicated to | Pv6 transition
technol ogi es. Furthernore, the nmethodol ogy includes a tentative
approach for benchmarking scalability by quantifying the performance
degradati on associated with network growh
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Appendi x A Theoretical Maxi mum Frane Rates

Thi s appendi x describes the recommended cal cul ation fornulas for the
theoretical maxinumfranme rates to be enployed over two types of
commonly used nedia. The formul as take into account the frane size
overhead created by the encapsul ation or the translation process.

For exanple, the 6in4 encapsul ati on described in [ RFC4213] adds 20
bytes of overhead to each frane.

A. 1. Ethernet

Considering X to be the frame size and Oto be the frane size
overhead created by the encapsul ation on translation process, the
maxi mum t heoretical frane rate for Ethernet can be cal cul ated using
the follow ng fornul a:

Li ne Rate (bps)

(8bits/byte)*( X+0+20) byt es/ frane

The cal culation is based on the fornula recommended by RFC5180 in
Appendi x Al. As an exanple, the frame rate recomended for testing a
6i n4 i npl enent ati on over 10Md/s Ethernet with 64 bytes frames is:

10, 000, 000( bps)

(8bits/byte)*(64+20+20) byt es/ frame

= 12,019 fps

The conplete list of recommended frame rates for 6ind4 encapsul ation
can be found in the follow ng table:

TS TR [ RS Fom e e oo - TS +
| Frane size | 10 Mo/s | 100 Mo/s | 1000 Mo/s | 10000 Md/s

| (bytes) | (fps) | (fps) | (fps) | (fps) I
Fom e e o Fomm e o Fom e - Fom e e e e - - Fom e e o +
| 64 | 12,019 | 120,192 | 1,201,923 | 12,019,231 |
| 128 | 7,440 | 74, 405 | 744,048 | 7,440, 476

| 256 | 4,223 | 42,230 | 422, 297 | 4,222,973 |
| 512 | 2,264 | 22,645 | 226, 449 | 2,264,493 |
| 1024 | 1,175 | 11,748 | 117,481 | 1,174,812

| 1280 | 947 | 9,470 | 94, 697 | 946, 970 |
| 1518 | 802 | 8,023 | 80,231 | 802,311 |
| 1522 | 800 | 8,003 | 80,026 | 800, 256 |
| 2048 | 599 | 5,987 | 59, 866 | 598, 659 |
| 4096 | 302 | 3,022 | 30,222 | 302,224 |
| 8192 | 152 | 1,518 | 15,185 | 151, 846 |
| 9216 | 135 | 1,350 | 13,505 | 135, 048 |
Fom e e o Fomm e - Fom e o - [ S Fom e e o +
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A 2. SONET

Simlarly for SONET, if X is the target frane size and O the frane
si ze overhead, the recomended forrula for cal cul ati ng the nmaxi mum
theoretical franme rate is

Li ne Rate (bps)

(8bits/byte)*(X+Ot1) byt es/frame

The cal cul ation forrmula is based on the recommendati on of RFC5180 in
Appendi x A2.

As an exanple, the frame rate recommended for testing a 6in4
i npl ement ati on over a 10Md/s PoS interface with 64 bytes frames is:

10, 000, 000( bps)
—————————————————————————————— = 14,706 fps
(8bits/byte)*(64+20+1) byt es/frane

The conplete list of recommended frame rates for 6ind encapsul ation
can be found in the follow ng table:

TS TS [ SR R TS +
| Frane size | 10 Mo/s | 100 Mo/s | 1000 Mo/s | 10000 Mo/ s
| (bytes) | (fps) | (fps) | (fps) | (fps) I
s Fomm e oo - Fomm e e e o - B s +
| 47 | 18,382 | 183,824 | 1,838,235 | 18, 382,353
| 64 | 14,706 | 147,059 | 1,470,588 | 14,705,882 |
| 128 | 8,389 | 83,893 | 838, 926 | 8,389,262 |
| 256 | 4,513 | 45,126 | 451,264 | 4,512,635 |
| 512 | 2,345 | 23,452 | 234,522 | 2,345,216
| 1024 | 1,196 | 11,962 | 119,617 | 1,196,172
| 2048 | 604 | 6,042 | 60,416 | 604, 157 |
| 4096 | 304 | 3,036 | 30, 362 | 303,619 |
TS TS [ SR R TS +
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