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Abst r act

Thi s docunment proposes a schene for overlapped bl ock notion
compensation that could be incorporated into a next-generation video
codec. The schene described is that currently used by Xiph's Daal a
project, which supports variable bl ock sizes w thout introducing any
di scontinuities at block boundaries. This nakes the schene suitable
for use with | apped transforns or other techniques where encodi ng
such discontinuities is expensive.
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1. Introduction
Most current video codecs still use straightforward Bl ock Matching

Al gorithns (BMA) to performnotion conpensation, despite their
simplicity. These algorithns sinply copy a block of pixels froma
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reference frame, possibly after applying a sub-pixel (subpel) filter

to allow for increased notion resolution. Wen the notion vectors

(Mvs) of two adjacent blocks differ, a discontinuity is likely to be
created along the block edge. These discontinuities are expensive to

correct with transform stages that do not thensel ves have
di scontinuities along bl ock edges, such as | apped transforns

[I-D. egge-videocodec-tdlt]. Even with a nore traditional block-based

DCT as the transform stage, the creation of these discontinuities

requires that some residual be coded to correct them (and to activate

loop filtering along these edges) and requires that the size of a

transform bl ock used to code that residual be no larger than the size

of a prediction block (or they will suffer the same efficiency
probl em as | apped transfornms in correcting then

Overl apped Bl ock Mdtion Conpensation (OBMC) avoids discontinuities on

the bl ock edges by copying slightly larger blocks of pixels, and
bl endi ng them together with those of nei ghboring blocks, in an
overl apping fashion. Under the assunption that pixels in the
reference frames are highly spatially correlated, this bl ending
compensates for notion uncertainty at the pixels farthest fromthe
estimated MVs. This inproves the accuracy of the prediction near

bl ock edges, making the expected error nore uniformacross a bl ock

and i nprovi ng codi ng performance over a simlar BMA schene (with
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fixed-size blocks) by 0.4 dB [ KO®5] to 1.0 dB [KK97], dependi ng on
the search strategy used

Non- over | apped BMA schenes that support varying the bl ock size give
much better conpression than fixed-size schenmes [Lee95]. Although
previous formats such as Dirac use OBMC, it has always been with a
(small) fixed bl ending wi ndow size. The size of a block night vary
from say, 4x4 to 16x16 pixels, with each block given a single MW,

but the overlap with neighboring bl ocks remains fixed, linmted by the
smal | est supported bl ock size to, say, 2 pixels on either side of an
edge (the exact sizes in Dirac are configurable, but do not vary
within a frame). This is essentially equivalent to performng
prediction for the entire frame at the smallest block size (4x4) with
an efficient schene for specifying that the same MV be used for many
of the bl ocks.

We propose a subdivision schene for OBMC that supports adaptive

bl endi ng wi ndow si zes, allowi ng nuch |arger blending wi ndows in

bl ocks that are not subdivided, which previous research has suggested
shoul d i nprove prediction performance conpared to fixed-size

wi ndows [ ZAS98]. CQur schene uses sinple w ndow functions that can be
conputed on the fly, rather than stored in large tables, allowing it
to scale to very large block sizes. It adnmits a dynam c progranmm ng
algorithmto optimze the subdivision levels with a reasonable

conpl exity.

2. Adaptive Subdivision OBMC

Tradi ti onal BMA schenes and previous OBMC schenes have a one-to-one
correspondence between bl ocks and MVs, with each bl ock having a
single W. That W is nost reliable in the center of the block
where the prediction error is generally the smallest [ZSNKI02].
Instead, we use a grid of Mvs at the corners of blocks. Wth a
fixed-size grid, away fromthe edges of a frame, this difference is
nostly academ c: equivalent to shifting block boundaries by half the
size of a block in each direction. However, with variable-sized

bl ocks, the distinction becones nore relevant: there is no | onger a
one-to0-one correspondence between bl ocks and MVs. Under the scheme
where MVs correspond to the center of a block, splitting a block
renoves the old MV at the center of the old block and produces new
M/s at the centers of the new bl ocks. Under the schenme where Ms
belong to the corners, splitting a block retains the M/s at the

exi sting corners (corresponding to the sane notion as before), but
may add new MVs at the new bl ock corners

We use square blocks with an origin in the upper-left corner and Xx
and y coordi nates that vary between 0 and 1 within a bl ock. The
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vertices and edges of a block are indexed in a clockw se nanner, as
illustrated in Figure 1.

mv/[ 0] m/[ 1]

\' X ---> /

\ /
O---mmmmme e 1
y | 0 I
| |
[ I
v |3 1]
mv[ 3] I mv/[ 2] I
\ \
\ 2 \
B 2

Figure 1: Vertex and Edge Indices for a Bl ock

In a block with M/s at all four corners, we use normal bilinear
weights to blend the predictions fromeach M. The bilinear weights
for each vertex, W k], at a pixel location (x, y) are defined as

WOl =(1- x)*(1 - y)

W1 = x*(1 - y)

W 2] = x*y

W3l =(1-x)*y
Let "I" be the reference inage, and for sinplicity denote the
predictor I[x + mv[k].x, y + mv[k].y] for the pixel at |ocation
(x, y) with notion vector mv[k] as sinply I(nv[k]). In a regular

grid, with unique notion vectors defined at all four corners of a
bl ock, we predict the interior of the bl ock using

F(mv[0])*w[ O] + I(mv[1])*w1] + 1 (nv[2])*w2] + I (mv[3])*w 3]

In order to extend OBMC to handl e vari abl e bl ock sizes while

mai ntai ning continuity along the edges, we start by inposing the
restriction that the size of two adjacent blocks differ by at nost a
factor of two, which greatly sinplifies the problem To do this, we
borrow a data structure fromthe rel ated graphics problem of surface
simplification, the sem -regular 4-8 nesh [V&O0]. This is nornmally
used to represent subdivisions in a triangle nmesh, but we use it for
vari abl e-si zed quadril ateral s.
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The first four subdivision levels in a 4-8 mesh. Nunbers indicate
vertices with transnmitted MVs. Diagonal lines (on odd |evels) and
doubl e Iines (on even | evels) connect each new vertex to its two
parents at the previous level (in sone cases, this parent may lie
in an adjacent block). Dotted lines indicate additional block
boundari es.

Figure 2: Subdivision Levels in a 4-8 Mesh

Subdi vision in a 4-8 nmesh proceeds in two phases, as illustrated in
Figure 2. In the first phase, a new vertex is added to the center of
a quadrilateral. This subdivides the quadrilateral into four
"quadrants”, but does not add any aditional vertices to the edges.
Such edges are called "unsplit”". 1In the second phase, each of the
quadrilateral’s edges nmay be split and connected to the center
vertex, form ng four new quadrilaterals. One useful property of this
t wo- phase subdivision is that the nunber of vertices in the nesh
merely doubl es during each phase, instead of quadrupling as it would
under normal quadtree subdivision. This provides nore fine-grained
control over the nunmber of MVs transnmitted.
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To ensure that the size of two adjacent blocks differs by no nore
than a factor of two, we assign every vertex two parents in the mesh,
whi ch are the two adjacent vertices fromthe i medi ately precedi ng
subdivision level. A vertex may not be added to the nesh until both
of its parents are present. That is, a level 2 vertex may not be
added to an edge until the bl ocks on either side have had a level 1
vertex added, and a level 3 vertex may not be added to the center of
a block until both of the level 2 vertices have been added to its
corners, and so on.

Therefore, we need only specify how to handl e a bl ock that has
under gone phase one subdivi sion, but still has one or nore unsplit
edges, as illustrated in Figure 3. Such a block is divided into
quadrants, and each is interpol ated separately using a nodified
versi on of the previous bilinear weights.

c  mv[O0] mv[ 1]
0

mv[0] | mv[O] # mv[1] : mv[O] nv[1]
| HRHEHHHBRBHG NS
| BRHEHHRBRHHIIHRS
| #HHHHH BRI
| #HHHHH BB RIS
| #HHHHHARRHH AT
| mv[3] # nv[4] @ nv[4] nmv[5]

q—

mv[0]  nv[4]

(3] | mv[3]  nv[6]

I e ——

Figure 3: Interpolation Setup for Unsplit Edges

The sane two MVs are used along the unsplit edge(s) as before, but we
shift some of the weight used for blending fromthe mddle of the
edge to the exterior corner. Mre precisely, the weights wk] are
repl aced by nodified weights s[k]. For exanple, if c is the index of
the vertex in the exterior corner, (+) denotes addition nodul o four
and ¢ (+) 1 is the index of the corner bisecting the unsplit edge
(the top edge in the figure), then

wc] +0.5*wc (+) 1]
0.5*wc (+) 1]

s[ c]
s[c (+) 1]
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The remai ni ng wei ghts are unchanged. A sinilar nodification is used
if it isc (+) 3 that lies on the unsplit edge. The nodifications
are cunul ative. That is, if both c (+) 1 and c (+) 3 lie on unsplit
edges (as in the hashed region in Figure 3),

s[c] =wc] + 0.5*Wc (+) 1] + 0.5*Wc (+) 3]
s[c (+) 1] = 0.5*wc (+) 1]
s[c (+) 3] =0.5*Wc (+) 3]
sfc (+) 2] =wc (+) 2]

This defintiion of the blending weights clearly natches an adjacent

bl ock along an unsplit edge, regardl ess of whether or not that block
has been split. Careful examination will verify that it also matches
other quadrants along the interior edges. Each weight can be
evaluated with finite differences at the cost of one add per pixel
pl us setup overhead. The bl ending can be done with three nultiplies
per pixel by taking advantage of the fact that the weights sumto
one, just as with regular bilinear interpolation

The mesh itself may require nore vertices than an unconstrai ned nesh
to achieve a given level of subdivision in a |ocal area, but requires
fewer bits to encode the subdivision itself, sinply because there are
fewer adm ssable nmeshes. As long as a (0, 0) M residual can be
efficiently encoded, the worst-case rate of the 4-8 nmesh should be
close to that of a similar, unconstrai ned nesh.

This process can be extended to handl e bl ocks that differ by nore
than one | evel of subdivision, so |long as the edge between them
remains entirely unsplit. For exanple, to handl e bl ock sizes that
differ by a factor of four, instead of shifting half the bl ending
wei ght fromone vertex to the other, one sinply needs to shift 1/4,
1/2, or 3/4 of the weight, depending on the |ocation of the block
along the unsplit edge. However, the 4-8 nmesh is no | onger suitable
for describing which vertices can appear in the nesh, and sone
nmodi fi cations ot the adaptive subdivision algorithmin Section 3.2
are required. We have not yet inplenmented these extensions.

3. Inplenentation and Motion Estimation

The algorithnms in Section 2 have been inplenented in the Daal a video
codec [Daal a-website]. W use themto produce a conplete "notion
conpensated reference frame", which is then | apped and transforned
(in both the encoder and decoder) [I-D.egge-videocodec-tdlt] to nake
it available as a frequency-domain predictor for the transform

stage [I-D.valin-netvc-pvq]. The full source code, including all of
the OBMC work described in this draft is available in the project git
repository at [1].

Terriberry Expi res January 7, 2016 [ Page 7]



Internet-Draft Codi ng Tool s July 2015

Luma bl ocks are square with sizes ranging from 32x32 to 4x4. The
corners of the MV blocks are aligned with the corners of the
transform bl ocks. An earlier design had the MV bl ocks offset from
the transform bl ocks, so that Mvs rermained in the center of the
transform bl ocks at the coarsest level, with an extra ring of
implicit (0, 0) Mvs around the frame (to keep the m ni mum nunber of
transmitted MVs the sanme as with BMA). However, we found that there
was essentially no performance difference between the two approaches
(see conmt 461310929fc5). Sone things are sinpler with the current
approach (all of the special cases for the inplicit (0, 0) M/s go
away), and sone things are nore conplicated, but nost of the
complications are confined to the conputation of MV predictors.

The encoder performs rate-distortion (R-D) optimzation during notion
estimation to bal ance the prediction error (D) attainable against the
nunber of bits required to achieve it (R, e.g., mnimzing

J = D + | anbda*R

The value of lanbda is obtained directly fromthe target quantizer
setting.

We use the Sum of Absolute Differences (SAD) in the luma plane as our
distortion nmetric for the first three stage of the search, and use
the Sum of Absolute Transformed Difference (SATD) during a fina
subpel refinement stage (with an appropriate adjustnment to | anbda).

We approximate the rate of small M conponents (with a nmagnitude | ess
than 3 after subtracting a predictor) using statistics fromthe
previous frame, plus one sign bit for each non-zero conponent.

Larger MW conponents have an additional non-adaptive rate cost added
that increases logarithmcally with the MW magnitude. The rate term
for each vertex also includes a bit for each flag that indicates the
presence of a child (2 per vertex on average). The real notion
information is adaptively arithnetic

encoded [I-D.terriberry-netvc-codi ngtools], but these approxinmations
avoid having to update the rate termfor every W every tine a single
MV i s changed.

We use a nedi an-of -four predictor for alnobst every MV, as illustrated
in Figure 4. The niddle two val ues of each W conponent are
averaged, rounding towards even values. There are two exceptions.

If an MW required for prediction lies outside the frane, a (0, 0) W
is substituted in its place. If an M/ required for prediction lies

i nside a 32x32 bl ock that cones after the current one in raster
order, then that MWV is ignored and we use the nedian of the three
remai ning Ms. This occurs when predicting Ms on even | evel s that
lie on the right or bottom edges of a 32x32 block. MSs on the top
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and left edges of the frame are considered to belong to the 32x32
bl ock below or to the right, respectively (that is, the correspondi ng
MV in that block is not ignored).

I
I
B O R (O (@]
[\ _ H _ 1]
| \ H ) |
| \ H ) |
| \ H _ |
| \ H [/ |
| \' H/ |
I | VL I
EG = SXemmmm e +
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H
Odd Level s Even Level s

X - MW being predicted

O - W used for prediction. Except at level 0, these are all
ancestors of the W being predicted, and thus are required
to be present.

+ - W grid point not used for prediction (mght not be coded)

Figure 4: The Predictors Used for M/s at Each Level

The current bitstreamencodes Ms | evel -by-level for the entire

frane. It is expected at sone point that this will be mgrated to
code all the Mvs for a single 32x32 block at a time. This is the
reason for excluding predictors outside of the current 32x32 bl ock

The nunber of conbinations of subdivision | evels and M/s avail abl e
make finding a globally optinal set of paraneters inpractical. The
probl em of finding optinal subdivision |evels alone is known to be
NP-hard [ AS94]. The estimation procedure outlined bel ow attenpts to
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bal ance speed with conpression performance, though it could certainly
be inproved with future research.

3.1. Initial Estinmtes

First we produce an initial MV estinmate at each point in the fully-
subdi vided grid using BMA. W conpute several M/ candidates from
spatial and tenporal neighbors and assumi ng constant speed or

accel eration. The candidates are grouped into sets by reliability
and the search ternminates early if the best candidate froma set has
a SAD bel ow a dynamically chosen threshold. Oherwi se, a loca
gradient search is perfornmed using a square pattern around the best
candi date vector. The thresholds ensure extra conputation time is
spent only on bl ocks whose predictor can be reasonably expected to
i mprove. Although we | ook solely at SAD to determ ne whether to
continue the search, the candi dates thensel ves are ranked using the
full R Dcost metric, J.

Level 0 searches using (non-overl apped) 32x32 bl ocks centered on the
corresponding grid points, while the next two | evels use 16x16

bl ocks, the next two levels 8x8, and so on. MSs are estimated from
the coarsest levels to the finest, to allow for the accurate
conmputation of MV predictors used in the rate estimates. As the nesh
i s subdivided, existing grid points do not have their MWs re-
estimated with smaller block sizes, even though the area that those
Mvs woul d influence in a grid subdivided to that |evel is reduced.

All Mvs are estimated only up to whol e-pel accuracy at this stage.

3.2. Adaptive Subdivision

The second stage of notion estimation fixes the nmesh subdi vision
During this stage, the SAD for each block is conputed using full OBMC
instead of BMA. The Mvs produced in the previous stage are held
fixed in this one. Only the nesh subdivision | evel changes.

The extra subdivision required to add a vertex to the 4-8 nesh is
simlar to the inplicit subdivision used by Zhang et al. in their
vari abl e bl ock size OBMC schene [ZAS98]. The difference is that we
optim ze over and encode such subdivision explicitly. W use a
global R-D optim zation strategy with general nesh decimations, as
proposed by Balneli [Bal0l]. This is a greedy approach that starts
with a full mesh and successively decimates vertices. Restricting
deci mati on candi dates to the | eaves of the mesh can frequently
produce sequences where decimating a MV (reducing rate) causes
distortion to go _down_, clearly indicating that the previous rate

al | ocation was not optimal. GCeneral nmesh deci mations, on the other
hand, allow any MV to be renoved at a given step, not just the
| eaves. |If a non-leaf is decimated, all of its children are
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decimated as well. This hel ps snooth out non-nonotonicities in the
di stortion nmeasure during the decimation process, especially at |ow
rates

The following notation is used to describe the algorithm The
current mesh is denoted by M and Mv is the "nerging domain" of v in
M the set of vertices in Mthat nust be renoved to renove v. This
includes v and all of its undecimated children. Additionally, the
variation dU Mv) contains the pairs (dD(Mv), dR(Mv)): the change
in distortion (SAD) and rate (bits) caused by renoving Mv fromM
We also refer to the change in SADin a single block b caused by
removing a single vertex v as dD b(v). Finall, Av is the set of
ancestors of vin M Sone nminor additions to Balnelli’s origina
algorithmare nmade to handle the fact that distortion is measured
over squares, not triangles. The steps of the algorithm are:

1. For all v, conpute dU(Myv).
2. Do

(a) Let v* be the value of v in Mfor which -dD(Mv)/dR(MV) is
the smal |l est.

(b) If -dD(Mv*)/dR(M v*) > |anbda, stop.

(c) For all win Mv*, sorted by depth from deepest to
shal | owest :

i For all ain Aw subtract dU Mw fromdU(Ma).
ii. Remove w fromthe nesh.

. If wwas on an even level, then for each adjacent
block b with a w in Msuch that w lies on the sane
| evel as w

A. Let d be change in dD b(w ) before and after
deci mati ng w.

B. For all win{w} UAW \ Aw add d to dD(M a).

These steps ensure that dU Myv) contains the up-to-date changes in
the global rate and distortion after each merging donain is

deci mated. This update process properly accounts for overl apping
mer gi ng domai ns due to an inclusion-exclusion principle. See
Balmelli for details [Bal0l1l]. Step 2(c)iii handles the case of

deci mati ng one corner of a block, w, when the opposite corner, W,
remains. This changes dD b(w ), the cost of decinmating the opposite
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corner, and that change nmust be propagated to each nerging domain to
which w belongs. No change needs to be nmade to the common ancestors
of wand w however: once dD(Mw ) is updated, the normal update
process that will be executed when w is decimated is sufficient.

The addition of these extra steps does not affect the conputationa
conplexity of the algorithmwhich is Theta(n log n), where n is the
size of the initial mesh.

The distortion nmeasurenents needed to initialize and update dU(Mv)
can be conputed once, in advance, by conputing the SAD val ue of each
block in all sizes and with all possible conbinations of unsplit
edges. Al told, each pixel in the image is used in exactly 13 SAD
comput ations (one for the largest block size, with no unsplit edges,
and for for each additional block size). Also, since the nesh only
undergoes six levels of subdivision, there are only a small nunber of
uni que nergi ng domai ns and ancestor sets. These can be conputed
offline and stored in tables to sinplify the decimati on process. To
compute the set difference Aw \ Aw we note that wand w share a
singl e conmon parent, p. The common ancestors of wand w are now
fornmed by the set {p} U A p, neaning one can add d to the nodes in

A W and then subtract it fromthe nodes in {p} UAp to effect the
set difference in Step 2(c)iiiB. Aternatively, one could sinply use
a |l arger set of |ookup tables.

3.3. lterative Refinenent

The next stage uses the iterated dynam c progranm ng (DP) proposed by
Chen and Wllson to refine the M/s, accounting for their

i nt erdependencies [CWO0]. |In this schenme, a single row (resp
colunmm) of MVs is optimzed at a tine using a Viterb
trellis [For73], while the rest remain fixed. |If there is no direct

bl ock edge between two consecutive MVs in a row (resp. columm) then
the trellis stops, and a new one is started. This continues unti

the entire row (resp. colum) has been exam ned. The process is then
repeated until the total change in Lagrangian cost, J, falls below a
gi ven threshol d.

3.3.1. Rate and Distortion Changes

We use the change in rate and distortion to conpute the cost of each
path in the trellis. A single MW can influence the distortion of as
many as 12 nei ghboring blocks. Only the ones to the left (resp.
above) are added to the current cost of each path. Wen the
following W is chosen, an additional 2 to 8 blocks may be added. |If
necessary, the blocks to the right (resp. below) are added after the
last W in the trellis.
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Unfortunately, the rate of a MV depends on the val ues of the M/s used
to predict it. Chen and WIIlson assune MVs use 1-D differentia
coding, as in MPEG 1. Wth our prediction schenme, several (not
necessarily consecutive) MVs on the DP path nay be used to predict a
given MV, and the corresponding change in rate is not known until a
M has been chosen for all of them

If we were to consider all possible conbinations of candi dates for
the predictors, the nunber of trellis edges would increase by severa
orders of mmgnitude. This seens excessively wasteful, since as |ong

as the changes to the W/s are snmall, the nedi an operation ensures
only one or two of themare likely to have any influence on the
predicted value in the first place. Instead, we i mediately conpute

the rate change in each predicted vector---excluding those that
thenselves lie further along the DP path, since we do not yet know
what MWW will be encoded. W do this assunming all Ms not already
considered by the DP renmain fixed, and add the change to the cost of
the current path. |If changing a subsequent MV on the path causes the
rate of one of these predicted M/s to change again, the new rate
change is used fromthen on.

Because we essentially discard a |large nunber of trellis states of
limted utility, we mght theoretically discard the path that does
not change any MVs, even though its true cost is |lower than the ones
we keep. Thus, as a safety precaution, we check the final cost of
the best path, and do not apply it if it is greater than zero. This
does occur in practice, but very rarely.

O her, sinpler alternatives to this approach are al so possible. For
exanple, we tried only considering rate changes for M/s on the actua
DP path, which is nuch |like Chen and Wl son’s approach. However, on
franes with conpl ex notion, we have seen dramatic inprovenents in
visual quality and notion field snmoothness by properly accounting for
all rate changes. This is because a level 0 MW, for exanple, may be
used to predict up to 24 other M/s, only 8 of which Iie on a given DP
path. In a dense nesh, the rate changes off the path nmay doninate
the ones on it.

3.3.2. Complexity Reduction

Chen and W1l son showed that using a logarithnmc search instead of an
exhaustive one for the DP resulted in an average PSNR | oss of only
0.05 dB and an average MV bitrate increase of 55 bits per frame. W
take an even nore aggressive approach, and replace the logarithmc
search with a di anond search. Because the conplexity of a given DP
chain increases quadratically in the nunber of MV candi dates at each
node, reducing the candidate count can give a substantial perfornmance
boost .
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The | ogarithmic search uses a 9-candi date square pattern in each
stage. The displacenments used in the pattern shrink by a factor of
two in each phase. Chen and WIIlson used a 3-phase search to achieve
an effective search radius of +/- 7x7 pixels. |In our framework, this
requires examning 3x9**2 = 243 trellis edges per M/ for one ful
iteration. However, the |arge displacenent patterns only alter a
smal | nunber of M/s that have usually been grossly m s-estinated.
They are even likely to cause further ms-estimation in areas with
repeated structure or lack of texture, which nmakes further refinenent
| ess effective.

One alternative is to sinply discard them and only performthe
square pattern search with one-pixel displacenments. The chance of
being trapped in a local mnimumis increased, but three tines as
many iterations can be performed in the same anobunt of time. On the
other hand, a small dianond search pattern has only 5 candi dates
making it even nore attractive. This allows nore than nine tines as
many iterations as the full logarithnic search in the same anmpbunt of
time. W support using the dianond search pattern, the square search
pattern, and the square search pattern with logarithmc step sizes
with various conplexity settings, but by default run with only the
di anond pattern with a single step size. The logarithm c square
pattern search saves between 0.6% and 1.2%rate on netrics, but adds
50%to the total encode tine.

The conput ati onal conplexity of this iterative refinenent is stil
relatively high. 1In a single iteration, each of the four edges of a
bl ock are traversed exactly once by a DP path, during which its SAD
is evaluted 25 tines, for a total of 100 SAD cal cul ati ons per bl ock
This is nearly as many as full search BMA with a +/- 6x6 wi ndow, and
computing our bl ended predictors already has higher conplexity. Thus
it is not suitable for a real-tinme inplenentation, but it can easily
be di sabl ed, or even lighter-weight versions designed.

3.3.3. Subpel Refinenent

The sane sam | di anond-pattern search can be used to refine the
nmotion vectors to subpel precision. A square pattern is also
supported at the highest conplexity |level, and saves an additiona
0.5%to 0.7%on bitrate, but is half the speed of the default
settings. CQur inplenentation supports half-, quarter-, or eigth-pe
resolution MVs. First, the DP process is iterated with the small

di anmond and hal f-pel displacenments until the change in Lagrangi an
cost, J, for an iteration falls below a given threshol d.

Fi ner resolutions are only used if they provide an overall R-D

benefit, which is tested on a frane-by-franme basis. First, iteration
is done with quarter-pel displacenents, followed, if successful, by

Terriberry Expi res January 7, 2016 [ Page 14]



Internet-Draft Codi ng Tool s July 2015

4.

4.

eigth-pel. |If the decrease in SAD fromthe finer resolution Ms
cannot bal ance the (approximately) 2 bit per MV increase in bitrate,
then the coarser vectors are used instead.

Subpel interpolation is perforned using a separable 6-tap pol yphase
filter bank. Only eight filters are currently used, one for each
subpel offset at eigth-pel resolution. |If chroma is decimated (for
4:2:0 video) and eigth-pel M/s are used, then the W is divided by
two and rounded to the nearest even value to select an appropriate
subpel filter.
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