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Abst ract

In the context of WbRTC, the concept of a local TURN proxy has been
suggested, but not reviewed in detail. WDRTC applications are

al ready using TURN to enhance connectivity and privacy. This
docunent expl ains how | ocal TURN proxi es and WebRTC applications can
wor k toget her.
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1. Introduction

TURN [ RFC5766] is a protocol for communication between a client and a
TURN server, in order to route UDP traffic to and fromone or nore
peers. As noted in [ RFC5766], the TURN rel ay server "typically sits
in the public Internet”. 1In a WbRTC context, if a TURN server is to
be used, it is typically provided by the application, either to
provi de connectivity between users whose NATs woul d ot herw se prevent
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it, or to obscure the identity of the participants by concealing
their |1 P addresses from one anot her.

In many enterprises, direct UDP transnissions are not permtted
between clients on the internal networks and external |P addresses,
so nedia nust flow over TCP. To enable WDbRTC services in such a
situation, clients nust use TURN-TCP, or TURN-TLS. These
configurations are not ideal: they send all traffic over TCP, which
| eads to higher |atency than woul d ot herwi se be necessary, and they
force the application provider to operate a TURN server because
WebRTC endpoi nts behi nd NAT cannot typically act as TCP servers.
These configurations may result in especially bad behaviors when
operating through TCP or HITP proxies that were not designed to carry
real -tinme nedia streans.

To avoid forcing WebRTC nedia streans through a TCP stage, enterprise
network operators nmay operate a TURN server for their network, which
can be discovered by clients using TURN Aut o- Di scovery
[I-D.ietf-tramturn-server-discovery], or through a proprietary
mechanism This TURN server may be placed inside the network, with a
firewall configuration allowing it to conmunicate with the public
internet, or it nmay be operated by a third party outside the network,
with a firewall configuration that allows hosts inside the network to
conmunicate with it. Use of the specified TURN server may be the
only way for clients on the network to achieve a high quality WebRTC
experience. This scenario is required to be supported by the WbRTC
requi renents docunent [I-D.ietf-rtcweb-use-cases-and-requirenents]
Section 3.3.5.1.

When the application intends to use a TURN server for identity

cl oaki ng, and the enterprise network adninistrator intends to use a
TURN server for connectivity, there is a conflict. In current WbRTC
i mpl ement ati ons, TURN can only be used on a single-hop basis in each
candi date, but using only the enterprise’'s TURN server reveals

i nformati on about the user (e.g. organizational affiliation), and
using only the application’s TURN server may be bl ocked by the
network administrator, or may require using TURN-TCP or TURN TLS
resulting in a significant sacrifice in |atency.

To resolve this conflict, we introduce Recursively Encapsul ated TURN
a procedure that allows a WDbRTC endpoint to route traffic through
mul ti pl e TURN servers, and get inproved connectivity and privacy in
return.
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Vi sual Overvi ew of RETURN
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Figure 1: Basic WbRTC I CE Candi dates with TURN Server

Figure 1 shows a browser |ocated inside a hone or enterprise network
whi ch connects to the Internet through a Network Address Transl ator
and Firewall (NAT/FW. A TURN server in the Internet cloud is also
shown, which is provided by the WbRTC application via the JavaScri pt
| ceServers object.

A WbRTC application can use a TURN server to provide NAT traversal
but also to provide privacy, routing optinizations, |ogging, or

possi bly other functionality. The application can acconplish this by
forcing all traffic to flow through the TURN server using the
JavaScript RTCl ceTransportPolicy object [I-D.ietf-rtcweb-jsep].

Since this TURN server is injected by the application, we will refer
to it as an Application TURN server.

Schwartz & Uberti Expi res Novenber 14, 2015 [ Page 4]



Internet-Draft RETURN May 2015

out si de network

|l
/ \ |1 NAT/ FW

| host O | ]
I I / | | \
| srflx|............. [ oo (0]
I I I |l I
I I I |l I
I I | [ I
I I |/ [l \
[ (border)|- - - - - - -| |- - - - - -0 |
I I | || |
I I | |l |
I I | |l |
I I || || |
I I [\ [ I
A\ / \ | /

||

Br owser Border TURN |

server in DVZ ||

KEY (@] Candi dat e

..... Non encapsul at ed
- - - TURN encapsul ated
| Net wor k edge

Fi gure 2: WebRTC | CE Candi dates with DMZ TURN Server

Figure 2 shows a TURN server co-resident with the NAT/FW i.e. in the
DVZ of the FW This TURN server m ght be used by an enterprise, ISP
or hone network to enabl e WbRTC nmedia flows that woul d otherw se be
bl ocked by the firewall, or to inprove quality of service on flows
that pass through this TURN server. This TURN server is not part of
a particular application, and is managed as part of the border

control system so we call it a Border TURN Server

Figure 2 shows the port allocated on this TURN server as "(border)",
not any particular candidate type, to distinguish it fromthe other
ports, which have been represented as | CE candi dates in accordance
with the WebRTC specifications. This case is different, because

unli ke an Application TURN server, there is not yet any specification
for how WbRTC should interact with a Border TURN server. Under what
conditions shoul d WbRTC al |l ocate a port on a Border TURN server?
How shoul d WebRTC represent that port as an | CE candidate? This
draft serves to answer these two questions.
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Figure 3: WebRTC | CE Candi dates with Application and Border TURN
Servers

In Figure 3, there is both an Application TURN server and a Border
TURN server. The Firewall is blocking UDP traffic except for UDP
traffic to/fromthe Border TURN server, so only the "(border)" port
all ocation will work. However, there is no specified way for WebRTC
to use this port as a candidate. Mreover, this port on its own
woul d not be sufficient to satisfy the user’s needs. Both TURN
servers provide inportant functionality, so we need a way for WebRTC
to select a candidate that uses both TURN servers

The solution proposed in this draft is for the browser to inplenent

RETURN, whi ch provides a candidate that traverses both TURN servers
as shown in Figure 4.
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Figure 4: WebRTC | CE Candi dates with Application TURN and Border TURN
Proxy Servers

The Browser in Figure 4 inplenents RETURN, so it allocates a port on
the Border TURN server, now referred to as a Border TURN Proxy by
anal ogy to an HTTP CONNECT or SOCKS Proxy (see Figure 5), and then
runs STUN and TURN over this allocation, resulting in three

candi dates: relay2, srflx2, and host2. The relay2 candi date causes
traffic to fl ow through both TURN servers by encapsul ati ng TURN
within TURN - hence the nanme Recursively Encapsul ated TURN ( RETURN).

The host2 and srflx2 candidates are probably identical, so one wll
be dropped by ICE. If the NAT/FW bl ocks UDP and the application uses
only relay candidates, then the relay2 candidate will be sel ected.

O herwi se, the other candidates will be used, in accordance with the
usual | CE procedure.

Only the browser needs to inplement the RETURN behavi or - both the
Border TURN Proxy and Application TURN servers’ TURN protocol usage
i s unchanged.

Note that this arrangenent preserves the end-to-end security and
privacy features of WbRTC nedia flows. The ability to steer the
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media flows through nultiple TURN servers while still allow ng
end-to-end encryption and authentication is a key benefit of
RETURN.
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Figure 5: Simlarity between HTTP/ HTTPS Proxy and TURN Proxy

3. GCoals

These goals are requirenents on this docunent (not on inplenmentations

of the specification).

3.1. Connectivity

As noted in [I-D.ietf-rtcweb-use-cases-and-requirenents]
Section 3.3.5.1 and requirenent F20, a WDbRTC browser endpoi nt MJST
be able to direct UDP connections through a designated TURN server

configured by enterprise policy (a "proxy").
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It MJUST be possible to configure a WebRTC endpoi nt that supports
proxies to achi eve connectivity no worse than if the endpoint were
operating at the proxy’ s address.

For efficiency, network adm nistrators SHOULD be able to prevent
browsers fromattenpting to send traffic through routes that are
al ready known to be bl ocked.

3.2. Independent Path Contro

Bot h network adm nistrators and application devel opers may wish to
direct all their UDP flows through a particular TURN server. There
are many goals that night notivate such a choice, including

o inproving quality of service by tunneling packets through a
network that is faster than the public internet,

o nonitoring the usage of UDP services

o troubl eshooting and debuggi ng probl ematic services,

o |logging connection netadata for |egal or auditing reasons,
o recording the entire contents of all connections, or

0o providing partial |IP address anonym zation (as described in
[I-D.ietf-rtcweb-security] Section 4.2.4).

4. Concepts
To achi eve our goals, we introduce the foll owi ng new concepts:
4.1. Proxy

In this docunment a "proxy" is any TURN server that was provided by
any mechani sm ot her than through the standard WebRTC- application | CE
candi date provisioning APl [I-D.ietf-rtcweb-jsep]. W call it a
"proxy" by anal ogy with SOCKS proxies and similar network services,
because it perforns a sinmilar function and can be configured in a
simlar fashion.

If a proxy is to be used, it will be the destination of traffic
generated by the client. (There is no anal ogue to the transparent/

i ntercepting HTTP proxy configuration, which nodifies traffic at the
network | ayer.) Mechanisns to configure a proxy include Auto-

Di scovery [I-D.ietf-tramturn-server-di scovery] and | ocal policy
([I-D.ietf-rtcweb-jsep], "ICE candidate policy").

Schwartz & Uberti Expi res Novenber 14, 2015 [ Page 9]



Internet-Draft RETURN May 2015

In an application context, a proxy may be "active" (producing
candi dates) or "inactive" (not in use, having no effect on the
cont ext).

4.2. Virtual interface

A typi cal WbRTC browser endpoint may have nultiple network
interfaces available, such as wired ethernet, wireless ethernet, and
WAN. In this docunent, a "virtual interface" is a procedure for
generating | CE candi dates that are not sinply generated by a
particul ar physical interface. A virtual interface can produce
"host", "server-reflexive", and "relay" candi dates, but nay be
restricted to only sonme type of candidate (e.g. UDP-only).

4.3. Proxy configuration |eakiness

"Leaki ness" is an attribute of a proxy configuration. This docunent
defines two values for the "l eakiness" of a proxy configuration

"l eaky" and "seal ed". Proxy configuration, including |eakiness, may
be set by local policy ([I-D.ietf-rtcweb-jsep], "ICE candidate
policy") or other mechanisns.

A |l eaky configuration adds a proxy and also all ows the browser to use
routes that transit directly via the endpoint’s physical interfaces
(not through the proxy). |In a leaky configuration, setting a proxy
augrments the available set of |ICE candidates. Miltiple |eaky-
configuration proxies may therefore be active sinultaneously.

A seal ed proxy configuration requires the browser to route all WbRTC
traffic through the proxy, elinmnating all |CE candi dates that do not
go through the proxy. Only one seal ed proxy may be active at a tine.

Leaky proxy configurations allow nore efficient routes to be

sel ected. For exanple, two peers on the sane LAN can connect
directly (peer to peer) if a leaky proxy is enabled, but nust

"hai rpin" through the TURN proxy if the configuration is seal ed.
However, seal ed proxy configurations can be faster to connect,
especially if many of the peer-to-peer routes that ICE will try first
are bl ocked by the network’s firewall policies.

4.4, Seal ed proxy rank

In sone configurations, an endpoint may be subject to multiple seal ed
proxy settings at the same time. |In that case, one of those settings
wi Il have highest rank, and it will be the active proxy. In a given
application context (e.g. a webpage), there is at npbst one active
seal ed proxy. This docunent does not specify a representation for
rank.
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5. Requirements
5.1. ICE candi dates produced in the presence of a proxy

When a proxy is configured, by Auto-Discovery or a proprietary neans,
the browser MJUST NOT report a "relay" candidate representing the
proxy. Instead, the browser MJST connect to the proxy and then, if
the connection is successful, treat the TURN tunnel as a UDP-only
virtual interface.

For a virtual interface representing a TURN proxy, this neans that
the browser MJST report the public-facing | P address and port
acquired through TURN as a "host" candi date, the browser MJST perform
STUN t hrough the TURN proxy (if STUN is configured), and it MJST
perform TURN by recursive encapsul ati on through the TURN proxy,
resulting in TURN candi dates whose "raddr" and "rport" attributes

mat ch the acquired public-facing | P address and port on the proxy.

Because the virtual interface has sone additional overhead due to
indirection, it SHOULD have |ower priority than the physica
interfaces if physical interfaces are also active. Specifically,
even host candi dates generated by a virtual interface SHOULD have
priority O when physical interfaces are active (sinmlar to [ RFC5245]
Section 4.1.2.2, "the local preference for host candidates froma VPN
i nterface SHOULD have a priority of 0").

5.2. Leaky proxy configuration

If the active proxy for an application is |eaky, the browser should
undertake the standard | CE candi date di scovery nechani sm[RFC5245] on
the avail abl e physical and virtual interfaces.

5.3. Seal ed proxy configuration

If the active proxy for an application is seal ed, the browser MJST
NOT gat her or produce any candi dates on physical interfaces. The
WebRTC i npl ementati on MUST direct its traffic fromthose interfaces
only to the proxy, and perform | CE candi date discovery only on the
single virtual interface representing the active proxy.

5.4. Proxy rank
Any browser mechani smfor specifying a proxy SHOULD all ow the caller

to indicate a higher rank than the proxy provided by Auto-Di scovery
[I-D.ietf-tramturn-server-discovery].
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5.5. Miltiple physical interfaces

Sone operating systens allow the browser to use nmultiple interfaces
to contact a single renote I P address. To avoid produci ng an
excessi ve nunber of candi dates, WbRTC endpoi nts MJST NOT use
mul ti ple physical interfaces to connect to a single proxy

simul taneously. (If this were violated, it could produce a number of
virtual interfaces equal to the product of the nunber of physica
interfaces and the nunmber of active proxies.)

For strategies to choose the best interface for conmunication with a
proxy, see [I|-D.reddy-mrusic-ice-best-interface-pcp]. Sinlar

consi derati ons apply when connecting to an application-specified TURN
server in the presence of physical and virtual interfaces.

5.6. |1Pv4 and | Pv6

A proxy MAY have both an IPv4 and an | Pv6 address (e.g. if the proxy
is specified by DNS and has both A and AAAA records). The client NMAY
try both of these addresses, but MJST sel ect one, preferring |Pv6,
before allocating any renote addresses. This corresponds to the the
Happy Eyebal | s [ RFC6555] procedure for dual -stack clients.

A proxy MAY provide both I Pv4 and | Pv6 renpte addresses to clients
[ RFC6156]. A client SHOULD request both address fanmilies. |If both
requests are granted, the client SHOULD treat the two addresses as
host candi dates on a dual -stack virtual interface.

5.7. Unspecified |eakiness

If a proxy configuration mechani sm does not specify | eakiness,
browsers SHOULD treat the proxy as leaky. This is simlar to current
WebRTC i npl ement ati ons’ behavior in the presence of SOCKS and HTTP
proxi es: the candidate allocation code continues to generate UDP
candi dates that do not transit through the proxy.

5.8. Interaction wi th SOCKS5- UDP

The SOCKS5 proxy standard [ RFC1928] permits conpliant SOCKS proxies
to support UDP traffic. However, nost inplenentations of SOCKS5
today do not support UDP. Accordingly, WbRTC browsers MJST by
default (i.e. unless deliberately configured otherw se) treat SOCKS5
proxi es as |eaky and having | ower rank than any configured TURN

pr oxi es.
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5.9. Encapsul ati on overhead, fragnentation, and Path MIU

Encapsul ating a link in TURN adds overhead on the path between the
client and the TURN server, because each packet nust be wapped in a
TURN nessage. This overhead is sonetines doubled in RETURN proxying.
To avoi d excessive overhead, client inplenmentations SHOULD use
Channel Bi nd and Channel Dat a nessages to connect and send data through
proxi es and application TURN servers when possible. dients MAY

buf fer nessages to be sent until the Channel Bind conmand conpl et es
(requiring one round trip to the proxy), or they MAY use

Creat ePermi ssion and Send nessages for the first few packets to
reduce startup latency at the cost of higher overhead.

Addi ng overhead to packets on a |ink decreases the effective Maximum
Transmissible Unit on that link. Accordingly, clients that support
proxying MJST NOT rely on the effective MIU conplying with the
Internet Protocol’s m ni mum MU requi r enent.

Channel Dat a messages have constant overheard, enabling consistent
ef fective PMIU, but Send nessages do not necessarily have constant
overhead. TURN nessages may be fragmented and reassenbled if they
are not marked with the Don't Fragnent (DF) IP bit or the DONT-
FRAGVENT TURN attribute. dient inplenmentors should keep this in
m nd, especially if they choose to inplenment PMIU di scovery through
t he proxy.

5. 10. Interaction with alternate TURN server fall back

As per [RFC5766], a TURN server MAY respond to an All ocate request
with an error code of 300 and an ALTERNATE- SERVER i ndication. Wen
connecting to proxies or application TURN servers, clients SHOULD
attenpt to connect to the specified alternate server in accordance
with [RFC5766]. The client MJST route a connection to the alternate
server through the proxy if and only if the original connection
attenpt was routed through the proxy.

5.11. Reusing the sane TURN server

It is possible that the sane TURN server may appear nore than once in
the network path. For exanple, if both endpoints configure the sane
seal ed proxy, then each peer will only provide candidates on this
proxy. This is not a problem and will work as expected.

It is also possible that the sane TURN server could be used by both
the enterprise and the application. It mght appear attractive to
connect to this server only once, rathering connecting to it through
itself, in order to avoid inposing unnecessary server |oad. However,
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6

6

a RETURN client MJST connect to the server tw ce, even when this
appears redundant, to ensure correct session attribution

For exanple, consider a TURN service operator that issues different
aut hentication credentials to different customers, and then all ows
each custoner to observe the source and destination | P addresses used
with their credentials. Suppose the application and enterprise both
have accounts on this service: the application uses it to prevent the
enterprise fromlearning its peers’ |P addresses, and the enterprise
uses it to prevent the application fromlearning its enployees’ |IP
addresses. If the client only connects to the service once, then
either the enterprise or the application will learn | P address
information (via the TURN provider’s nmetadata reporting) that was
meant to be kept secret.

As a result of this requirenent, it is possible for the sane TURN
server to appear up to four tines in a RETURN network path: once as
each peer’s application’s TURN server, and once as each peer’s seal ed

pr oxy.
Exanpl es

1. Firewalled enterprise network with a basic application

In this exanple, an enterprise network is configured with a firewall

that blocks all UDP traffic, and a TURN server is advertised for

Aut o- Di scovery in accordance with

[I-D.ietf-tramturn-server-di scovery]. The proxy |eakiness of the
TURN server is unspecified, so the browser treats it as |eaky.

The application specifies a STUN and TURN server on the public net.
In accordance with the | CE candi date gathering al gorithm RFC 5245

[ RFC5245], it receives a set of candidates |ike:

1. A host candidate acquired fromone interface.

* e.g. candidate: 1610808681 1 udp 2122194687 [internal ip addr
for interface 0] 63555 typ host generation O

2. A host candidate acquired froma different interface.

* e.g. candidate: 1610808681 1 udp 2122194687 [internal ip addr
for interface 1] 54253 typ host generation O

3. The proxy, as a host candi date.

* e.g. candidate: 3458234523 1 udp 24584191 [public ip addr for
the proxy] 54606 typ host generation O
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4. The virtual interface also generates a STUN candidate, but it is
elimnated because it is redundant with the host candi date, as
noted in [ RFC5245] Sec 4.1. 2.

5. The application-provided TURN server as seen through the virtua
interface. (Traffic through this candidate is recursively
encapsul ated.)

* e.g. candidate: 702786350 1 udp 24583935 [public ip addr of the
application TURN server] 52631 typ relay raddr [public ip addr
for the proxy] rport 54606 generation O

There are no STUN or TURN candi dates on the physical interfaces,
because the application-specified STUN and TURN servers are not
reachabl e through the firewall.

If the renote peer is within the sane network, it nmay be possible to
establish a direct connection using both peers’ host candidates. |If
the network prevents this kind of direct connection, the path wll
instead take a "hairpin" route through the enterprise s proxy, using
one peer’s physical "host" candidate and the other’s virtual "host”
candidate, or (if that is also disallowd by the network
configuration) a "double hairpin" using both endpoints’ virtua
"host" candi dat es.

6.2. Conflicting proxies configured by Auto-Di scovery and | ocal policy

Consi der an enterprise network with TURN and HTTP proxies adverti sed
for Auto-Discovery with unspecified | eakiness (thus defaulting to

| eaky). The browser endpoint configures an additional TURN proxy by
a proprietary |ocal mechani sm

If the locally configured proxy is |eaky, then the browser MJST
produce candi dates representing any physical interfaces (including
SSLTCP routes through the HTTP proxy), plus candi dates for both UDP-
only virtual interfaces created by the two TURN servers

There MUST NOT be any candi date that uses both proxies. Miltiple
configured proxies are not chai ned recursively.

If the locally configured proxy is "seal ed", then the browser MJST
produce only candidates fromthe virtual interface associated with
t hat proxy.

If both proxies are configured for "seal ed" use, then the browser

MUST produce only candidates fromthe virtual interface associated
with the proxy w th higher rank.
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7

Security Considerations

A RETURN proxy can capture, block, and otherwise interfere with al

of its clients’ WbRTC network activity. Therefore, browsers and

ot her WebRTC endpoi nts MJST NOT use RETURN proxies that are provided
by untrusted sources. For exanple, endpoints MJUST NOT inplenment a
configuration based on unauthenticated network rulticast (e.g. nDNS)
unl ess the endpoint will only be used on networks where all other
users are fully trusted to intercept all WbRTC traffic. In
contrast, endpoints MAY inplenment nmechani sms to configure RETURN
proxi es by systemw de policy, which can only be nodified by trusted
system adm ni strators

Thi s docunment describes web browser behaviors that, if inplenmented
correctly, allow users to achieve greater identity-confidentiality
during WebRTC cal I s under certain configurations.

If a site administrator offers the site’s users a TURN proxy,
websites running in the users’ browsers will be able to initiate a
UDP- based WebRTC connection to any UDP transport address via the
proxy. Websites’ connections will quickly termnate if the renote
endpoi nt does not reply with a positive indication of |ICE consent,

but no such restriction applies to other applications that access the
TURN server. Adm nistrators should take care to provide TURN access
credentials only to the users who are authorized to have gl obal UDP
net wor k access.

TURN proxi es and application TURN servers can provi de sone privacy
protection by obscuring the identity of one peer fromthe other
However, unencrypted TURN provides no additional privacy from an
observer who can nmonitor the |link between the TURN client and server
and even encrypted TURN ([I-D.ietf-tramstun-dtls] Section 4.6) does
not provide significant privacy froman observer who sniff traffic on
both | egs of the TURN connection, due to packet timing correlations.

I ANA Consi derations
Thi s docunment requires no actions from | ANA
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