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Abst ract

Thi s docunment proposes a new rel ay-based NAT traversal architecture
called TURN-Lite which could sinplify the data conmuni cati on process
bet ween two hosts that |ocates behind sonme non- BEHAVE conpl i ant

[ RFCA787] [ RFC5382] NAT devices. The key mechanismin TURN-Lite is
the newly defined "Couple" operation (using STUN [ RFC5389] nessage
format) which allows the TURN-Lite servers to be easily incorporated
into existing CGN devi ces/ CDN nodes which are already deployed wthin
the network in a distributed manner
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1. Introduction

1.1. Mot i vati ons

Thi s docunent proposes a new rel ay-based NAT traversal architecture
called TURN-Lite based on the followi ng notivations.

1) Leverage | SPs’ infrastructures
Currently, the deployment of TURN [ RFC5766] is very limted and nost

of the application providers use their own platformto transfer the
data between two hosts that behind NATs and to translate the
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communi cati on packets between two hosts in different address
famlies.

The relay devices deployed centrally by various application providers
often lead to inefficient data transnmt between two hosts. The relay
devi ces nust deal with conplex network |ayer problems which the
application providers are not famliar wth.

On the other hand, service providers have depl oyed many CGN devi ces/
CDN nodes in a distributed manner within their networks. |[If the
service providers can use these CGN devi ces/ CDN nodes as the rel ay
devi ces for communi cation between two hosts behind NATs or that from
different address family, and open their data translation/forwarding
capability to the application providers, the host to host

comruni cation will be nore efficient. G ven nost of the CG\Ns are
capabl e of translating packets between | Pv4 and | Pv6, the adoption of
I Pv6 technology will also be accel erated.

2) Sinplify the comunicati on procedures

TURN-Lite needs | ess comuni cation procedures than TURN of which the
procedures are considered very conplex to be integrated into the
I SPs’ infrastructure, for exanple:

0 TURN solution has to closely interact with ICE

Wthin current TURN solution, there are scenari os where the |ICE
or ot her NAT-hol e punchi ng procedures nust be included for the
success of comunication via TURN servers. The key point is
that TURN al l ocates different relay transport address-port
pairs for different hosts.

Each client nust first use TURN all ocation request to get their
transport relay address-port pairs, and then nust use |CE
procedure (connectivity check) or other simlar signaling to
punch hol es for these transport relay addresses on the

al ongsi de NAT devices. O else the relayed UDP/ TCP packet will
be bl ocked.

Even with the above procedures, there still exist sone risks
that the packets be rejected by TURN server due to the

permi ssion list that created by client via "CreatePerm ssion
Request" before it sending data to the peer. |In order to
mtigate such issues, current TURN solution requires the TURN
servers only check the I P address part of the relay transport
address, and ignore the port portion. But this will again

i ntroduce sone attack risks because different host may share
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one public I P address when the CGN device is deployed within
net wor k.

0 |Pv4/1Pv6 Relay Address/Port Reservation and Al location

Anot her drawback of different relay transport addresses for
different host is that the TURN server nust reserve sone | Pv4/
| Pv6 address bl ock for the allocation and plan the TCP/ UDP port
usage for each host. When TURN servers are deployed in a

di stribute manner (For exanpl e when they are incorporated into
the CGN devices), there will be nuch coordination work to do
for the address/port reservation and allocation on the TURN
servers.

o Sinultaneous TCP/ UDP connections burden on TURN server

Current TURN solution requires the TURN servers to open and
listen on many TCP/UDP ports at the same tine, Under TURN sol ution for
TCP
[ RFC6062] , each hos
t requires
t wo connecti ons
to
t he TURN
server.
Thi s
will
i ncrease the burden on TURN server and the conplexity to
i ncorporate theminto the CGV CDN devi ces.

o Different procedures for TCP/ UDP conmuni cation

Current TURN sol ution adopts different procedures for the TCP
and UDP conmmuni cation channel. So for one TURN server to
provide the TCP/UDP relay function, it nust inplenent two
different procedures. This again increases the conplexity of
the TURN server inplenentation, especially in CGN devices.

o Communi cation conplexity between two different TURN servers
Current TURN sol uti on cannot assure two hosts select the sane
TURN server, and then it nust deal with the comrunication
situation between two different TURN servers. This scenario
has not been covered by the current TURN rel ated drafts. The client nus

reuse the XOR- PEER- ADDRESS attribute to include the relay address of the
peer to reach the second TURN server.

On the other hand, because the hosts select their own TURN
server, there is no mechanismto assure the relayed path is

nmost optimal for them The application latency will be
i ncreased when this occurs.
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TURN-Lite solution will sinplify the above nentioned

compl exity and make the TCP/ UDP data relay function be easily
incorporated into the existing distributed CG\ devices or other kinds
distributed devices i.e. the CDN nodes etc.

1.2. Relationship with TURN

Thi s docunment doesn’t intent to replace TURN with TURN-Lite, but
consider TURN-Lite as a conplenentary solution along with TURN for
some specific scenari os.

If one SP wants to open its infrastructure to accelerate their
custonmers’ (mainly regarding to application providers) client-to-
client comunications within the SP's domain, TURN-Lite could be a
good candi dat e.

2. Requirenents Language and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in

[ RFC2119] when they appear in ALL CAPS. Wen these words are not in
ALL CAPS (such as "should" or "Should"), they have their usua
Engl i sh neanings, and are not to be interpreted as [ RFC2119] key

wor ds.

0 Application Provider: the service providers who provide client to
client comunications through the Internet. E.g. VolP service
provi ders, instant nessage service providers etc.

0 Relay Selector: which is in charge of selecting a proper relay
device (CGN or CDN nodes) for the communicating hosts behi nd NATs.
Normal ly, the RS is a function |located in the network’s managenent
pl ane and possibly a part of the NMS server

0 TURN-Lite: lightweight TURN architecture. The word "Iightweight"
is in the perspective of an application provider

0 TURN-Lite Cient: the TURN-Lite entity that deployed in the
application providers’ networks; be responsible for TURN-Lite
signaling/control interactions with the TURN-Lite servers.

0 TURN-Lite Server: the TURN-Lite entity that deployed in the ISP s
networ ks; be mainly responsible for the data rel ay between an
application providers’ clients. Normally, the TURN-Lite servers
collated with the CGNs (Carrier Grade NATs) within the service
provi der.
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3. Solution Overview
3.1. Reference Architecture of TURN-Lite
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As depicted in above figure,

(TURNLite Cient)

Fig. 3-1: TURN-Lite Arhitecture

the application clients that

| ocat ed on

hosts act as the TURN-Lite clients while the CG\Ns act as TURN-Lite
There is a Relay Selector (RS) for choosing a proper CGN to

Servers.

relay traffic between the two hosts.

In practice,

the RS could be a

dedi cated server or a function located in the nmanagenent pl ane
servers such as NVS server.
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RS has the intelligent route selection capability to choose a proper
CCON for a given host pair. RS sends the data relay indication to the
sel ected CGN devi ces/ CDN node via the newy defined "Couple" nethod.

BEHAVE conpl i ant and non- BEHAVE conpliant NAT traverse [ RFC4787]
[ RFC5382] is supported in TURN-Lite. [Pv6 and | Pv4 host
conmuni cation is al so supported.

3.2. Solution Rationale
The solution could be briefly described in the follow ng sections.
3.2.1. Relay Selector Reflection and Sel ection

Each host that wants to comrunicate with the other host should send
STUN nessage to the RS (Relay Selector), and get their reflex
addresses to the RS (here we refer to REFLX-RS).

The application provider needs to select a suitable RS and informs it
to the hosts (e.g. via application specific client-server protocol).
The detailed RS sel ection nmechanismand criteria are out of the scope
of this docunent, but sone general considerations are as the
fol | owi ng.

- If the hosts locate in the same | SP/administrative domain, then
the RS selection is fairly easy since nornmally there is only one
RS in one ISP; even there are multiple RSes in one ISP, the
application provider should also be able to select a suitable RS
based on the addresses of the two hosts.

- If the hosts locate in two | SPs/adm nistrative domai ns (assuni ng
both of the ISPs providing TURN-Lite service to the application
provider), the application provider can sel ect one RS based on
pre-defined policies (the sinplest way is just arbitrarily
choosing one RS in one of the |SPs).

- The application provi der
can al so
sel ect
t wo RS
to
deal W th
t he

communi cati on
bet ween two hosts that located in different service provider. Under such
situation, the application provider will send one extend "Coupl e"conmand
to each RS, let the RS tunnel the customer’s data to another RS. The det ai
process of this situation will be provided further. Currently, we focus only

the one | SP scenari o.
3.2.2. Relay Selection

Each host will report its REFLX-RS address to its application server
If two hosts want to communi cate, the application server will send
the two hosts’ REFLX-RS addresses to the selected RS, to let the RS
sel ect one appropriate relay device to relay the traffic.



Generally, the RS can select the appropriate relay device based
solely on the REFLX-RS addresses of these two hosts, for exanple,
sel ect one relay device that locate in the niddle of the

communi cati on path. This approach is possible since the relay
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behavior is within one I1SPs domain that the RS could be possible to
| earn the know edge of all CGA\s (relays) within that domain.

The selection criteria can al so be expanded to include other factors,
such as the privacy concern of the comunication peers, the |linkage
usage i nformati on between the host and the relay device etc. For
exanpl e, RS can select one relay device that locates far fromthe
communi cati on peer to hide the location of the peer. This night
sacrifice the comunication efficiency but increase the protection of
the host privacy. Anyway, RS has nore flexible control over the
rel ay sel ection, upon the requirenent of comrunication hosts, or the
consi deration of relay service provider

After the relay device selection, the RS will respond the |IP address
of the selected relay device to the conmuni cati on peer, together wth
the well known port that used by every relay device. The conbination
of this relay I P address and the well-known port formthe relay
transport address of the conmunication peers, each peer will use this
relay transport address to conmuni cate.

Wien two hosts |ocated within one adm ni strati on donain, the
centralized relay point selection and control architecture can easily
achi eve one | ow | atency comunication path because it knows the whol e
network condition of its own. Wen two hosts |ocated within
different adm nistration domains, the TURN-Lite solution will also
wor k except that sone end-to-end conmmunication efficiency mght be
sacrificed unless there is some coordi nati on between these two

admi ni strati on donai ns.

3.2.3. Form ng "Couple" Command

Each host will send again one STUN nessage to the selected rel ay
transport address, get the new refl ex address(here we refer to REFLX-
Rel ay) to the selected relay device, and reports it to the RS
together with the previous reflex address to the RS (which is REFLX-
RS) .

The RS will use the REFLX-RS addresses to find out which two peers

wi Il comunicate (such communication pair information is gotten from
Section 3.2.2). RS will retrieve the correspondi ng REFLX- Rel ay
address of the conmunication peer, forns the "Couple" conmand based

on such information, and sends the "Couple" command to the sel ected
relay transport address.

Upon receiving the "Coupl e" commuand, the relay device will add one
itemto its forwarding table. The forwarding table will bind the
refl ex addresses of the two peers, the required transport protoco
and ot her additional information.
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3.2.4. Data Relay

Each host will then send the data traffic directly to the unique
relay transport address. The source address of this packet wll be
changed by the al ongsi de NAT devices that |ocated between the host
and the relay device.

When this packet arrives to the relay address, its source address
will be one of the RFLEX-Rel ay addresses. The relay device wll
search the forwarding table that formed in Section 3.2.3. If the
REFLX- Rel ay address in one itemmatch the source address of the

recei ved packet, then the other REFLX-Relay address will be retrieved
and be used as the destination address of the application packet, the
packet’s source address will be changed to the relay transport

addr ess.

After the conversion, the packet will be sent by the relay device.
This packet will be routed to the correspondi ng peer, according to
its REFLX-Rel ay address.

The application return packet will be sent again back to the sane
relay device via the relay transport address. The sinilar search
process and convert work will be done by the relay device. The
converted return packet will then be routed to the packet originator

4. New STUN Met hod Definition

In order to let the CGN device to build one Couple itemupon the
request of RS, it is needed to define one general Couple nessage to
transfer the related information.

4.1. Couple Operation

The Coupl e request defines the relationship between two TCP or UDP
hal f - connections, the translation rule that converts both the source
address and destination address of pass through packet in both
directions.

Coupl e Opcode: It defines how to bind two hal f-connections that ends
at the CGN s well-known relay transport address together. Wen CGN
devi ce receives the Couple request, it will create one map table item

that includes the reflex | P address/port [REFLX-Relay] of both hosts
that lies behind the NAT device and the protocol that the host wll
use to contmuni cat e.

When the CCGN device receives the packet fromone host, it will use

the reflex source address/port to | ookup the nap table iten converts
the source address/port of this packet to the relay transport address
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of the CCN device and converts the destination address/port of this
packet to the reflex address [REFLX-Rel ay] that results fromthe map
tabl e | ookup acti on.

The converted packet will be routed to NAT side of the other host,
converted by the NAT device and then to the other host. The return
packet will be delivered to the relay transport address of CGV CDN
devi ce and be converted in reverse accordingly.

4.2. Couple Operation Packet For nat
The Coupl e Opcode allows RS to create a new explicit couple table on
the CGN device(TURN-Lite Server), instructs the CON device to

acconplish the related translati on work.

The follow ng di agram shows the Opcode | ayout for the Couple Opcode
request/response fornmat.
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STUN Message Type Coupl e net hod: val ue TBD.
only request/response semantics

Decoupl e et hod: val ue TBD.
only request/response semantics

Length The sane definition as STUN prococo
[ RFC5389]
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Magi ¢ Cooki e The same definition as STUN prococo
[ RFC5389]

Transaction ID The sane definition as STUN prococo
[ RFC5389]

XOR- MAPPED- ADDRESS The sane definition as STUN prococo

[ RFC5389]. The val ue shoul d be the
RFLX- Rel ay address of the host.

XOR- PEER- ADDRESS The sane definition as TURN prococo

[ RFC5766] . The val ue should be the
RFLX- Rel ay address of the peer

REQUESTED- TRANSPORT The sane definition as TURN prococo

5.

5.1

[ RFC5766] . the val ue of the
"protocol" fiel should be TCP or UDP

Fig.4-1: Couple Opcode Request/Response For mat

Det ai | ed Exanpl e

Procedures of Conmunication Traversing Symmetric NATs

When one of the comunication hosts |ocated behind the symmetric NAT
devi ce, the host-to-host conmmuni cation nmust via one relay device.
Bel ow are the key procedures of TURN-Lite solution, we use the Fig
3-1 to describe the exanple.

Pl ease note the conmmuni cation procedures between the hosts and the
application server are out of the scope of this docunment, we only
focus on the key procedure proposed by this docunent.

1.

If Host 1 and Host 2 want to communi cate with each other, they
wi Il send STUN bindi ng nessage to the RS | Pv4 address/port, get
their reflex address to RS[ REFLX-RS].

RS will select one COGN device to relay the packet, based on the
RS addresses information of the two peers. Here we assume it
select CGN1 as the relay device. RS will notify Host 1 and Host
2 of their relay transport address, both will use the sanme relay

| P address/port on CG\ 1.

Host 1 and Host 2 will send STUN bi ndi ng message to CG\-1, get
their relay address to CGA\ 1[ REFLX- Rel ay] and report themto RS
together with RS addresses gotten in step 1). Here we assune the
[ REFLX- Rel ay] address of Host 1 is 192.0.2.1:7000, and [ REFLX-

Rel ay] address of Host 2 is 192.0.2.150: 32102
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4. RS will formthe "Couple" nmessage, which include nainly the
[ REFLX- Rel ay] addresses of Host 1 and Host 2 and their
communi cati on protocol, here we assunme they use TCP to
conmuni cat e.

5. Upon receiving the "Couple" nmessage, the CG\-1 device will form
one forwarding table that | ook |ike bel ow

ot m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aa oo +
| Reflextive transport | Reflextive transport | Transport]|
| address of Host1l | address of Host2 | Protocol

T [=--mmmm [---------- +
| 192.0.2.1:7000 | 192.0.2.150: 32102 [ TCP [
oo m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +

Tabl e 5-1: Couple Table Exanple (symmetric case)

6. Hostl will send the application data to the relay transport
address in CG\ 1.

7. CGN device will |look up the Couple table, use the source address
of received packet (192.0.2.1:7000 in this exanple) to get the
reflex | Pv4 address of Host 2.

8. It then will change the source address of the packet to the relay
transport address in CGN device, the destination address of this
packet to the IPv4 reflex address of Host 2. The translated
packet will be forwarded to Host 2

9. The return traffic will also be sent to the sane relay transport
address in CG\-1, converted by the CGN device, and sent back to
Host 1.

5.2. Procedures of IPv4 and | Pv6 Host Conmuni cati on

If Host 1 is one |Pv4 node and Host 2 is one |IPv6 node. The

communi cati on process are simlar, except the relay address that is
sent to the Host 1 is the IPv4 address of the CG\+1 and the rel ay
address that is sent to the Host 2 is the I Pv6 address of the CG\- 1.
Host 1 and Host 2 will not notice that they are talking to one node
that in different address fanily.

The relay device selection process is sane as the above exanpl e.
Here we describe the procedure fromstep 3.

3. Host 1 and Host 2 will send STUN bi ndi ng message to CG\-1, get

their relay address to CA\ 1] REFLX- Rel ay] and report themto RS
together with RS addresses gotten in step 1). Here we assune the
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[ REFLX- Rel ay] address of Host 1 is 192.0.2.1:7000, and [ REFLX-
Rel ay] address of Host 2 is 2001:c68: 300: 105::1[49191].

4, RS will formthe "Coupl e" nessage, which include mainly the
[ REFLX- Rel ay] addresses of Host 1 and Host 2 and their
communi cati on protocol, here we assune they use TCP to
commruni cat e.

5. Upon receiving the "Couple" message, the CG\N-1 device will form
one forwarding table that | ook |ike bel ow

e T +
| Reflextive transport | Refl extive transport | Transport|
| address of Host1l | address of Host?2 | Protocol

ot m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e aa oo +
| 192.0.2.1:7000 [ 2001: c68: 300: 105: : 1[ 49191] UWDP |
S TS +

Tabl e 5-2: Couple Table Exanple (different address fanilies case)

6. Hostl will send the application data to the relay transport
address in CG\-1.

7. CON device will look up the Couple table, use the source address
of received packet (192.0.2.1:7000 in this exanple) to get the
reflex | Pv6 address of Host 2

8. It then will change the source address of the packet to the relay
transport | Pv6 address in CGN device, the destination address of
this packet to the IPv6 reflex address of Host 2. The translated
packet will be forwarded to Host 2

9. The return traffic will also be sent to the same relay transport
address in CG\-1, converted by the CGN device, and sent back to
Host 1.

6. TURN-Lite Benefits
Conparing to TURN, TURN-Lite could provide follow ng benefits:

0 Decoupled from | CE

TURN is tightly coupled with ICE. Operations |ike NAT
punchi ng, create permssion .etc all require |ICE connectivity
check packets.
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Benefited fromthe couple operation, TURN-Lite doesn’t
necessarily need ICE interaction

0o Avoid the Create Permnission issues in TURN

In the TURN-Lite solution, each conmunication pair will use the
same relay server and the same relay address. The relay

perm ssion action required by TURN solution is replaced with
the "Coupl e" command. There is no anbiguity for the rel ay
per m ssion because "Coupl e" comand use the ip address and port
i nformati on of the communication pair sinultaneously. There
are al so no possible attacks due to the | oose control of the
current TURN perm ssion treaments.

0 Less Relay Address/Port Consunption and Managenent

TURN-LiteTURN-Lite doesn’t need to allocate different address-
port pair for each session initiated fromthe hosts. Thus, it
coul d obviously reduce the resource consunption and the hunman
burden for planning the resource allocation.

o Sinplified Procedures

Theoretically, it requires only two commands to acconplish the
relay function, conpared with over eight conmands that required
by TURN solution. Due to every host communicate with the well -
known rel ay address, there is no additional requirenent for
punchi ng holes in the NAT devices, which is indispensable for
the current TURN sol ution.

| | TURN Sol ution | TURN-Lite Solution
|- | |- |
Bi ndi ng 1. Binding
Al'l ocat e 2. Couple
Send
Dat a

I

Requi r ed |
I

I

Channel Bi nd |
I

I

I

Commands

Connect
Connect i onBi nd
Connecti onAtt enpt

ONogrWNE

Tabl e 6-1: Procedures conparison between TURN and TURN-Lite

o Unified solution for TCP/ UDP and | Pv4(6)-1Pv6(4) data rel ay
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TURN-Lite supports the data relay for the comunication between
two hosts, uses same nechanismfor TCP and UDP transport
protocol, even for the conmmuni cati on between different address
fam i es.

0 Support for optimal relay sel ection

Because of the central deployed RS could have the whol e

networ k’s routing/path know edge, TURN-Lite is nore likely to
achieve an optimal relay (TURN-Lite server) selection based on
various information such as the reflective transport addresses
of the two communicating peers, the Iink usage information

bet ween two peers and the | oad status of the candi date TURN-
Lite servers etc.

Wth the RS s know edge, TURN-Lite is also nore likely to

achi eve better relay selection for sone specific requirenents.
For exanple, if one peer wants to hide its ip address to
protect its privacy, the RSin TURN-Lite architecture could
possi bly select one TURN-Lite server that |ocated far away from
the host.

7. TURN-Lite Depl oynent Considerations

The TURN-Lite Server can be deployed in distributed manner. The nost
appropriate devices for incorporating this function are the CGN

devi ces that have been depl oyed distributed by the service provider
Each distributed TURN-Lite Server has one uni que public |Pv4/1Pv6
transport address.

The RS can select the appropriate TURN-Lite Server based on the
proximty of the TURN-Lite server with the comunication hosts and
can also use other criteria to influence the selection procedure, as
described in Section 3.

8. Security Considerations
The additional requirenment of TURN-Lite is authenticating the couple
operation fromthe RS. When the conmunication channel between the RS

and the TURN-Lite server is secured, such security risks can be
mtigated accordingly.

9. | ANA Consi derati ons
This draft requires 1ANA to allocate foll owi ng STUN net hods:

Coupl e: val ue TBD
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10.

11.

12.

12.

12.

Decoupl e: val ue TBD.
Concl usi ons

Currently, the comruni cation between two hosts that | ocated behind
NAT devi ces, especially that behind the symetric NAT devices is
emerging. Wth the devel opnent of |Pv6 technol ogy, the conmunication
between two hosts that in different address famlies needs al so be
considered. Under the TURN-Lite architecture, the conmmunication
requests for I Pv4/1Pv4, | Pvd4/1Pv6 scenario can be net in one genera
solution. Such solution can alleviate the burden of various CP/SP to
depl oy the TURN server by thensel ves, exploit and open the
capabilities of CGN device that deployed by service provider to the
third party(CP/ SP), make the host-to-host comunication nore
efficient.
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