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Abstr act

When segnent routing is used in a network that is controlled by a
link state 1 GP (such as ISIS or OSPF), each node in the network can

be assigned one or nore index nunbers, known as "node-SIDs". The
node- SI Ds are unique within the network, and are known to all the
nodes in the network. |If an ingress node has a data packet to be

sent to an egress node, the ingress node may sel ect a node-SID
corresponding to the egress node, and "translate" that node-SID to an
MPLS | abel. The MPLS | abel represents a particular path to the
egress node; the path is determ ned by applying a routing algorithm
to a particular view of the network topology and a particular set of
metric assignnments to the links of that topol ogy. The packet can
then be forwarded by pushing the | abel on the packet’s |abel stack
and transmtting the packet to the next hop on the corresponding path
to the egress node. This docunent conpares two different procedures
for translating a node-SID to the MPLS | abel that represents a path
chosen by a particular algorithm operating on a particul ar topol ogy.
It also specifies the | SIS extensions needed to support one of the
procedures (known as the "per-topol ogy/per-algorithm]label block"
procedure).

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

[I-D.ietf-spring-segnent-routing] describes the segnent routing
architecture. Wen segment routing is used in a network that is
controlled by a link state IGP (such as ISIS or CSPF), each node in
the network can be assigned one or nore index nunbers, known as
"node-SIDs". The node-SIDs are unique within the network, and are
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known to all the nodes in the network. |f an ingress node has a data
packet to be sent to an egress node, the ingress node nay select a
node- SI D corresponding to the egress node, and "transl ate" that node-
SIDto an MPLS label. The MPLS | abel represents a particular path to
the egress node; the path is determ ned by applying a routing
algorithmto a particular view of the network topol ogy and a
particul ar set of metric assignnents to the Iinks of that topol ogy.
The packet can then be forwarded by pushing the | abel on the packet’s
| abel stack and transmitting the packet to the next hop on the
correspondi ng path to the egress node.

When a particular network is using a single routing algorithmand a
singl e topol ogy, the procedure for translating a node-SID to an MPLS
| abel is straightforward. Figure 1 shows the formula used to
translate a node-SID into an MPLS | abel when the paths are sel ected
by using the default routing algorithm (Dijkstra' s shortest path
first algorithn) and the default topol ogy.

SPF_Label (X, D) = Label _Bl ock(X) + Node_I ndex(D)

D is the destination node
X is the next-hop along the path to D

Figure 1: Translating Node-SID to Label: The Default Case

As a sinple exanple, when the conputing node (Y) needs to forward a
packet ultinmately destined for node D, Y first determ nes the
shortest path next-hop node to reach D, which in this exanple is X
Y then adds the Node_Il ndex val ue advertised by D to the Label _Bl ock
val ue advertised by X to determne the label value to apply to the
packet before sending it to X

2. Destination-based forwardi ng using other algorithns
Figure 2 shows two options for generalizing the above formula, to

determine locally significant | abels corresponding to forwarding
next - hops conput ed using ot her al gorithns.
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Option la: per-algorithm node index
Label (X, D, A) = Label Bl ock(X) + Node_I ndex(D, A)

Option 2a: per-algorithmlabel block
Label (X, D, A) = Label Bl ock(X, A) + Node_ I ndex(D)

Ais the algorithmfor conputing destination-based
f orwar di ng next - hops

D is the destination node

X is the next hop along the path to D that is
determ ned by al gorithmA

Figure 2: Translating Node-SID to Label: Al gorithm Specific Options

Suppose router Y needs to forward a packet to node D along a path
computed by algorithmA. Using either option, Y determ nes the next-
hop conputed by algorithm A to reach D, which in this exanple is X

Y then needs to figure out the correct label to apply to the packet
so that so that X will also understand that the packet is to be sent
to node D along a path conputed by algorithm A The two options
shown in Figure 2 differ in how Y deternines that |abel val ue.

In Option la each node advertises a single |abel block, but
advertises a different node index for each algorithm Y determ nes
the | abel value of local significance to X to reach D using algorithm
A by adding the Node_ Index advertised by node D for algorithmA to
the Label Bl ock advertised by node X. W refer to this as the per-

al gorithm node i ndex option.

In Option 2a each node advertises only a single node index, but
advertises a different |abel block for each algorithm Y determ nes
the | abel value of local significance to X to reach D using algorithm
A by adding the Node I ndex advertised by node D to the Label Bl ock
for algorithm A advertised by node X. W refer to this as the per-

al gorithm I abel bl ock option

The extensions currently defined in
[I-D.ietf-isis-segnment-routing-extensions] and
[I-D.ietf-ospf-segnent-routing-extensions] specify encodi ngs for
Option la, the per-algorithmnode index option. This draft proposes
ext ensions that can be used to support option 2a, the per-algorithm
| abel bl ock option. However, before discussing those extensions, we
generalize the formula in Figure 2 further to take into account
multiple topologies. This will allow us to define extensions that
address the use of both nultiple topologies and nultiple algorithns.
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3.

Mul ti-topol ogy routing

The 1 GP extensions to support multi-topology routing are defined in

[ RFC4915] for OSPF and [ RFC5120] for 1S-1S. Figure 3 further
generalizes the fornulas above to take into account nultiple
topologies. It shows two options for determining locally significant
| abel s for different topol ogies and al gorithns.

Option 1. per-topology / per-algorithmnode index
Label (X, D, T, A) = Label Bl ock(X) + Node I ndex(D, T, A

Option 2: per-topology / per-algorithmlabel block
Label (X, D, T,A) = Label Bl ock(X, T, A) + Node_l ndex(D)

i s the topol ogy

is the algorithmfor conputing destination-based
f orwar di ng next - hops

i s the destination node

is the next hop along the path to D that is
determ ned by algorithmA for topology T

xXgo >»-

Figure 3: Translating Node-SID to Label: Topol ogy and Al gorithm
Specific Options

In Option 1 each node advertises a single |abel block, but advertises
a different node index for each conbination of topology and al gorithm
used. In order for Y to determine the |abel value that tells X to
reach D via the path chosen by algorithmA for topology T, Y adds the
Node_I ndex advertised by node D for topology T and algorithmA to the
Label Bl ock advertised by node X. W refer to this as the per-

t opol ogy/ per-al gorithm node i ndex option

In Option 2 each node advertises a single node i ndex and a uni que

| abel bl ock along for each conbination of topology and al gorithm
used. In order for Y to determine the |abel value that tells X to
reach D via the path chosen by algorithmA for topology T, Y adds the
Node | ndex advertised by node D to the Label Bl ock adverti sed by node
X for topology T and algorithmA. W refer to this as the per-

t opol ogy/ per-al gorithm | abel block option

Note that the forrmulas in Figure 3 can of course be applied even if
there is only one algorithmand/or only one topology. For exanple,
if the use case uses nultiple topol ogies but only uses the default
shortest path al gorithm (algorithm=0), then option 2 can be witten
as: Label (X, D, T,0) = Label Bl ock(X, T,0) + Node_lndex(D), which is
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i ndependent of algorithm Sinilarly, if the use case only uses the
default topol ogy (topol ogy=0) but uses different algorithms, then
option 2 can be witten as Label (X, D, 0,A) = Label Block(X 0,A) +
Node I ndex(D).

4. Exanple: Adding Nodes when Multiple Algorithms are In Use

The following exanple illustrates the practical difficulties

associ ated with using the per-topol ogy/ per-al gorithm node index
option alone (option 1 in Figure 3 ). This exanple is intentionally
simplified to illustrate the need for sone kind of convention to
manage the assignnent of the unique node index val ues required by
option 1, even in a sinple scenario. The sections bel ow discuss a
nmore conpl ex exanmple, as well as a specific proposal to manage the
assi gnnent of uni que node index values. This sinplified exanple
assunes that the operator does not use nulti-topology routing, i.e.
that the default topology is used.

Suppose an operator has a network with 100 nodes, which we will refer
to as R0O-R99. The operator assigns the uni que node index val ues 0-99
to those nodes for algorithm=0, in order to acconplish shortest path

routing based on IGP netrics with SR labels. Each node will need to

advertise a | abel block of size=100.

Assume that at some future point in time, the | ETF defines

al gorithm=2 to mean shortest path routing based on | atency, and
vendors inplenment this. (See section Section 10 for nore di scussion
of this exanple.) Suppose that the operator wants to use | atency-
based SPF routes for sone traffic and metric-based SPF routes for
other traffic. The operator will need to define a new set of unique
node index values for algorithm2. A reasonable choice wuld be to
assi gn node index values of 100-199 to RO-R99 for algorithm=2. Each
node will now need to advertise a | abel block of size=200. So far
the need for per-algorithmnode index values is an annoyance, but not
too difficult to deal with

Now assune that the operator needs to add 10 new nodes to the SR
domai n, specifically nodes R100-R109. Each node will now need to
advertise a | abel block of size=220. The main issue is deciding how
to assign per-algorithmnode index for the 10 new nodes. One option
is to redo the node index nunbering schenme so that RO-R109 have node
i ndex val ues 0-109 for algorithnm0 and node index val ues 110-229 for
al gorithme2. However, this requires renunbering existing nodes. The
other option is to avoid renunbering of nodes by assigni ng nodes
R100- R109 node i ndex val ues 200-209 for al gorithm=0 and node i ndex
val ues 210-219 for algorithmel. Each of these approaches has
drawbacks. The first requires renunbering existing nodes, while the
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second is difficult to maintain since there is no obvious
rel ati onshi p between the node index values for different algorithns.

In order to reduce the conplexity associated with option 1 in this
simpl e exanple, a certain anount of pre-planning together with sone
convention for assigning node index values to algorithns or

topol ogi es woul d be useful. Specific proposals for managi ng uni que
node i ndex val ues when using option 1 are discussed below. First
however, we illustrate the advantages of option 2 for this sinple
exanpl e.

The use of per-algorithmlabel blocks avoids the problens associated
with assigning and maintai ni ng uni que node index values for each
forwardi ng al gorithm

When the SR donmain is initially deployed, RO-R99 can be assi gned node
i ndex val ues 0-99, as one woul d expect. Wen support for algorithnmel
gets added, the operator does not need to assign and configure any
new node i ndex values. Instead, the routers autonate the process by
advertising different |abel blocks for each forwarding al gorithm

When anot her 10 nodes are added to the SR domai n, R100- R109 get
assi gned node i ndex val ues 100-109 as one woul d expect. And the
router advertises a |abel block of size=110 for each algorithm as
one woul d expect. Adding new nodes in the presence of nmultiple
forwarding algorithns is sinplified significantly with the use of
per-al gorithm | abel bl ocks.

5. Proposed configured offset mapping nethod for assigning per-
t opol ogy/ per-al gorithm node- Sl Ds when using Option 1

If a network operator uses option 1, which requires the assignment of
uni que per-topol ogy/ per-al gorithmnode-SIDs, then it is clear that a
common convention or methodol ogy woul d be useful to help assign and
mai ntai n those uni que node-SI Ds. The nethodol ogy described in this
section represents the authors’ understandi ng of a proposal to nanage
assi gnnent of node-SIDs when using option 1, as discussed on the
SPRING mailing list.

The proposed nethod for nanagi ng the assignnment of uni que node index
val ues for each topol ogy/algorithmpair involves configuring a
mappi ng from each topol ogy/algorithmpair to an offset value. This
of f set mappi ng woul d need to be configured identically on every
router in the network. Figure 4 shows the fornula for a router Y to
compute its own uni que node index val ue for each topol ogy/al gorithm
pair. Y would then treat those conputed node index values as if they
were directly configured via CLI or via Netconf/Yang, advertising
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theminto the I1GP and installing the appropriate |abe
the FIB.

operations in

Node I ndex(Y,T,A) = Configured Ofset(T,A) + Base Node |Index(Y)
Y is the conputing router

T is the topol ogy

Ais the algorithm

Fi gure 4: Proposed configured of fset mappi ng nmet hod to nanage
assi gnnent of uni que per-topol ogy/ per-al gorithm node index val ues
when using Option 1

We illustrate the operation of the configured of fset nappi ng nethod
with a specific exanple. In this exanple, the operator has a network
with 500 nodes, and wants to support four different topol ogies using
different algorithnms. The default topol ogy (topol ogy=0) needs to
support algorithms 0, 4, and 5. Topology 2 and topol ogy 6 need to
support algorithmO, while topology 7 needs to support algorithm 2
There are a total of six topology/algorithmpairs. |In order to avoid
renunbering the network in the event of unanticipated increases in

t he nunber of nodes or the nunber of topology/algorithmpairs, the
operator sizes the |abel offsets and overall |abel block size to
acconodat e 1000 nodes and 12 topol ogy/al gorithm pairs.

Figure 5 shows the configuration data required on each of the 500
routers using option 1 together with the configured of fset napping
nmet hod to manage node index assignment.

base node_ i ndex=123
| abel _bl ock_si ze=12000

the overall

identically across al
advertising duplicate node index val ues.

t opol ogy=0
t opol ogy=0
t opol ogy=0
t opol ogy=2
t opol ogy=6
t opol ogy=7

al gorithme0
al gorithnmed
al gorit hmeb
al gorithme0
al gori t hm=0
al gorithme2

of f set =0

of f set =1000
of f set =2000
of f set =3000
of f set =4000
of f set =5000

Figure 5: Required configuration data using option 1

The base_node_i ndex val ue is the unique node index for a given node,
thus be different for each node.
size of the | abel
pairs with an of fset val ue.

The ot her val ues define
bl ock and associ ate topol ogy al gorithm

This set of values nust be configured

Expires April 7,

routers in the network in order avoid
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2016

[ Page 8]



Internet-Draft Per - Topol ogy/ Per- Al gorithm Label Bl ocks Cct ober 2015

node i ndex val ues woul d di srupt forwarding. The configuration above
woul d result in R123 conputing node index values of 123, 1123, 2123,
3123, 4123, and 5123 for the correspondi ng topol ogy/al gorithm pairs.

For conparison, Figure 6 shows the configuration data required on
each of the 500 routers using option 2. Since the per-topol ogy/ per-
al gorithm | abel blocks are advertised independently by each node,
option 2 requires no additional configuration beyond what is required
for default topology shortest path forwarding (topol ogy=0,

al gori t hne0) .

node_i ndex=123
| abel _bl ock_si ze=1000

Figure 6: Required configuration data using option 2
6. Flexibility to create easy-to-interpret |abel val ues

For some applications, it nay be desirable to arrange things so that
t he meani ng of |abel values used for forwarding can be readily
under st ood by peopl e troubl e-shooting the network. Wen using the
configured offset mapping nethod with option 1, if one configures a
meani ngf ul base value for the single |Iabel block, then the configured
of fset values can al so be chosen to provi de understandabl e | abe
values. In the exanple above with 500 nodes and 6 topol ogy/al gorithm
pairs, if the single logically advertised | abel block consists of a
single nunerically contiguous |abel block from 20000 through 31999
across all routers in the network, then the |abel val ues
corresponding to forwarding to R123 using different topol ogy/
algorithmpairs will be nmeaningful to a people. They will be 20123,
21123, 22123, 23123, 24123, and 25123 for the correspondi ng topol ogy/
al gorithm pairs, so an operator who renenbers the mappi ng between
topol ogy/ al gorithm pair and offset can tell that 25123 is the | abe
correspondi ng to topol ogy=7, algorithm2, node=123.

When using option 2 (per-topol ogy/per-algorithmlabel blocks) and
requi ring that the topology, algorithm and node associated with a

| abel value be easy to interpret, each topol ogy/algorithm pair needs
to have an associ ated | abel _bl ock_base configured on every router

Fi gure 7 show an exanpl e configuration of a mapping fromtopol ogy/
algorithmpairs to | abel bl ock_base val ues

Bowers, et al. Expires April 7, 2016 [ Page 9]



Internet-Draft

node_i ndex=

Per - Topol ogy/ Per- Al gorit hm Label

123

| abel bl ock_si ze=1000

Bl ocks Cct ober 2015

t opol ogy=0 al gorithm=0 | abel bl ock_base=100000
t opol ogy=0 al gorithm=4 | abel bl ock_base=104000
t opol ogy=0 al gorithm=5 | abel bl ock_base=105000
t opol ogy=2 al gorithm=0 | abel bl ock_base=120000
t opol ogy=6 al gorithm=0 | abel _bl ock_base=160000
t opol ogy=7 al gorithm=2 | abel bl ock_base=172000

Figure 7: Configuration data for 500 node exanple with option 2

Note in this exanple that we have taken advantage of the additiona
flexibility of option 2 to create |abel values that are nore readabl e
than fromoption 1. In this exanple, a first digit of "1" indicates
that this is a SPRING node | abel. The second and third digits are
readabl e as the topology and algorithm while the last three digits

encode the node nunber. So 172123 would indicate the node | abel for
t opol ogy=7, al gorithm=2, node=123.
In the above exanple, we have illustrated the flexibility of option 2

to create nore readable | abels in a hypothetical network with no
constraints on | abel space. However, it is likely that in a nulti-
vendor network with nultiple generations of hardware supporting
different MPLS applications there will exist constraints regarding
the | ocation and size of contiguous |abel blocks for use by SPRI NG
This woul d i mpose constraints on one’s ability to construct readable
| abel val ues using option 1 with the configured of fset mapping.
Option 2 provides nore flexibility to construct easy-to-interpret

| abel values in such a network.

7. Robustness agai nst nisconfiguration
Option 2 is much nore robust against msconfiguration than is option
1. This is true both in scenarios that require easy-to-interpret
| abel values and in scenarios that do not.

In the sinple case where the application does not require easy-to-

interpret |abel values, option 2 has cl ear advantages over option 1
in ternms of robustness again msconfiguration. Option 1 requires
i dentical offset mapping configurations on all routers for proper

forwarding. Option 2 requires no configuration
to misconfigure

so there is nothing

In scenarios requiring easy-to-interpret |abel values, where option 2
requires a | abel bl ock_base mapping configuration, option 2 is stil
nore robust against m sconfiguration than option 1. M sconfiguration
of the | abel bl ock base mapping in option 2 does not affect
forwarding. The explicit advertisenment of the per-topol ogy/per-
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al gorithm | abel blocks ensures that forwarding will continue to work
properly.

8. 1SIS extensions to encode per-topol ogy/per-al gorithml abel bl ocks

Below is a concrete proposal for encodi ng per-topol ogy/ per-algorithm
| abel blocks in ISIS conpatible with the encodings in
[I-D.ietf-isis-segnent-routing-extensions].

The new y-defi ned Topol ogy- Al gorithm Label -Bl ock sub-TLV is shown in
Figure 8. It is carried inthe IS 1S Router Capability TLV-242. It
contains a 12-bit MI-ID field as well as an 8-bit Algorithmfield
whi ch associates the SRGB Descriptor entries carried in the sub-TLV
with a particular topology and algorithm Oherw se, the structure
and interpretation of the Topol ogy- Al gorithm Label -Bl ock sub-TLV is
identical to that of the SR-Capabilities sub-TLV defined in section
3.1 of [I-D.ietf-isis-segnent-routing-extensions].

0 1 2 3
01234567890123456789012345678901
T i e o e S S S i it S e S e it ot (I SRR R S SR S e
Type | Length | IR R Rl M- 1D |
e T S S S e i s i ol S S i S e S S S e i ot I S N
Al gorithm | FI ags [ One or nore [
R i I R e S i e s o ST I TR R I TR R S S e ol otk SN S S SR
SRGB Descriptor entries (variable) |
T i e o e S S S i it S e S e it ot (I SRR R S SR S e

+

+-
I
+-
I
+-+
|
+-

Fi gure 8: Topol ogy- Al gorithm Label - Bl ock sub-TLV

A single network must use either option 1 or option 2 for al
routers. M xed node operation is not supported. Wen the Topol ogy-
Al gorithm Label -Bl ock sub-TLV is present with a given pair of

topol ogy and al gorithmval ues, routers MJST deternine the | abe

val ues associated with that topol ogy/al gorithmpair using the per-

t opol ogy/ per-al gorithm | abel block nmethod and the concatenated | abe
bl ock carried by the Topol ogy- Al gorithm Label - Bl ock sub-TLV. The
node indices used in this calculation are those carried in Node-SID
advertisenents with algorithmvalue=0 in TLV-135(1Pv4) or TLV-

236(1 Pv6) .

The Topol ogy- Al gorithm Label - Bl ock sub-TLV MJST NOT be adverti sed
with both MI-1D=0 and Al gorithmvalue=0. |In this way, the

concat enated | abel bl ock used to conpute the |abel values for the
default topology and algorithme0 can only be carried by the SR
Capabi lities sub-TLV.
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10.

11.

12.

When using the Topol ogy- Al gorithm Label -Bl ock sub-TLV in a network,
nodes SHOULD only advertise a node index value corresponding to

al gorithm=0 in Node-SID advertisenents in TLV-135(1Pv4) and/or TLV-
236(1 Pv6). Node index values (with algorithm=0 or any ot her val ue)
SHOULD NOT be advertised in TLV-235(Mr-1Pv4) and TLV-237(MI-1Pv6).
If a node originates the Topol ogy- Al gorithm Label - Bl ock sub-TLV
(meaning that it supports option 2), then it MJST ignore the receipt
of node indices for non-zero algorithms in TLV-135 and TLV-236 and
any node index values in TLV-235 and TLV-237.

OSPF extensions to encode per-topol ogy/ per-al gorithmlabel bl ocks

OSPF ext ensions to encode per-topol ogy/ per-al gorithmlabel blocks
will be provided in a future version of this draft.

A note on algorithns and topol ogi es

The exanpl e given in Section 4 supposes that at sone point in the
future the | ETF defines algorithm2 to nmean shortest path routing
based on latency. This sinple exanple was chosen since it is easy to
under stand. However, the sane result could al so have been achieved
by defining a second topol ogy which uses |atency as the nmetric for
that topol ogy, and running the default SPF algorithmon that second

t opol ogy.

In general, when using other algorithnms for conputing next-hops for
destination-based forwarding, it is not possible to achieve the sane
results by sinply defining a new topology with nodified netrics and
running the default SPF algorithm An exanple of such an al gorithm
is that used to conpute Maximally Redundant Trees (MRTs), as defined
in[l-Dietf-rtgwg-nrt-frr-algorithny.

I ANA Consi derati ons

Thi s docunent requests the following registration in the "sub-TLVs
for TLV 242" registry.

Val ue: TBA (suggested val ue 20)
Descri ption: Topol ogy-Al gorithm Label - Bl ock
Ref erence: This docunent (Section 8)
Management Consi derati ons
Thi s docunent proposes the use of per-topol ogy/ per-algorithmlabe

bl ocks (option 2) to support destination-based forwarding al ong next-
hops conputed using different algorithns for different topol ogies.
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13.

14.

15.

15.

15.

The aut omat ed adverti sement of per-topol ogy/ per-al gorithml abel

bl ocks significantly sinplifies network managenent conpared to
configuration and nai nt enance of uni que per-topol ogy/ per-al gorithm
node i ndi ces.

Security Considerations
TBD
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