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Abstract

This informational neno describes Datacenter TCP (DCTCP), a TCP
congestion control schenme for datacenter traffic. DCTCP extends the
Explicit Congestion Notification (ECN) processing to estimte the
fraction of bytes that encounter congestion, rather than sinply
detecting that sone congestion has occurred. DCTCP then scales the
TCP congestion wi ndow based on this estimate. This nethod achieves
hi gh burst tol erance, |low | atency, and high throughput wth shall ow
buffered switches. This neno al so discusses depl oynent issues
related to the coexistence of DCTCP and conventional TCP, the |ack of
a negoti ati ng nechani sm between sender and receiver, and presents
some possible mtigations. This neno docunents DCTCP as currently

i npl ement ed by several nmjor operating systens. DCTCP as descri bed
inthis draft is applicable to deploynents in controlled environnents
i ke datacenters but it nust not be depl oyed over the public |nternet
wi t hout additional measures.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on March 2, 2018.
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Copyright Notice

Copyright (c) 2017 |IETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Large datacenters necessarily need many network switches to

i nterconnect their many servers. Therefore, a datacenter can greatly
reduce its capital expenditure by |everaging | owcost swtches.
However, such |ow cost switches tend to have linited queue capacities
and are thus nore susceptible to packet |oss due to congestion
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Network traffic in a datacenter is often a mix of short and | ong
flows, where the short flows require |low |l atencies and the |long fl ows
require high throughputs. Datacenters also experience incast bursts,
where nany servers send traffic to a single server at the sane tine.
For exanple, this traffic pattern is a natural consequence of
MapReduce [ MAPREDUCE] workl oad: The worker nodes conpl ete at
approximately the sane tine, and all reply to the master node
concurrently.

These factors place sonme conflicting demands on the queue occupancy
of a switch:

o The queue nmust be short enough that it does not inpose excessive
| at ency on short fl ows.

0 The queue nust be |long enough to buffer sufficient data for the
long flows to saturate the path capacity.

o0 The queue nust be |ong enough to absorb incast bursts w thout
excessi ve packet | oss.

St andard TCP congestion control [RFC5681] relies on packet loss to
detect congestion. This does not neet the denmands descri bed above.
First, short flows will start to experience unacceptable |atencies
bef ore packet |oss occurs. Second, by the time TCP congestion
control kicks in on the senders, nost of the incast burst has already
been dropped.

[ RFC3168] describes a nmechanismfor using Explicit Congestion
Notification (ECN) fromthe switches for detection of congestion
However, this nmethod only detects the presence of congestion, not its
extent. In the presence of mld congestion, the TCP congestion

wi ndow i s reduced too aggressively and this unnecessarily reduces the
t hroughput of long flows.

Dat acenter TCP (DCTCP) changes traditional ECN processing by
estimating the fraction of bytes that encounter congestion, rather
than sinply detecting that sone congestion has occurred. DCTCP then
scal es the TCP congestion w ndow based on this estimate. This nethod
achi eves high burst tolerance, low | atency, and hi gh throughput wth
shal | owbuffered switches. DCTCP is a nodification to the processing
of ECN by a conventional TCP and requires that standard TCP
congestion control be used for handling packet |oss.

DCTCP shoul d only be deployed in an intra-datacenter environnent
where both endpoints and the switching fabric are under a single
adm nistrative donain. DCTCP MUST NOT be depl oyed over the public
Internet wthout additional nmeasures, as detailed in Section 5.
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The objective of this Informational RFC is to docunent DCTCP as a new
approach to address TCP congestion control in data centers that is
known to be widely inplenmented and deployed. It is consensus in the

| ETF TCPM wor ki ng group that a DCTCP standard woul d require further
work. A precise docunentation of running code enables followup | ETF
Experimental or Standards Track RFCs.

Thi s docunment describes DCTCP as inplemented in M crosoft W ndows
Server 2012 [WNDOAS]. The Linux [LINUX] and FreeBSD [ FREEBSD]
operating systens have al so inpl enented support for DCTCP in a way
that is believed to follow this docunent. Depl oynent experiences
with DCTCP as have been documented in [ MORGANSTANLEY] .

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

Nor mati ve | anguage is used to describe how necessary the various
aspects of a DCTCP inplenentation are for interoperability, but even
compliant inplementations wthout the measures in sections 4-6 would
still only be safe to deploy in controlled environnents, i.e., not
over the public Internet.

3. DCTCP Al gorithm
There are three conponents involved in the DCTCP al gorithm

0 The switches (or other intermediate devices in the network) detect
congestion and set the Congestion Encountered (CE) codepoint in
the |1 P header.

0 The receiver echoes the congestion information back to the sender
usi ng the ECN-Echo (ECE) flag in the TCP header

0 The sender conputes a congestion estinmate and reacts, by reducing
the TCP congestion wi ndow accordingly (cwnd).

3.1. Marking Congestion on the L3 Switches and Routers

The level -3 (L3) switches and routers in a datacenter fabric indicate
congestion to the end nodes by setting the CE codepoint in the IP
header as specified in Section 5 of [RFC3168]. For example, the

swi tches may be configured with a congestion threshold. Wen a
packet arrives at a switch and its queue length is greater than the
congestion threshold, the switch sets the CE codepoint in the packet.
For exanple, Section 3.4 of [DCTCP10] suggests threshold marking with
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a threshold K> (RTT * C/7, where Cis the link rate in packets per
second. In typical deploynents the marking threshold is set to be a
smal |l value to maintain a short average queuei ng delay. However, the
actual algorithmfor marking congestion is an inplenentation detai

of the switch and will generally not be known to the sender and
receiver. Therefore, sender and receiver should not assunme that a
particular marking algorithmis inplenmented by the switching fabric.

3.2. Echoing Congestion Informati on on the Receiver

According to Section 6.1.3 of [RFC3168], the receiver sets the ECE
flag if any of the packets being acknow edged had the CE code point
set. The receiver then continues to set the ECE flag until it
receives a packet with the Congesti on Wndow Reduced (CWR) flag set.
However, the DCTCP algorithmrequires nore detail ed congestion
information. In particular, the sender nust be able to determi ne the
nunber of bytes sent that encountered congestion. Thus, the schene
described in [ RFC3168] does not suffice.

One possible solution is to ACK every packet and set the ECE flag in
the ACKif and only if the CE code point was set in the packet being
acknow edged. However, this prevents the use of delayed ACKs, which
are an inportant performance optimnization in datacenters. |If the

del ayed ACK frequency is m then an ACK is generated every m packets.
The typical value of mis 2 but it could be affected by ACK
throttling or packet coal escing techni ques designed to inprove

per f or mance.

I nstead, DCTCP introduces a new Bool ean TCP state variable, "DCTCP
Congestion Encountered" (DCTCP.CE), which is initialized to false and
stored in the Transnission Control Block (TCB). When sending an ACK
the ECE flag MIST be set if and only if DCTCP.CE is true. Wen

recei ving packets, the CE codepoint MJST be processed as foll ows:

1. If the CE codepoint is set and DCTCP.CE is fal se, set DCTCP.CE to
true and send an i medi ate ACK

2. If the CE codepoint is not set and DCTCP.CE is true, set DCTCP.CE
to fal se and send an i nmedi ate ACK

3. Oherwi se, ignore the CE codepoint.

Since the imMmediate ACK reflects the new DCTCP. CE state, it may
acknow edge any previously unacknow edged packets in the old state.
This can lead to an incorrect rate conputation at the sender per
Section 3.3. To avoid this, an inplenentation MAY choose to send two
ACKs, one for previously unacknow edged packets and anot her

acknow edgi ng the nost recently received packet.

Bensl ey, et al. Expires March 2, 2018 [ Page 5]



Internet-Draft DCTCP August 2017

Recei ver handling of the "Congestion Wndow Reduced" (CWR) bit is
al so per [RFC3168] including [ RFC3168- ERRATA3639]. That is, on
recei pt of a segment with both the CE and CWR bits set, CAR s
processed first and then CE is processed.

Send i medi ate
ACK wi t h ECE=0

Send 1 ACK / % % | | \
for every | R R T . R R T . | Send 1 ACK
m packets | | DCTCP. CE=0 | | DCTCP. CE=1 | | for every
wi th ECE=0 | B ' B ' | m packets
\ I I A n /" with ECE=1

Send i mredi at e
ACK wi th ECE=1

Figure 1: ACK generation state machine. DCTCP.CE abbreviated as CE

3. 3.

Processi ng Echoed Congestion Indications on the Sender

The sender estinmates the fraction of bytes sent that encountered
congestion. The current estimate is stored in a new TCP state
vari abl e, DCTCP. Al pha, which is initialized to 1 and SHOULD be
updated as foll ows:

DCTCP. Al pha = DCTCP. Alpha * (1 - g) +g * M

wher e

(0]

g is the estimation gain, a real nunber between 0 and 1. The
selection of gis left to the inplenentation. See Section 4 for
further considerations.

Mis the fraction of bytes sent that encountered congestion during
t he previous observation wi ndow, where the observation wi ndow is
chosen to be approximately the Round Trip Time (RTT). In
particul ar, an observation wi ndow ends when all bytes in flight at
t he begi nning of the wi ndow have been acknow edged.

In order to update DCTCP. Al pha, the TCP state variables defined in
[ RFC0793] are used, and three additional TCP state variables are
i ntroduced:

(0]

DCTCP. W ndowend: The TCP sequence nunber threshold when one
observation wi ndow ends and another is to begin; initialized to
SND. UNA.
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DCTCP. Byt esAcked: The nunber of sent bytes acknow edged during the
current observation window, initialized to zero.

DCTCP. Byt esMar ked: The nunber of bytes sent during the current
observation wi ndow that encountered congestion; initialized to
zero.

The congestion estimtor on the sender MJUST process acceptabl e ACKs
as foll ows:

1.

Conput e the bytes acknow edged (TCP SACK options [ RFC2018] are
i gnored for this conputation):

Byt esAcked = SEG ACK - SND. UNA
Update the bytes sent:
DCTCP. Byt esAcked += Byt esAcked
If the ECE flag is set, update the bytes marked:
DCTCP. Byt esMar ked += Byt esAcked
I f the acknow edgment nunber is less than or equal to
DCTCP. W ndowend, stop processing. Oherw se, the end of the
observati on wi ndow has been reached, so proceed to update the
congestion estimate as foll ows:
Conpute the congestion |evel for the current observati on w ndow
M = DCTCP. Byt esMar ked / DCTCP. Byt esAcked
Update the congestion estimate:
DCTCP. Al pha = DCTCP. Alpha * (1 - g) +g * M
Deternine the end of the next observation w ndow
DCTCP. W ndowend = SND. NXT
Reset the byte counters:

DCTCP. Byt esAcked = DCTCP. Byt esMarked = 0

Rat her than al ways hal ving the congestion wi ndow as described in
[ RFC3168], the sender SHOULD update cwnd as foll ows:

cwnd = cwnd * (1 - DCTCP. Al pha / 2)
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Just as specified in [ RFC3168], DCTCP does not react to congestion

i ndi cations nore than once for every w ndow of data. The setting of
the "Congesti on Wndow Reduced” (CWR) bit is also as per [RFC3168].
This is required for interop with classic ECN receivers due to
potential nisconfigurations.

3.4. Handling of Congestion Wndow G owth

3.

3.

4.

4.

A DCTCP sender grows its congestion window in the sane way as
conventional TCP. Slow start and congestion avoidance algorithns are
handl ed as specified in [ RFC5681].

5. Handling of Packet Loss

A DCTCP sender MJST react to | oss episodes in the sane way as
conventional TCP, including fast retransmt and fast recovery

al gorithns, as specified in [ RFC5681]. For cases where the packet
loss is inferred and not explicitly signaled by ECN, the cwnd and
other state variables |ike ssthresh MIJST be changed in the sane way
that a conventional TCP would have changed them As with ECN, DCTCP
sender will only reduce the cwnd once per w ndow of data across al

| oss signals. Just as specified in [ RFC5681], upon a tinmeout, the
cwnd MJST be set to no nore than the | oss wi ndow (1 full-sized
segnment), regardl ess of previous cwnd reductions in a given w ndow of
dat a.

6. Handling of SYN, SYN-ACK, RST Packets

If SYN, SYN-ACK and RST packets for DCTCP connections have the "ECN
Capabl e Transport" (ECT) codepoint set in the |P header, they wll
receive the sanme treatment as ot her DCTCP packets when forwarded by a
swi tching fabric under | oad. Lack of ECT in these packets can result
in a higher drop rate depending on the switching fabric
configuration. Hence for DCTCP connections, the sender SHOULD set
ECT for SYN, SYN-ACK and RST packets. A DCTCP receiver ignores CE
codepoi nts set on any SYN, SYN-ACK, or RST packets.

| mpl enent ati on | ssues
1. Configuration of DCTCP

An inpl ementation needs to know when to use DCTCP. Datacenter
servers may need to conmunicate with endpoints outside the

dat acenter, where DCTCP is unsuitable or unsupported. Thus, a globa
configuration setting to enable DCTCP will generally not suffice.
DCTCP provi des no nechani smfor negotiating its use. Thus,
addi ti onal managenent and configuration functionality is needed to
ensure that DCTCP is not used with non-DCTCP endpoints.
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Known solutions rely on either configuration or heuristics.
Heuristics need to allow endpoints to individually enable DCTCP, to
ensure a DCTCP sender is always paired with a DCTCP receiver. One
approach is to enable DCTCP based on the I P address of the renote
endpoi nt. Another approach is to detect connections that transnit
within the bounds a datacenter. For exanple, an inplenentation could
support automatic selection of DCTCP if the estimated RTT is | ess
than a threshold (like 10 msec) and ECN is successfully negoti at ed,
under the assunption that if the RTT is low, then the two endpoints
are likely in the sane datacenter network.

[ RFC3168] forbids the ECN-marki ng of pure ACK packets, because of the
inability of TCP to mitigate ACK-path congestion. RFC 3168 al so
forbi ds ECN-mar ki ng of retransm ssions, w ndow probes and RSTs.
However, dropping all these control packets - rather than ECN marKking
them - has consi derabl e performance di sadvantages. It is RECOMVENDED
that an inplenentation provide a configuration knob that will cause
ECT to be set on such control packets, which can be used in

envi ronnments where such concerns do not apply. See

[ ECN- EXPERI MENTATI ON] for details.

It is useful to inplenent DCTCP as additional actions on top of an
exi sting congestion control algorithmlike Reno [ RFC5681]. The DCTCP
i mpl ementati on MAY al so all ow configuration of resetting the val ue of
DCTCP. Al pha as part of processing any |oss epi sodes.

4.2. Conputation of DCTCP. Al pha

As noted in Section 3.3, the inplenentation will need to choose a
suitable estinmation gain. [DCTCP10] provides a theoretical basis for
selecting the gain. However, it may be nore practical to use
experinentation to select a suitable gain for a particular network
and workload. A fixed estimation gain of 1/16 is used in sone

i npl ementations. (It should be noted that values of 0 or 1 for g
result in problematic behavior; g=0 fixes DCTCP. Alpha to its initia
val ue and g=1 sets it to Mw thout any snoot hing.)

The DCTCP. Al pha conputation as per the fornula in Section 3.3

i nvol ves fractions. An efficient kernel inplenentation MAY scale the
DCTCP. Al pha value for efficient conputation using shift operations.
For exanple, if the inplenentation chooses g as 1/16, nultiplications
of DCTCP. Al pha by g becone right-shifts by 4. A scaling

i mpl emrent ati on SHOULD ensure that DCTCP. Al pha is able to reach zero
once it falls below the smallest shifted value (16 in the above
exanple). At the other extrenme, a scal ed update needs to ensure
DCTCP. Al pha does not exceed the scaling factor, which would be

equi val ent to greater than 100% congesti on. So, DCTCP. Al pha MJST be
cl anped after an update.
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This results in the follow ng conputations replacing steps 5 and 6 in
Section 3.3, where SCF is the chosen scaling factor (65536 in the
exanple) and SHF is the shift factor (4 in the exanple):

1. Conpute the congestion |level for the current observation w ndow
Scal edM = SCF * DCTCP. Byt esMarked / DCTCP. Byt esAcked
2. Update the congestion estimate:
i f (DCTCP. Al pha >> SHF) == 0 then DCTCP. Al pha = 0
DCTCP. Al pha += (Scal edM >> SHF) - (DCTCP. Al pha >> SHF)
i f DCTCP. Al pha > SCF then DCTCP. Al pha = SCF
5. Depl oynent |ssues

DCTCP and conventional TCP congestion control do not coexist well in
the sane network. In typical DCTCP depl oynents, the marking
threshold in the switching fabric is set to a very |ow value to
reduce queueing delay, and a relatively snmall anount of congestion
will exceed the marking threshold. During such periods of
congestion, conventional TCP will suffer packet |oss and quickly and
drastically reduce cwnd. DCTCP, on the other hand, will use the
fraction of marked packets to reduce cwnd nore gradually. Thus, the
rate reduction in DCTCP will be nmuch slower than that of conventional
TCP, and DCTCP traffic will gain a | arger share of the capacity
conpared to conventional TCP traffic traversing the sane path. |If
the traffic in the datacenter is a mx of conventional TCP and DCTCP
it is RECOWENDED t hat DCTCP traffic be segregated from conventi ona
TCP traffic. [MORGANSTANLEY] describes a deploynent that uses the IP
Differentiated Services Code Point (DSCP) bits to segregate the
networ k such that Active Queue Managenent (AQVW [RFC7567] is applied
to DCTCP traffic, whereas TCP traffic is nmanaged via drop-tai

gueuei ng.

Depl oyments shoul d take into account segregation of non-TCP traffic
as well. Today’'s commodity switches allow configuration of different
mar ki ng/ drop profiles for non-TCP and non-1P packets. Non-TCP and
non-| P packets should be able to pass through such swi tches, unless
they really run out of buffer space.

Since DCTCP relies on congestion marking by the sw tches, DCTCP s
potential can only be realized in datacenters where the entire
network infrastructure supports ECN. The switches may al so support
configuration of the congestion threshold used for nmarking. The
proposed paraneterization can be configured with switches that
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i mpl ement Random Early Detection (RED) [ RFC2309]. [DCTCP10] provides
a theoretical basis for selecting the congestion threshold, but as
with the estimation gain, it may be nore practical to rely on
experinmentation or sinply to use the default configuration of the
device. DCTCP will revert to | oss-based congestion control when
packet |oss is experienced (e.g. when transiting a congested drop-
tail link, or alink with an AQM drop behavior).

DCTCP requires changes on both the sender and the receiver, so both
endpoi nts nust support DCTCP. Furthernore, DCTCP provides no
mechani sm for negotiating its use, so both endpoints nust be
configured through sonme out-of-band mechanismto use DCTCP. A
variant of DCTCP that can be deployed unilaterally and only requires
standard ECN behavi or has been described in [ ODCTCP] [ BSDCAN], but
requires additional experinmental evaluation

6. Known | ssues

DCTCP relies on the sender’s ability to reconstruct the streamof CE
codepoints received by the renote endpoint. To acconplish this,
DCTCP avoi ds using a single ACK packet to acknow edge segnents
received both with and wi thout the CE codepoint set. However, if one
or nore ACK packets are dropped, it is possible that a subsequent ACK
will cumul atively acknow edge a nix of CE and non-CE segnents. This
will, of course, result in a |less accurate congestion estinate.

There are some potential considerations:

0o Even with an inaccurate congestion estimte, DCTCP may stil
performbetter than [ RFC3168].

o If the estimation gain is snmall relative to the packet loss rate,
the estimate may not be too inaccurate.

o |If ACK packet |oss nobstly occurs under heavy congestion, nost
drops will occur during an unbroken string of CE packets, and the
estimate will be unaffected.

However, the effect of packet drops on DCTCP under real world
condi ti ons has not been anal yzed.

DCTCP provi des no nechanismfor negotiating its use. The effect of
usi ng DCTCP with a standard ECN endpoi nt has been anal yzed in

[ ODCTCP] [ BSDCAN]. Furthernore, it is possible that other

i mpl ement ations may al so nodify [ RFC3168] behavi or wi t hout
negoti ati on, causing further interoperability issues.

Much |i ke standard TCP, DCTCP is biased against flows with |onger
RTTs. A nmethod for inproving the RTT fairness of DCTCP has been
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proposed in [ ADCTCP], but requires additional experinental
eval uati on.

7. Security Considerations

DCTCP enhances ECN and thus inherits the general security

consi derations discussed in [RFC3168], although additional nitigation
options exist due to the Iimted intra-datacenter deploynent of

DCTCP

The processing changes introduced by DCTCP do not exacerbate the
considerations in [RFC3168] or introduce new ones. |n particular
with either algorithm the network infrastructure or the renote
endpoi nt can falsely report congestion and thus cause the sender to
reduce cwnd. However, this is no worse than what can be achi eved by
simply droppi ng packets.

[ RFC3168] requires that a conpliant TCP nust not set ECT on SYN or
SYN- ACK packets. [RFC5562] proposes setting ECT on SYN ACK packets,
but maintains the restriction of no ECT on SYN packets. Both these
RFCs prohibit ECT in SYN packets due to security concerns regarding
mal i ci ous SYN packets with ECT set. These RFCs, however, are

i ntended for general Internet use, and do not directly apply to a
controll ed datacenter environnment. The security concerns addressed
by both these RFCs might not apply in controlled environments |ike
datacenters, and it night not be necessary to account for the
presence of non-ECN servers. Beyond the security considerations
related to virtual servers, additional security can be inposed in the
physical servers to intercept and drop traffic resenbling an attack

8. | ANA Consi derati ons
Thi s docunment has no actions for | ANA
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