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Abst ract

Traffic Engi neered networks have a variety of mechanisnms to
facilitate the

separation of the data plane and control plane. They also have a
range of managenent and provisioning protocols to configure and
activate network resources. These mechani snms represent key
technol ogi es for enabling flexible and dynani c networKki ng.

Abstraction of network resources is a technique that can be applied
to a single network domain or across nultiple donmains to create a
single virtualized network that is under the control of a network
operator or the customer of the operator that actually owns

the network resources.

This draft provides a framework for Abstraction and Control of
Traffic Engi neered Networks (ACTN).
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1. Introduction

Traffic Engi neered networks have a variety of mechanisnms to
facilitate separation of data plane and control plane including
distributed signaling for path setup and protection, centralized
pat h conputation for planning and traffic engineering, and a range
of managenent and provi sioning protocols to configure and activate
network resources. These mechani sns represent key technol ogies for
enabling flexible and dynam c networki ng.

The term Traffic Engineered Network in this draft refers to any
connection-oriented network that has the ability of dynanic

provi sioning, abstracting and orchestrating network resource to the
network’s clients. Some exanples of networks that are in scope of
this definition are optical networks, MPLS Transport Profile (MPLS-
TP), MPLS Traffic Engineering (MPLS-TE), and ot her energing
technol ogi es with connection-oriented behavi or

One of the main drivers for Software Defined Networking (SDN) is a
decoupling of the network control plane fromthe data plane. This
separation of the control plane fromthe data plane has been al ready
achieved with the devel opnent of MPLS/ GWLS [ GWLS] and PCE [ PCE]

for TE-based transport networks. One of the advantages of SDNis its
logically centralized control regine that allows a gl obal view of
the underlying network under its control. Centralized control in SDN
hel ps i nprove network resources utilization conpared with

di stributed network control. For TE-based transport network control
PCE is essentially equivalent to a logically centralized control for
pat h conputation function.

Two key aspects that need to be solved by SDN are:
Net wor k and service abstraction: Detach the network and service
control from underlying technol ogy and hel p customer express
the network as desired by business needs.
Coordi nation of resources across nultiple domains and multiple

| ayers to provide end-to-end services regardl ess of whether the
domai ns use SDN or not.

Ceccarelli, et al. Expi res Cctober 14, 2016 [ Page 3]



I nternet-Draft ACTN Fr amewor k April 2016

As networks evolve, the need to provide resource and service
abstraction has energed as a key requirenent for operators; this
inplies in effect the virtualization of network resources so that
the network is "sliced" for different tenants shown as a dedi cated
portion of the network resources

Particular attention needs to be paid to the nmulti-domain case, where
Abstraction and Control of Traffic Engi neered Networks (ACTN) can
facilitate virtual network operation via the creation of a single
virtualized network or a seaml ess service. This supports operators in
viewi ng and controlling different donains (at any dinension: applied
technol ogy, adnministrative zones, or vendor-specific technol ogy

i slands) as a single virtualized network.

Network virtualization refers to allowi ng the custonmers of network
operators (see Section 2.1) to utilize a certain anount of network
resources as if they own themand thus control their all ocated
resources with higher layer or application processes that enables
the resources to be used in the nost optinmal way. Mre flexible,
dynani ¢ customer control capabilities are added to the traditiona
VPN al ong with a custoner specific virtual network view Customers
control a view of virtual network resources, specifically allocated
to each one of them This viewis called an abstracted network

topol ogy. Such a view may be specific to a specific service, the set
of consuned resources or to a particular custoner. Custoner
controller of the virtual network is envisioned to support a

pl et hora of distinct applications. This neans that there rmay be a
further level of virtualization that provides a view of resources in
the custonmer’s virtual network for use by an individual application

The framework described in this draft is nanmed Abstracti on and
Control of Traffic Engi neered Network (ACTN) and facilitates:

- Abstraction of the underlying network resources to higher-1layer
applications and custoners [TE-|I NFQ .

- Virtualization of particular underlying resources, whose
selection criterion is the allocation of those resources to a
particul ar customer, application or service. [ONF- ARCH]

- Slicing infrastructure to connect nultiple custoners to neet
specific custoner’s service requirenents.

- Creation of a virtualized environnent allow ng operators to

view and control multi-domain networks into a single
virtual i zed network;
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- Possibility of providing a custormer with virtualized network or
services (totally hiding the network).

- Avirtualization/ mappi ng network function that adapts custoner
requests to the virtual resources (allocated to them) to the
supporting physical network control and perforns the necessary
mappi ng, translation, isolation and security/policy
enforcenment, etc.; This function is often referred to as
orchestrati on.

- The presentation of the networks as a virtualized topology to
the custoners via open and programmabl e i nterfaces. This allows
for the recursion of controllers in a customner-provider
rel ati onshi p.

1.1. Term nol ogy

The following terns are used in this docunent. Sone of them are
new y defined, sone others reference existing definition
- Node: A node is a topological entity describing the "opaque"

forwardi ng aspect of the topol ogical conponent which represents
the opportunity to enable forwardi ng between points at the edge
of the node. It provides the context for instructing the
formation, adjustnent and renoval of the forwarding. A node, in
a VN network, can be represented by single physical entity or
by a group of nodes noving from physical to virtual network.

- Link: Alink is a topological entity describing the effective
adj acency between two or nore forwarding entities, such as two
or nore nodes. In its basic form(i.e., point-to-point Link) it
associ ates an edge point of a node with an equival ent edge
poi nt on another node. Links in virtual network is in fact
connectivity, realized by bandw dth engi neeri ng between any two
nodes neeting certain criteria, for exanple, redundancy,
protection, latency, not tied to any technol ogy specific
characteristics like timeslots or wavel engths. The link can be
dynanmic, realized by a service in underlay, or static.

- PNC donai n: A PNC donmain includes all the resources under the
control of a single PNC. It can be conposed by different
routing domains, adm nistrative donmains and different |ayers.
The i nterconnecti on between PNC domains can be a link or a
node.
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Figure 1 : PNC domai n borders

Virtual Network: A Virtual Network (VN) is a custoner view of the
transport network. It is conposed by a set of physica

resources sliced in the provider network and presented to the
customer as a set of abstract resources i.e. virtual nodes and
virtual l|inks. Depending on the agreenent between custoner and
provider a VN can be just represented by:

0 How the end points can be connected with given SLA
attributes(e.g., re satisfying the custoner’s objectives)

0 A pre-configured set of physical resources

0 O as outcone of a dynanmic request from custoner.

In the first case the VN can be seen at customer |evel as an
e2e connectivity that can be formed by recursive aggregati on of
| ower layers tunnels within the provider donain.

When the VN is pre-configured, it is provided after a static
negoti ati on between custoner and provider while in the third
case VN can be dynamically created, deleted, or nodified in
response to requests fromthe custoner. This inplies dynanic
changes of network resources reserved for the custoner.

In the second and third case , once that custoner has obtained
his VN, can act upon the virtual network resources to perform
connecti on managenent (set-up/rel ease/ nodify connections).

Abstract Topol ogy: Every lower controller in the provider
network, when is representing its network topol ogy to an higher
layer, it may want to hide details of the actual network

topol ogy. In such case, an abstract topol ogy nmay be used for
this purpose. Abstract topol ogy enhances scalability for the
MDSC to operate nulti-domain networks
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- Access link: A link between a customer node and a provider
node.

- Inter domain link: A link between donmai ns managed by different
PNCs. The MDSC is in charge of nanaging inter-donain |inks.

- Border node: A node whose interfaces belong to different
domains. It may be managed by different PNCs or by the MDSC.

- Access Point (AP): An access point is defined on an access
link. It is used to keep confidentiality between the custoner
and the provider. It is an identifier shared between the
customer and the provider, used to map the end points of the
border node in the provider NW The AP can be used by the
customer when requesting connectivity service to the provider
A nunber of paraneters, e.g. avail able bandw dth, need to be
associated to the AP to qualify it.

- VN Access Point (VNAP): A VNAP is defined within an AP as part
of a given VN and is used to identify the portion of the AP,
and hence of the access link) dedicated to a given VN

2. Busi ness Mddel of ACTN

The Virtual Private Network (VPN) [ RFC4026] and Overlay Network (ON)
nodel s [ RFC4208] are built on the prem se that one single network
provi der provides all virtual private or overlay networks to its
custoners. These nodels are sinple to operate but have sone

di sadvant ages in accompdating the increasing need for flexible and
dynanmi c network virtualization capabilities

The ACTN nodel is built upon entities that reflect the current
| andscape of network virtualization environments. There are three
key entities in the ACTN nodel [ACTN- PS]:
- Custoners
- Service Providers
- Network Providers
2.1. Custoners

Wthin the ACTN franmework, different types of custonmers may be taken
i nto account depending on the type of their resource needs, on their
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nunber and type of access. As exanple, it is possible to group them
into two main categories:

Basi ¢ Customer: Basic customers include fixed residential users,
nmobi | e users and small enterprises. Usually the nunber of basic
custoners is high; they require snmall anounts of resources and are
characterized by steady requests (relatively tinme invariant). A
typical request for a basic customer is for a bundl e of voice
services and internet access. Mreover basic custoners do not nodify
their services thenselves; if a service change is needed, it is
perforned by the provider as proxy and they generally have very few
dedi cat ed resources (subscriber drop), with everything el se shared
on the basis of sone SLA, which is usually best-efforts

Advanced Custoner: Advanced customers typically include enterprises,
governnents and utilities. Such custonmers can ask for both point to
poi nt and nul ti point connectivity with high resource denand
significantly varying in tine and fromcustoner to custoner. This is
one of the reasons why a bundl ed service offering is not enough and
it is desirable to provide each of themwi th a custom zed virtua

net wor k service

Advanced custoners nay own dedicated virtual resources, or share
resources. They may al so have the ability to nodify their service
paraneters within the scope of their virtualized environnments.

As custoners are geographically spread over multiple network

provi der domains, they have to interface nultiple providers and may
have to support nultiple virtual network services with different
under | ying objectives set by the network providers. To enabl e these
custonmers to support flexible and dynanic applications they need to
control their allocated virtual network resources in a dynanic
fashi on, and that means that they need an abstracted view of the
topol ogy that spans all of the network providers.

ACTN' s primary focus is Advanced Custoners

Custoners of a given service provider can in turn offer a service to
other custoners in a recursive way. An exanple of recursiveness wth
2 service providers is shown bel ow

- Custoner (of service B)

- Custonmer (of service A) & Service Provider (of service B)
- Service Provider (of service A

- Networ k Provider
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Figure 2 : Service Recursiveness
2.2. Service Providers

Service providers are the providers of virtual network services to
their custoners. Service providers may or may not own physica
networ k resources. Wien a service provider is the same as the
network provider, this is simlar to traditional VPN nodels. This
nodel works well when the custoner naintains a single interface with
a single provider. Wen custoner |ocation spans across nultiple

i ndependent network provider domains, then it beconmes hard to
facilitate the creation of end-to-end virtual network services with
this nodel .

A nore interesting case ari ses when network providers only provide
infrastructure while service providers directly interface their
custonmers. In this case, service providers thensel ves are custoners
of the network infrastructure providers. One service provider may
need to keep nmultiple i ndependent network providers as its end-users
span geographically across nultiple network provider donains as
shown in Figure 2 where Service Provider A uses resources from

Net wor k Provider A and Network Provider B to offer a virtualized
network to its custoner.
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Service Provider A X --ceemmmm oo X
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Figure 3 : A service Provider as Custoner of Two Network Providers.

The ACTN network mnmodel is predicated upon this three tier nodel and
is sunmarized in Figure 3:

|
[ I\ Servicel/ Custoner specific
| || Abstract Topol ogy

I

e LR + E2E abstract
| Service Provider | topol ogy creation
e e e e e e e e +
/ [ \
/ | \'  Network Topol ogy
/ | \ (raw or abstract)

/ [ \
s + s + s +
| Net wor k Provi der 1] | Net wor k Provi der 2| | Net wor k Provi der 3|
e e e e oo oo + e e e e oo oo + e e e e oo oo +

Figure 4 : Three tier nodel

There can be nultiple types of service providers.
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Data Center providers: can be viewed as a service provider type
as they own and operate data center resources to vari ous WAN
custoners, they can | ease physical network resources from

net wor k provi ders.

Internet Service Providers (ISP): can be a service provider of
internet services to their custoners while | easing physica

net work resources from network providers.

Mobile Virtual Network Operators (MVNO : provide nobile
services to their end-users w thout owning the physical network
infrastructure

2.3. Network Providers

Networ k Providers are the infrastructure providers that own the
physi cal network resources and provide network resources to their
custoners. The | ayered nodel proposed by this draft separates the
concerns of network providers and custoners, with service providers
acting as aggregators of custoner requests.

3. ACTN architecture

This section provides a high-level control and interface nodel of
ACTN.

The ACTN architecture, while being aligned with the ONF SDN
architecture [ONF-ARCH], is presenting a 3-tiers reference nodel. It
all ows for hierarchy and recursiveness not only of SDN controllers
but also of traditionally controlled domains. It defines three types
of controllers depending on the functionalities they inplenment. The
main functionalities that are identified are:

Mul ti domain coordination function: Wth the definition of
domai n being "everything that is under the control of the same
controller”,it is needed to have a control entity that oversees
the specific aspects of the different domains and to build a
single abstracted end-to-end network topology in order to
coordi nate end-to-end path conputation and path/service
provi si oni ng.

Virtualization/Abstraction function: To provide an abstracted
vi ew of the underlying network resources towards custoner,
being it the client or a higher level controller entity. It

i ncl udes conputation of customer resource requests into virtua
net work pat hs based on the gl obal network-w de abstracted
topol ogy and the creation of an abstracted view of network
slices allocated to each custoner, according to custoner-
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specific virtual network objective functions, and to the
customer traffic profile.

Cust omer mappi ng function: In charge of mapping custonmer VN
setup comuands i nto network provisioning requests to the

Physi cal Network Controller (PNC) according to business OSS/ NVS
provi sioned static or dynam c policy. Mreover it provides
mappi ng and transl ation of customer virtual network slices into
physi cal network resources

Virtual service coordination: Virtual service coordination
function in ACTN incorporates custoner service-related

know edge into the virtual network operations in order to
seam essly operate virtual networks while nmeeting customer’s
service requirements.

The virtual services that are coordi nated under ACTN can be split
into two categories:

Servi ce-aware Connectivity Services: This category includes al
the network service operations used to provide connectivity

bet ween custonmer end-points while neeting policies and service
rel ated constraints. The data nodel for this category would

i nclude topology entities such as virtual nodes, virtual Iinks,
adaptation and termination points and service-related entities
such as policies and service related constraints. (See Section
4.2.2)

Net wor k Function Virtualization Services: These kinds of
services are usually setup in NFV (e.g. cloud) providers and
require connectivity between a custoner site and the NFV
provider site (e.g. a data center). These VNF services may
include a security function like firewall, a traffic optim zer
the provisioning of storage or conputation capacity. In these
cases the custoner does not care whether the service is

i mpl erented in a given data center or another. This allows the
net wor k provi der divert customer requests where nost suitable.
This is also known as "end points nobility" case. (See Section
4.2.3)

The types of controller defined are shown in Figure 4 below and are
the foll ow ng:

CNC - Customer Network Controller
MDSC - Multi Dommi n Service Coordi nator
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PNC - Physical Network Controller

Ceccarelli, et al. Expi res Cctober 14, 2016 [ Page 13]



I nternet-Draft ACTN Fr amewor k April 2016
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Figure 5 : ACTN Control Hi erarchy

3.1. Custoner Network Controller

A Virtual Network Service is instantiated by the Custoner Network
Controller via the CM (CNC-MDSC I nterface). As the Custoner Network
Controller directly interfaces the applications, it understands

mul tiple application requirenents and their service needs. It is
assunmed that the Custoner Network Controller and the MDSC have a
common know edge on the end-point interfaces based on their business
negotiation prior to service instantiation. End-point interfaces
refer to customer-network physical interfaces that connect customer
premi se equi pnrent to network provider equipnent.
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In addition to abstract networks, ACTN allows to provide the CNC
with services. Exanple of services include connectivity between one
of the custoner’s end points with a given set of resources in a data
center fromthe service provider.

3.2. Multi Domain Service Coordinator

The MDSC (Multi Domain Service Coordinator) sits between the CNC
(the one issuing connectivity requests) and the PNCs (Physica

Net work Controllersr - the ones managi ng the physical network
resources). The MDSC can be collocated with the PNC, especially in
t hose cases where the service provider and the network provider are
the sane entity.

The internal systemarchitecture and buil ding bl ocks of the MDSC are
out of the scope of ACTN. Sonme exanpl es can be found in the
Application Based Network Operations (ABNO architecture [ABNJ and
the ONF SDN architecture [ ONF- ARCH|

The MDSC is the only building block of the architecture that is able
to inplenent all the four ACTN main functionalities, i.e. nulti
domai n coordination function, virtualization/abstraction function
custonmer nmapping function and virtual service coordination. The key
poi nt of the MDSC and the whol e ACTN framework is detaching the
networ k and service control fromunderlying technol ogy and help
customer express the network as desired by business needs. The MDSC
envel opes the instantiation of right technol ogy and network contro
to neet business criteria. In essence it controls and nmanages the
primtives to achieve functionalities as desired by CNC

A hierarchy of MDSCs can be foreseen for scalability and

adm ni strative choi ces.
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Figure 6 : Controller recursiveness

A key requirenent for allow ng recursion of MDSCs is that a single
interface needs to be defined both for the north and the south
bounds.

In order to allow for multi-domain coordination a 1: N relationship
nmust be all owed between MDSCs and between MDSCs and PNCs (i.e. 1
parent MDSC and N child MDSC or 1 MDSC and N PNCs). In addition to
that it could be possible to have also a M1 rel ationship between
MDSC and PNC to allow for network resource partitioning/sharing
anong different customers not necessarily connected to the sane NMDSC
(e.g. different service providers).

3.3. Physical Network Controller
The Physical Network Controller is the one in charge of configuring
the network el ements, nonitoring the physical topology of the
network and passing it, either raw or abstracted, to the MDSC

The internal architecture of the PNC, his building blocks and the
way it controls its domain, are out of the scope of ACTN. Sone

exanpl es can be found in the Application Based Network Operations
(ABNO) architecture [ ABNO and the ONF SDN architecture [ ONF- ARCH]
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The PNC, in addition to being in charge of controlling the physica
network, is able to inplenent two of the four ACTN main
functionalities: nmulti domain coordination function and
virtualization/abstraction function

A hierarchy of PNCs can be foreseen for scalability and

adm ni strative choices

3.4. ACTN interfaces

To allow virtualization and nmulti domai n coordi nati on, the network
has to provi de open, programuable interfaces, in which custoner
applications can create, replace and nodify virtual network
resources and services in an interactive, flexible and dynamc
fashi on while having no inpact on other custoners. Direct customner
control of transport network el ements and virtualized services is
not perceived as a viable proposition for transport network
providers due to security and policy concerns anong ot her reasons.
In addition, as discussed in the previous section, the network
control plane for transport networks has been separated from data
pl ane and as such it is not viable for the custonmer to directly
interface with transport network el enents.

Figure 5 depicts a high-level control and interface architecture for
ACTN. A nunber of key ACTN interfaces exist for deploynent and
operation of ACTN based networks. These are highlighted in Figure 5
(ACTN I nterfaces) bel ow
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Figure 7 : ACIN Interfaces
The interfaces and functions are descri bed bel ow

Interface A: A north-bound interface (NBI) that wll

comruni cate the service request or application demand. A
request will include specific service properties, including:
services, topology, bandwi dth and constraint information

Interface B. The CNC-MDSC Interface (CM) is an interface
between a Custoner Network Controller and a Milti Service
Domain Controller. It requests the creation of the network
resources, topology or services for the applications. The
Virtual Network Controller nay al so report potential network
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topol ogy availability if queried for current capability from
the Customer Network Controller.

Interface C. The MDSC-PNC Interface (MPl) is an interface
between a Multi Domain Service Coordinator and a Physica
Networ k Controller. It conmunicates the creation request, if
requi red, of new connectivity of bandw dth changes in the

physi cal network, via the PNC. In multi-domain environnents,
the MDSC needs to establish multiple MPls, one for each PNC, as
there are multiple PNCs responsible for its domain control

Interface D: The provisioning interface for creating forwarding
state in the physical network, requested via the Physica
Net wor k Controller

The interfaces within the ACTN scope are B and C
4. VN creation process

The provider can present to the custoner different |evel of network
abstraction, spanning fromone extrenme (say "black") where nothing
is shown, just the APs, to the other extrenme (say "white") where a
slice of the network is shown to the custonmer. There are shades of
gray in between where a nunber of abstract |inks and nodes can be
shown.

The VN creation is conposed by two phases: Negotiation and
| mpl enent ati on.

Negoti ation: In the case of grey/white topol ogy abstraction, there
is an a priori phase in which the custoner agrees with the provider
on the type of topology to be shown, e.qg. 10 virtual links and 5
virtual nodes with a given interconnectivity. This is sonething that
is assuned to be preconfigured by the operator off-line, what is
online is the capability of nodifying/deleting sonmething (e.g. a
virtual link). In the case of "black" abstraction this negotiation
phase does not happen, in the sense that the customer can only see
the APs of the network.

I mpl enentation: In the case of black topol ogy abstraction, the
customers can ask for connectivity with given constraints/SLA
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bet ween the APs and LSPs/tunnels are created by the provider to
satisfy the request. What the custoner sees is only that his CEs are
connected with a given SLA. In the case of grey/white topol ogy the
custonmer creates his own LSPs accordingly to the topol ogy that was
presented to him

5. Access Points and Virtual Network Access Points

In order not to share unwanted topol ogical information between the
custoner domain and provider donmamin, a newentity is defined and
associated to an access link, the Access Point (AP). See the
definition of AP in Section 1.1

A custonmer node will use APs as the end points for the request of
VNs.

A nunber of paraneters need to be associated to the APs. Such
paraneters need to include at |east: the maxi numreservabl e
bandwi dth on the link, the available bandwi dth and the I|ink
characteristics (e.g. switching capability, type of mapping).

Editor note: it is not appropriate to define Iink characteristics
i ke bandwi dth against a point (AP). A solution needs to be found.

Figure 8 : APs definition customer view

Let’s take as exanple a scenario in which CE1 is connected to the
network via a 10G link and CE2 via a 40G link. Before the creation
of any VN between APl and AP2 the custoner view can be summari zed as
fol | ows:
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S — S — S S — +
| AP id] MaxResBw | Avail abl eBw | CE, port |
Fomm - - Fomm e - e Fomm e - +
| AP1 | 10 | 10Gh | CEL, port X

+-- oo - [ SR o m e e oo [ SR +
| AP2 | 40Gh | 40Gh | CE2, portZ

S S S S +

Table 1: AP - customer view

On the other side what the provider sees is:

( ) ( )

W (4o ) ( o-4) Y
~+---( |PEl| DomX )----( DomY |PE2| )---+-
| (et ) ( oeh)
AP1 - - - - AP2

( ) ( )

Figure 9 : Provider view of the AP

Whi ch in the exanpl e above ends up in a sunmarization as follows:

H-- - - - Fom e - TSRS Fom e - +
| AP id| MaxResBw | Avail abl eBw | PE, port |
+--- o= [ SR S [ SR +
| AP1 | 10Gh | 10Gh | PE1, port W |
+--- - - [ R o m e [ R +
| AP2 | 400 | 40Gh | PE2, portY
H-- - - - Fom e - TSRS Fom e - +

Table 2: AP - provider view

The second entity that needs to be defined is a structure within the
AP that is linked to a VN and that is used to allow for different VN
to be provided starting fromthe same AP. It also allows reserving
the bandwi dth for the VN on the access link. Such entity is called
Virtual Network Access Point. For each virtual network is defined on
an AP, a different VNAP is created

In the sinple scenario depicted above we suppose to create two
virtual networks. The first one has with VN identifier 9 between APl
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and AP2 with and bandw dth of 1Gbps, while the second one with VNid
5, again between APl and AP2 and bandwi dth 2CGbps.

The custoner view woul d evol ve as foll ows:

e I . I +
| AP/ VNAPi d| MaxResBw | Avail abl eBw | PE, port |
N N T . ommemea +
| AP1 | 10Gops | 7Gbps | PEL, port W |
| -VNAPL. 9| 1CGhps | N. A [ [
| -VNAP1. 5| 2Ghps | N. A [ [
N R . . +
| AP2 [ 40Gh [ 37CGh | PE2, portY |
| - VNAP2. 9| 1Ghps | N. A [ [
| -VNAP2. 5| 2Gbps | N. A [ [
Fomm e o Fom e - TSRS Fom e - +

Table 3: AP and VNAP - provider view after VN creation
5.1. Dual honing scenario

Oten there is a dual homing relationship between a CE and a pair of
PE. This case needs to be supported also by the definition of VN, AP
and VNAP. Suppose to have CEl connected to two different PE in the
operator domain via APl and AP2 and the custoner needi ng 5Gops of
bandwi dt h between CEl1 and CE2.

AP1 - AP3
——————— (PE1) (PE3) -------
w/ - - \ X
+---+ / ( ) \ +---+
| CE1| ( ) | CE2|
+---+ \ ( ) [ +---+
Y\ - - V4
——————— (PE2) (PE4) -------
AP2 e APA
Figure 10 : Dual homi ng scenario

In this case the custonmer will request for a VN between APl, AP2 and
AP3 specifying a dual honming rel ationship between AP1 and AP2. As a
consequence no traffic will be flowi ng between AP1 and AP2. The dual
homi ng rel ati onship woul d then be mapped agai nst the VNAPs (since

ot her independent VNs mi ght have APl and AP2 as end points).
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The customer view would be as foll ows:

Fomm e oo - Fomm e e e o - o m e e oo o - Fomm e e e o - B +
| AP/ VNAPi d| MaxResBw | Avail abl eBw | CE, port | Dual Hom ng|
Fomm e - Fom e o - e e e - Fom e o - [ S +
| AP1 | 10Gbps | 5Ghps | CEL, port W | |
| - VNAPL. 9| 5Ghps | N. A | | VNAP2.9 |
T [ R o m e [ R R +
| AP2 | 40CGbps | 35Ghps | CEL, portY | |
| - VNAP2. 9| 5Gops | N. A [ | VNAP1.9 [
Fomm e - Fom e o - e e e - Fom e o - [ S +
| AP3 | 40Gbhps | 35Ghps | CE2, port Z | |
| -VNAP3. 9| 5Gops | N. A [ [ NONE [
T [ R o m e [ R R +

Tabl e 4: Dual homing - custoner view after VN creation

6. End point selection & nobility

Virtual networks could be used as the infrastructure to connect a
nunber of sites of a customer anobng them or to provide connectivity
bet ween customer sites and virtualized network functions (VNF) like
for exanple virtualized firewall, VvBNG storage, conputationa
functions.

6.1. End point selection & nobility

A VNF coul d be deployed in different places (e.g. data centers A B
or Cin figure below but the VNF provider (=ACTN custoner) doesn’'t
know which is the best site where to install the VNF froma network
point of view (e.g. latency). For exanple it is possible to conpute
the path mnimzing the del ay between APl and AP2, but the customer
doesn’t know a priori if the path with mninumdelay is towards A B
or C
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( ) ( )
oo ( ) ( ) oot
| CE1| ---+----( Domain X )----( DomainyY )---+---|DCA
oot ( ) ( )L e

AP1 - - - - AP2

( ) ( )

[ [

AP3 | AP4 |

+----+ +----+

| DC- B| | DC-CI

+o---t +o---t

Figure 11 : End point selection

In this case the VNF provider (=ACTN custoner) should be allowed to
ask for a VN between APl and a set of end points. The list of end
points is provided by the VNF provider. Wen the end point is
identified the connectivity can be instantiated and a notification
can be sent to the VNF provider for the instantiation of the VNF.

6. 2. Preplanned end point mgration

A prem um SLA for VNF service provisioning consists on the offering
of a protected VNF instantiated on two or nore sites and with a hot
stand-by protection nmechanism In this case the VN should be
provided so to switch fromone end point to another upon a trigger
fromthe VNF provider or an automatic failure detection mechani sm
An exanple is provided in figure bel ow where the request fromthe
VNF provider is for connectivity with given constraint and
resiliency between CE1 and a VNF with primary installation in DC A
and a protection in DCC
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( ) ( )
N ( )« ) Hoooot
| CE1| ---+----( Domain X )----( DomainyY )---+---|DCA
oot ( ) ( )L e
AP1 - - - - AP2 [
( ) ( ) I
et - - et - - |
AP3 | AP4 | HOT STANDBY
+----+ [
|IDC-C <-------------
+o---t
Figure 12 : Preplanned endpoint mgration

6.3. On the fly end point mgration

The one the fly end point migration concept is very sinmlar to the
end point selection one. The idea is to give the provider not only
the list of sites where the VNF can be installed, but also a
mechanismto notify changes in the network that have inpacts on the
SLA. After an handshake with the custoner controller/applications,
the bandwi dth in network would be nmoved accordingly with the noving
of the VNFs.

Security

TBD
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