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1. Introduction
1.1. Background

In certain network depl oynent scenarios, service providers would |ike
to have the ability to dynanically adapt to a wi de range of
custoner’s requests for the sake of flexible network service
delivery, SDN has provides additional flexibility in how the network
is operated conparing the traditional network.

The existing networking ecosystem has becone awful | y conpl ex and

hi ghly demanding in terns of robustness, perfornmance, scalability,
flexibility, agility, etc. By nmigrating to the SDN enabl ed network
fromthe existing network, service providers and network operators
must have a sol ution which they can evolve easily fromthe existing
network into the SDN enabl ed network whil e keeping the network
services remain scal abl e, guarantee robustness and availability etc.

Taking the snmooth transition between traditional network and the new
SDN enabl ed network into account, especially froma cost inpact
assessnent perspective, using the existing PCE conponents fromthe
current network to function as the central controller of the SDN
network i s one choice, which not only achieves the goal of having a
centralized controller to provide the functionalities needed for the
central controller, but also | everages the existing PCE network
component s.

The Pat h Conputati on El enent comuni cation Protocol (PCEP) provides
mechani sns for Path Conputation Elements (PCEs) to performroute
conmputations in response to Path Conputation Cients (PCCs) requests.
PCEP Extensions for PCE-initiated LSP Setup in a Stateful PCE Mde
draft [I1-D. draft-ietf-pce- stateful-pce] describes a set of
extensions to PCEP to enable active control of MPLS-TE and GWLS

t unnel s.

[1-D.crabbe-pce-pce-initiated-1sp] describes the setup and teardown
of PCE-initiated LSPs under the active stateful PCE nodel, wi thout
the need for local configuration on the PCC, thus allowing for a
dynami ¢ MPLS network that is centrally controlled and depl oyed

[I-D. ali-pce-renpte-initiated-gnpls-Isp] conplenents [I-D.
draft-crabbe-pce-pce-initiated-1sp] by addressing the requirenents
for renpte-initiated GWLS LSPs.

SR technol ogy | everages the source routing and tunneling paradigns.
A source node can choose a path without relying on hop-by-hop
signaling protocols such as LDP or RSVP-TE. Each path is specified
as a set of "segnents" advertised by link-state routing protocols
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(IS-1Sor GSPF). [I-D.filsfils-spring-segment-routing] provides an
introduction to SR technol ogy. The corresponding |IS-1S and OSPF
extensions are specified in [I-D.ietf-isis-segnent-routing-

ext ensi ons] and [1-D. psenak-ospf-segnent -r outi ng- ext ensi ons],
respectively.

A Segnent Routed path (SR path) can be derived froman | GP Shortest
Path Tree (SPT). Segnent Routed Traffic Engineering paths (SR TE
pat hs) may not follow I GP SPT. Such paths may be chosen by a

sui tabl e network planning tool and provisioned on the source node of
the SR-TE pat h.

It is possible to use a stateful PCE for conputing one or nmore SR-TE
pat hs taking into account various constraints and objective
functions. Once a path is chosen, the stateful PCE can instantiate
an SR-TE path on a PCC using PCEP extensions specified in

[1-D. crabbe-pce-pce-initiated-lsp] using the SR specific PCEP
extensions described in [I-D.sivabal an-pce-segnent-routing].

By using the solutions provided fromabove drafts, LSP in both MPLS
and GWLS network can be setup/del et e/ mai nt ai ned/ synchroni zed t hr ough
a centrally controlled dynami¢c MPLS network. Since in these
solutions, the LSP is need to be signaled through the head end LER to
the tail end LER, there are either RSVP-TE signaling protocol need to
be deployed in the MPLS/ GWLS network, or extend TGP protocol with
node/ adj acency segnent identifiers signaling capability to be

depl oyed.

The PCECC sol ution proposed in this docunent allow for a dynamic MPLS
network that is eventually controlled and depl oyed wi thout the

depl oynent of RSVP-TE protocol or extended | GP protocol with node/

adj acency segnent identifiers signaling capability while providing
all the key MPLS functionalities needed by the service providers.
These key MPLS features include MPLS P2P LSP, P2MP/ MP2MP LSP, MPLS
protection nmechanismetc. |In the case that one LSP path consists

| egacy network nodes and the new network nodes which are centrally
controlled, the PCECC solution provides a snooth transition step for
users.

1.2. Using the PCE as the Central Controller (PCECC) Approach
Wth PCECC, it not only removes the existing MPLS signaling totally
fromthe control plane w thout |osing any existing MPLS
functionalities, but also PCECC achieves this goal through utilizing
the existing PCEP without introducing a new protocol into the
net wor K.

The followi ng diagramillustrates the PCECC architecture
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Figure 1: PCECC Architecture

Through the draft, we call the conbination of the functionality for
gl obal I abel range signaling and the functionality of LSP setup/
downl oad/ cl eanup using the conbi nati on of gl obal |abels and | oca

| abel s as PCECC functionality.

Current MPLS | abel has local neaning. That is, MPLS |abel allocated
locally and signal ed through the LDP/ RSVP- TE/ BGP etc dynanic
si gnal i ng protocol

As the SDN(Service-Driven Network) technol ogy devel ops, MPLS gl oba

| abel has been proposed again for new solutions. [I-D.li-npls-
gl obal - | abel - usecases] proposes possi bl e usecases of MPLS gl oba
| abel . MPLS gl obal |abel can be used for identification of the

| ocation, the service and the network in different application
scenarios. Fromthese usecases we can see that no matter SDN or
tradi tional application scenarios, the new solutions based on MPLS

gl obal | abel can gain advantage over the existing solutions to
facilitate service provisions. The solution choices are described in
[1-D.li-npls-global-Iabel -frameworKk].

To ease the | abel allocation and signaling nmechanism also with the
new applications such as concentrated LSP controller is introduced,
PCE can be conveniently used as a central controller and MPLS gl oba
| abel range negoti ator.
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The later section of this draft describes the user cases for PCE
server and PCE clients to have the gl obal |abel range negotiati on and
| ocal |abel range negotiation functionality.

To enmpower networking with centralized controllable nodules, there
are nmany choices for downl oading the forwarding entries to the data
pl ane, one way is the use of the OpenFl ow protocol, which hel ps

devi ces popul ate their forwarding tables according to a set of
instructions to the data plane. There are other candi date protocols
to convey specific configuration information towards devices al so.
Since the PCEP protocol is already deployed in sone of the service
network, to | everage the PCEP to popul ated the MPLS forwarding table
is a possible good choice.

For the centralized network, the performance achi eved through

di stributed systemcan not be easy matched if all of the forwarding
path is conputed, downl oaded and nai ntai ned by the centralized
controller. The performance can be inproved by supporting part of
the forwarding path in the PCECC network through the segment routing
mechani sm except that the adjacency IDs for all the network nodes and
I inks are propagated through the centralized controller instead of
usi ng the | GP extension.

The node and |ink adjacency | Ds can be negotiated through the PCECC
with each PCECC clients and these IDs can be just taken fromthe
gl obal | abel range which has been negoti ated al ready.

Wth the capability of supporting SR within the PCECC architecture,
all the p2p forwarding path protection use cases described in the
draft [I-D.ietf-spring-resiliency-use-cases] will be supported too
within the PCECC network. These protection alternatives include end-
to-end path protection, local protection w thout operator nmanagenent
and | ocal protection with operator managenent.

Wth the capability of global |abel and | ocal |abel existing at the
sane time in the PCECC network, PCECC will use conpute, setup and
mai ntain the P2MP and MP2MP | sp using the | ocal |abel range for each
net wor k nodes.

Wth the capability of setting up/maintaining the P2MP/ MP2MP LSP
within the PCECC network, it is easy to provide the end-end managed
path protection service and the local protection with the operation
managenent in the PCECC network for the P2MP/ MP2MP LSP, which

i ncl udes both the RSVP-TE P2MP based LSP and al so the nLDP based LSP
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2. Term nol ogy
The following term nology is used in this docunent.

IGP: Interior Gateway Protocol. Either of the two routing
protocol s, Open Shortest Path First (OSPF) or Internediate System
to Intermediate System (1S-19)

PCC. Path Conputation Cient: any client application requesting a
path conputation to be perfornmed by a Path Conputation El enent.

PCE: Path Conputation Elenent. An entity (conponent, application
or network node) that is capable of conmputing a network path or
route based on a network graph and appl yi ng conputationa
constrai nts.

TE: Traffic Engineering.
3. PCEP Requirenents

Fol | owi ng key requirenents associ ated PCECC shoul d be consi dered when
desi gni ng the PCECC based sol ution:

1. Path Conputation Elenment (PCE) clients supporting this draft MJST
have the capability to advertise its PCECC capability to the
PCECC

2. Path Conputation Elenent (PCE) supporting this draft MJUST have
the capability to negotiate a global |abel range for a group of
clients.

3. Path Conmputation dient (PCC) MJIST be able ask for global I|abe
range assigned in path request nessage

4. PCE are not required to support |abel reserve service.
Therefore, it MJIST be possible for a PCE to reject a Path
Conput ati on Request nessage with a reason code that indicates no
support for |abel reserve service.

5. PCEP SHOULD provide a neans to return global |abel range and LSP
| abel assignnents of the conputed path in the reply nmessage.

6. PCEP SHOULD provide a neans to downl oad the MPLS forwarding entry
to the PCECC s clients.
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4. Use Cases of PCECC for Label Resource Reservations

Exanple 1 to 2 are based on network configurations illustrated using
the following figure

o + o +
| PCE DOMVAI N 1 | | PCE DOMAI N 2 |
| [ SR + | | [ SR + |
I I I I I I I I
| | PCECCL | --------mmmmmmmm e - | PCECC2 | |
I I I I I I I I
I I I I I I I I
| [ R + | | [ R + |
I N N I I N N I
[ / \ [ [ / \ [
| V V | | V V |
| +-------- + Ty + | | +-------- + Ty + |
| | NOCDE 11 | | NODE 1n| | | | NODE 21 | | NODE 2n|

| | | ... | | | | | | ... | | |
| | PCECC | | PCECC | | | | PCECC | | PCECC | |
| | Enabl ed | | Enabl ed| | | Enabl ed | | Enabl ed | |
| +-------- + S NIy + | | +-------- + S NIy + |
I I I I
o + o +

Fi gure 2: Using PCECC for d obal Label Allocation
Exanpl e 1. Shared G obal Label Range Reservation

o0 PCECC dients nodes report MPLS | abel capability to the centra
control |l er PCECC

0 The central controller PCECC collects MPLS | abel capability of all
nodes. Then PCECC can cal cul ate the shared MPLS gl obal | abe
range for all the PCECC client nodes.

o0 In the case that the shared gl obal |abel range need to be
negoti ated across nultiple donmains, the central controllers of
t hese donai ns need to be conmunicate to negotiate a common gl oba
| abel range.

o The central controller PCECC notifies the shared gl obal |abe
range to all PCECC client nodes.

Exanpl e 2: d obal Label Allocation
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5.

0 PCECC dient nodel send gl obal |abel allocation request to the
central controller PCECCI.

o0 The central controller PCECCL allocates the global |abel for FECL
fromthe shared gl obal |abel range and sends the reply to the
client nodel.

o The central controller PCECCL notifies the all ocated | abel for
FEC1 to all PCECC client nodes within donmain 1.

Usi ng PCECC for SR wi thout the | GP Extension

For the centralized network, the performance achieved through

di stributed system can not be easy matched if all of the forwarding
path is conputed, downl oaded and nai ntai ned by the centralized
controller. The performance can be inproved by supporting part of
the forwarding path in the PCECC network through the segnent routing
mechani sm except that node segnent ids and adjacency segnent |Ds for
all the network are allocated dynanically and propagated through the
centralized controller instead of using the | GP extension

When the PCECC is used for the distribution of the node segnment ID
and adj acency segnent I D, the node segnent IDis allocated fromthe
gl obal I abel pool. For the allocation of adjacency segnent |ID, there
are two choices, the first choice is that it is allocated fromthe

| ocal |abel pool, the second choice is that it is allocated fromthe
gl obal | abel pool. The advantage for the second choice is that the
depth of the label stack for the forwarding path encoding will be
reduced since adjacency segnent |ID can signal the forwarding path

wi t hout addi ng the node segnent IDin front of it. |In this version
of the draft, we use the fist choice for now W my update the
draft to reflect the use of the second choi ce.

Same as the SR solutions, when PCECC is used as the centra
controller, the support of FRR on any topol ogy can be pre-conputated
and setup wi thout any additional signaling (other than the regul ar

| GP/ BGP protocol s) including the support of shared risk constraints,
support of node and link protection and support of m crol oop

avoi dance.

The following exanple illustrate the use case where the node segnent
I D and adj acency segnent ID are allocated fromthe gl obal |abe
al | ocated for SR path.
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Figure 3: Using PCECC for SR Path
5.1. Use Cases of PCECC for SR Best Effort(BE) Path

In this node of the solution, the PCECC just need to allocate the
node segment | D and adjacency I D without calculating the explicit
path for the SR path. The ingress of the forwarding path just need
to encapsul ate the destination node segnent |ID on top of the packet.
Al'l the internediate nodes will forward the packet based on the fina
destination node segment id. It is simlar to the LDP LSP forwarding
except that |abel swapping is using the same gl obal |abel both for
the in segnment and out segment in each hop

The p2p SR BE path exanpl es are expl ai ned as bel | ow

Note that the node segnent id for each node fromthe shared gl oba
| abel s ranges negoti ated al ready.

Exampl e 1:

R1 may send a packet to R8 sinply by pushing an SR header with
segrment list {1008}. The path can be: Rl-R2-R3-R8 or Rl-R2-R5-R8
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dependi ng on the route cal cul ati on on node R2.
Exanpl e 2: | ocal |ink/node protection:

For the packet which has destination of R3 and after that, R2 nmay
preinstalled the backup forwarding entry to protect the R4 node, the
pre-installed the backup path can go through either node5 or |inkl or
link2 between R2 and R3. The backup path calculation is locally
decided by R2 and any existing |IP FRR al gorithns can be used here.

5.2. Use Cases of PCECC for SR Traffic Engineering (TE) Path

In the case of traffic engineering path is needed, the PCECC need to
al | ocate the node segnment | D and adjacency ID, and at the sanme tinme
PCECC cal cul ates the explicit path for the SR path and pass this
explicit path represented with a sequence of node segnent id and

adj acency id. The ingress of the forwarding path need to encapsul ate
the stack of node segnent id and adjacency id on top of the packet.
For the case where strict traffic engineering path is needed, all the
i nternmedi ate nodes and links will be specified through the stack of

| abel s so that the packet is forwarded exactly as it is wanted.

Even though it is simlar to TE LSP forwardi ng where forwarding path
i s engineered, but the Qos is only guaranteed through the enforce of
the bandwi dth admi ssion control. As for the RSVP-TE LSP case, Qos is
guaranteed through the Iink bandw dth reservation in each hop of the
f orwar di ng pat h.

The p2p SR traffic engineering path exanpl es are explai ned as bell ow
Note that the node segnment id for each node is allocated fromthe
shared gl obal | abels ranges negoti ated al ready and adj acency segnent
ids for each link are allocated fromthe |ocal |abel pool for each
node.

Exanpl e 1:

R1 may send a packet P1 to R8 sinmply by pushing an SR header with
segrment list {1008}. The path should be: Rl-R2-R3-R8.

Exanpl e 2:

R1 may send a packet P2 to R8 by pushing an SR header with segnent
list {1002, 9001, 1008}. The path should be: R1-R2-(1)Ilink-R3-R8.

Exanpl e 3:

Rl may send a packet P3 to R8 while avoiding the Iinks between R2 and
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R3 by pushing an SR header with segnment |ist {1004, 1008}. The path
shoul d be : Rl-R2-R4-R3-R8

The p2p local protection exanples for SR TE path are expl ai ned as
bel ow

Exanpl e 4: local link protection:

o0 Rl may send a packet P4 to R8 by pushing an SR header wth segnent
list {1002, 9001, 1008}. The path should be: R1-R2-(1)Ilink-R3-R8.

0 When node R2 receives the packet from RL which has the header of
R2- (1)link-R3-R8, and also find out there is a link failure of
linkl, then it will send out the packet with header of R3-R8
t hrough |i nk2.

Exanpl e 5: | ocal node protection:

o Rl may send a packet P5 to R8 by pushing an SR header with segnent
list {1004, 1008}. The path should be : Rl-R2-R4-R3-R8.

0 When node R2 receives the packet from RL which has the header of
{1004, 1008}, and also find out there is a node failure for node4,
then it will send out the packet with header of {1005, 1008} to
node5 i nstead of node4.

6. Use Cases of PCECC for TE LSP

In the previous sections, we have di scussed the cases where the SR
path is setup through the PCECC. Although those cases give the
sinplicity and scalability, but there are existing functionalities
for the traffic engineering path such as the bandw dth guarant ee
through the full forwarding path and the nmulticast forwarding path
whi ch SR based sol ution cannot solve. Also there are cases where the
depth of the label stack nay have been an issue for existing

depl oynent and certain vendors

So to address these issues, PCECC architecture should al so support
the TE LSP and nulticast LSP functionalities. To achieve this, the
exi sting PCEP can be used to communi cate between the PCE server and
PCE' s client PCC for exchanging the path request and reply
information regarding to the TE LSP info. In this case, the TE LSP
info is not only the path info itself, but it includes the ful
forwarding info. Instead of letting the ingress of LSP to initiate
the LSP setup through the RSVP-TE signaling protocol, wth mnor
ext ensi ons, we can use the PCEP to downl oad the conplete TE LSP
forwarding entries for each node in the network.

Zhao, et al. Expi res January 7, 2016 [ Page 12]



Internet-Draft PCECC July 2015

192.0.2.1/32
temmeme e +
| R1(1001) |
R +
I
6001| l1ink1 |
[ 6002| | i nk2
temmeme e +
| R2(1002) | 192.0.2.2/32
R +
link3 * | * * |ink4
7002 * [ * *7001
*ink1]| * *
192.0.2.4/32 * | *link2 * 192.0.2.5/32
Fomm e + 5001]| * Fomm e +
| R4(1004) | [ * | R5(1005) |
Fomm e eaaan + | * Fomm e eaaan +
* [ *5003 * +
9001* [ * *inkl +
* | * *9002 +
R + R +
192.0.2.3/32 | R3(1003) | | R6(1006) | 192. 0. 2.6/ 32
Fommm e o + Fommm e o +
I I
3001] i nk1 |
| 3002| I'i nk2
R +
| R8(1008) | 192.0.2.8/32
Fommm e o +

Fi gure 4: Using PCECC for TE LSP

TE LSP Setup Exanpl e

(0]

Zhao,

Nodel sends a path request nessage for the setup of TE LSP fromRlL
to RS.

PCECC program each node along the path fromRlL to R8 with the
primary path: {Rl, linkl1l, 6001}, {R2, link3, 7002], {R4, I|inkO,
9001}, {R3, linkl, 3001}, {R8}.

For the end to end protection, PCECC program each node al ong the
path fromRL to R8 with the secondary path: {Rl, |ink2, 6002},
{R2, link4, 7001], {R5, linkl, 9002}, {R3, link2, 3002}, {R8}.

It is also possible to have a secondary backup path for the | oca

node protection setup by PCECC. For exanpl e@P[not] the prinmary
path is still same as what we have setup so far, then to protect
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the node R4 |l ocally, PCECC can programthe secondary path |ike
this: {R1, linkl, 6001}, {R2, linkl, 5001}, {R3, linkl, 3001},
{R8}. By doing this, the node R4 is locally protected.

7. Use Cases of PCECC for Multicast LSPs

The current multicast LSPs are setup either using the RSVP-TE P2MP or
mLDP protocols. The setup of these LSPs not only need a | ot of
manual configurations, but also it is also conplex when the
protection is considered. By using the PCECC solution, the nulticast
LSP can be conputed and setup through centralized controller which
has the full picture of the topol ogy and bandw dth usage for each
link. It not only reduces the conplex configurations conparing the
di stributed RSVP-TE P2MP or mLDP signal lings, but also it can
compute the disjoint primary path and secondary path efficiently.

7. 1. Usi ng PCECC for P2MP/ MP2MP LSPs’ Setup

Wth the capability of global |abel and | ocal |abel existing at the
same time in the PCECC network, PCECC will use compute, setup and
mai ntain the P2MP and MP2MP | sp using the | ocal |abel range for each
net wor k nodes.

[ RS +
[ R1 | Root node of the multicast LSP
Fomm e e e o - +
| 6000
Fom e o - +
Transit Node | R2 |
[ RS +
* | * *
9001* | * *9002
* I * *
[ S + [ * [ S +
R4 | | * | R5 | Transit Nodes
Fomm e eaaaa + | * Fomm e eaaaa +
* | * * +
9003* | * * +9004
* I * * +
[ S L SR +
| R3 | R5 | Leaf Node
Fom e e oo - +  eem e +
9005|
B +
| R8 | Leaf Node
[ S +

Fi gure 5: Using PCECC for P2MP TE LSP
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The P2MP exanpl es are expl ai ned here:

Stepl: RL may send a packet P1 to R2 sinmply by pushing an | abel of
6000 to the packet.

Step2: After R2 receives the packet with | abel 6000, it will
forwarding to R4 by pushing header of 9001 and R5 by pusing header of
9002.

Step3: After R4 receives the packet with | abel 9001, it will
forwarding to R3 by pushing header of 9003. After R5 receives the
packet with [abel 9002, it will forwarding to R5 by pushing header of
9004.

Step3: After R3 receives the packet with | abel 9003, it wll
forwarding to R8 by pushing header of 9005

7.2. Use Cases of PCECC for the Resiliency of P2MP/ MP2MP LSPs
7.2.1. PCECC for the End-to-End Protection of the P2MP/ MP2MP LSPs

In this section we describe the end-end nmanaged path protection
service and the local protection with the operation nmanagenent in the
PCECC network for the P2MP/ MP2MP LSP, whi ch includes both the RSVP-TE
P2MP based LSP and al so the nmliDP based LSP

An end-to-end protection (for nodes and |inks) principle can be
applied for conputing backup P2MP or MP2MP LSPs. During conputation
of the primarily nulticast trees, PCECC server may al so be taken into
consi deration to conpute a secondary tree. A PCE may conpute the

pri mary and backup P2MP or MP2Mp LSP together or sequentially.
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R A ST
Root node of LSP | Rl |--| R11]
oo+ H----+
/ +
10/ +20
/ +
o + o +
Transit Node | R2 | | R3 |
Fom e - + Fom e e e e - - +
[ \ + +
| \ + +
10| 10\ +20 20+
| \ o+ +
I \ +
| + \ +
R + R + Leaf Nodes
| R4 | | R5 | (Downstream LSR)
o + o +

Figure 6: Using PCECC for P2MP TE End-to-End Protection

In the exanpl e above, when the PCECC setup the primary nulticast tree
fromthe root node Rl to the |eafs, which is Rl->R2->{R4, R5}, at
sane time, it can setup the backup tree, which is R11->R3->{R4, R5}.
Both the these two primary forwarding tree and secondary forwarding
tree will be downl oaded to each routers along the primary path and
the secondary path. The traffic will be forwarded through the
R1->R2->{ R4, R5} path nornally, and when there is a node in the
primary tree, then the root node RL will switch the flowto the
backup tree, which is R11->R3->{R4, R5}. By using the PCECC, the
pat h conputation and forwardi ng path downl oading can all be done

wi t hout the conpl ex signaling used in the P2MP RSVP-TE or niDP.

7.2.2. PCECC for the Local Protection of the P2MP/ MP2MP LSPs

In this section we describe the | ocal protection service in the PCECC
network for the P2MP/ MP2MP LSP

Wil e the PCECC sets up the primary nulticast tree, it can also build
the back LSP anbng PLR, the protected node, and MPs (the downstream
nodes of the protected node). 1In the cases where the anount of
downstream nodes are huge, this nmechani smcan avoid unnecessary
packet duplication on PLR, so that protect the network fromtraffic
congestion ri sk.
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Fomm e +
R1 | Root Node
Fom e e o +
R + Point of Local Repair/
| R10 | Switchover Point
S + (Upstream LSR)
/ +
10/ +20
/ +
o + o +
Prot ect ed Node | R20 | | R30 |
Fom e - + Fom e e e e - - +
[ \ + +
| \ + +
10| 10\ +20 20+
| \ o+ +
I \ +
| + \ +
R + R + Merge Poi nt
| R40 | | R50 | (Downstream LSR)
o + o +

Figure 7: Using PCECC for P2MP TE Local Protection

In the exanpl e above, when the PCECC setup the primary nulticast path
around the PLR node R10 to protect node R20, which is R10->R20->{ R40,
R50}, at same time, it can setup the backup path R10->R30->{R40,
R50}. Both the these two prinmary forwardi ng path and secondary
forwarding path will be downl oaded to each routers along the prinary
path and the secondary path. The traffic will be forwarded through

t he R10->R20->{ R40, R50} path nornally, and when there is a node
failure for node R20, then the PLR node R10 will switch the flowto
t he backup path, which is R10->R30->{R40, R50}. By using the PCECC
the path conputation and forwardi ng path downl oadi ng can all be done
wi t hout the conpl ex signaling used in the P2MP RSVP-TE or niDP.

8. Use Cases of PCECC for LSP in the Network Mgration
One of the main advantages for PCECC solution is that it has backward
conpatibility naturally since the PCE server itself can function as a

proxy node of MPLS network for all the new nodes which don't support
t he existing MPLS signaling protocol anynore.
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As it is illustrated in the follow ng exanple, the current network
will mgrate to a total PCECC controll ed network gradually by
replacing the | egacy nodes. During the mgration, the | egacy nodes
still need to signal using the existing MPLS protocol such as LDP and

RSVP- TE, and the new nodes setup their portion of the forwarding path
t hrough PCECC directly. Wth the PCECC function as the proxy of

t hese new nodes, MPLS signaling can popul ate through network as

nor mal .

Exanpl e described in this section is based on network configurations
illustrated using the follow ng figure:

S +
| PCE DOVAI N |
[ o s m o e e e e e e e e e e e e e e e e e e e e e e e e e e e mo oo + [
I I PCECC I I
| B N SN + |
| N N N N |
| | RSVP-TE | if22 i f 44| RSVP- TE | |
| V V V V |
| +-------- + Hom e e oo - + Hom e e oo - + Hom e e oo - + Hom e e oo - +
1R N Tt R TP Tt PO R PO B
| | Legacy |IIi| Legacy |IIQ|PCCEC |IIé| PCECC |II4| Legacy | [
| | Node | | Node | | Enabl ed | | Enabl ed | | Node | |
| +-------- + [ SR + [ SR + [ SR + [ SR + |
I I
R T SN +

Figure 8: Using PCECC During Mgration
Exanpl e: PCECC Initiated LSP Setup In the Network M gration
In this exanple, there are five nodes for the TE LSP from head end
(nodel) to the tail end (node5). Were the NodeX is centra

controll ed and ot her nodes are | egacy nodes.

0 Nodel sends a path request nessage for the setup of LSP
destinating to Node5

0 PCECC sends a reply nmessage for LSP setup with path (nodel, if1),
(node2, if22), (node-PCECC, if44), (node4, if4), Nnodeb.

0 Nodel, Node2, Node-PCECC, Node 5 will setup the LSP to Nodeb
normal |y using the local |abel as nornal.
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9.

10.

o Then the PCECC will programthe outsegnment of Node2, the insegnent
of Node4, and the insegment/outsegnment for NodeX

Use Cases of PCECC for L3VPN and PWE3

The existing services using MPLS LSP tunnel s based on MPLS signalling
mechani sm such L3VPN, PWE3 and | Pv6 can be sinplified by using the
PCECC to negoitate the | abel assignnments for the L3VPN, PWE3 and

| pv6.

In the case of L3VPN, VPN | abels can be negotiated and distri buted
t hrough the PCECC PCEP anobng the PE router instead of using the BGP
protocol s.

R +

| PCE DOVAI N |

| eSS +

I I PCECC |

| o + |

I N N N I

| PME3/ L3VPN | PCEP PCEP| LSP PWE3/ L3VPN| PCEP |

| \% \% \% |
Ty + | Ty + Ty + Ty + Ty +
I CE I | I PE1 I I NODE x I | PE2 I | I CE I
| Legacy | |ifl | PCECC |if2|PCCEC |if3| PCECC |if4 | Legacy |
| Node | | | Enabl ed| | Enabl ed | | Enabled | | | Node
S NIy + | S NIy + S NIy + S NIy + S NIy +

I I

o m e e e e e e e e e e e eeeeeaaaoo- +

Figure 9: Using PCECC for L3VPN and PWVE3

In the cast PWE3, instead of using the LDP signalling protocols, the
| abl e and port pairs assigned to each pseudowi re can be negoti ated

t hrough PCECC anong the PE rotuers and the correspondi ng forwarding
entries will be distributed into each PE routers through the extended
PCEP protocol s.

The Consi derations for PCECC Procedure and PCEP extensions

The PCECC s procedures and PCEP extensions is defined in [I-D.zhao-
pce- pcep- ext ensi on-for-pce-controller].
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11. | ANA Consi derations

Thi s docunment does not require any action from | ANA
12. Security Considerations

TBD.
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