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Abst ract

For existing MPLS LSP tunnel services, it is hard for LSP tunnels to
be booked in advance. In addition, once an LSP tunnel is set up, it
is assuned to consune a certain anount of resources such as |ink
bandwi dt h forever.

Tenporal LSP tunnel services (TTS) provides an easy way for us to
book tenporal LSP tunnels in advance. More inportantly, a tenpora
LSP is an LSP with one or nore tinme intervals and it is assuned to
consune the resources and carry traffic only in these tine intervals.

Thi s docunent specifies a franework for temporal LSP tunnel services
and provides a few of reference nodels along with | ogical conmponents
required to design a solution for TTS.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 22, 2016

Copyright Notice

Chen, et al. Expi res Septenber 22, 2016 [ Page 1]



Internet-Draft Framework for TTS

March 2016

Copyright (c) 2016 | ETF Trust and the persons identified as the

docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Legal

Provisions Relating to | ETF Docunents

(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as

described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction .

2. Term nol ogy

3. Operations Overview .
3.1. Sinple Time Interval
3.2. Recurrent Tine |Interval
3.3. Changes to Tine Interval

4. Problem Statenent

5. Reference Mdels .

5.1. Building Blocks .
5.1.1. Tenporal TED .
5.1.2. Temporal CSPF . . . . .
5.1.3. Tenporal Label Database
5.1.4. Tenporal LSP Tunnel Manager
5.1.5. Tenporal LSP Database
5.1.6. Tenporal PCE .

5.2. Centralized Model . . . . . . . . . . .
5.2.1. Centralized Mdel for Single Domain . .
5.2.2. Centralized Mdel for Miltiple Domains .
5.2.3. Analysis on Centralized Mdel .

5.3. Hybrid Model . . . . . . . . . . ..
5.3.1. Hybrid Mddel for Single Donmain .
5.3.2. Hybrid Moddel for Miltiple Domains
5.3.3. Temporal Stateful PCE . - .
5.3.4. Analysis on Hybrid Mdel

5.4. Distributed Mdel . .

5.4.1. Router Distributed Nbdel Co
5.4.2. Analysis on Distributed Mdel
6. Security Considerations .o
7. Acknow edgenent
8. References . .
8.1. Normative Ref erences .
8.2. Informative References .

Chen, et al. Expi res Septenber 22, 2016

Coo~N~N~NOoOGIoTouobd D



Internet-Draft Framework for TTS March 2016

Authors’ Addresses . . . . . . . . . . . . . . . . . . . . . .. .25

Chen, et al. Expi res Septenber 22, 2016 [ Page 3]



Internet-Draft Framework for TTS March 2016

1. Introduction

Once an existing nultiprotocol |abel switching (MPLS) traffic

engi neering (TE) | abel switched path (LSP) is set up, it is assuned
to carry traffic forever until it is dow. Wen an MPLS TE LSP
tunnel is up, it is assumed to consunme the reserved network resources
for it forever even though the LSP may only use the network resources
during sone period of time. As a result, the entire network
resources are not used efficiently. Mreover, a tunnel service can
not be reserved or booked in advance for a period of tinme or a
sequence of tine periods/intervals.

Tenporal LSP tunnel services (TTS) provides an easy way for us to
book tenporal LSP tunnels in advance. More inportantly, a tenpora
LSP is an LSP with one or nore tinme intervals/periods and it is
assuned to consune the resources and carry traffic only in these tine
intervals. Thus the entire network resources are efficiently used.
Mor eover, some new services can be provided easily. For exanple, a
user can book a tunnel service in advance for a given time interva

or a sequence of given tinme intervals. Tunnel services may be easily
schedul ed.

This docunent specifies a franework for tenporal LSP tunnel services
and provides a few of reference nodels along with | ogical conponents
required to design a solution for TTS.

2. Term nol ogy

ATime Interval: a tine period fromtime Ta to tine Tb.

LSP: Label Switched Path. An LSP is a P2P (point-to-point) LSP or a
P2MP (point-to-multipoint) LSP

LSP with a tinme interval: LSP that carries traffic in the tine
interval.

LSP with a sequence of time intervals: LSP that carries traffic in
each of the tine intervals.

Tenporal LSP: LSP with a tine interval or LSP with a sequence of tine
i nterval s.

TED: Traffic Engi neering Dat abase.
CSPF: Constrained Shortest Path First.

LER. Label Edge Router
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PCE: Path Conputation El enent.

PCEP: Pat h Conput ati on El enent Communi cation Protocol

3. Operations Overview
This section briefly describes sonme operations on a tenporal LSP
3.1. Sinple Tine Interva

For a tenporal LSP, a user configures it with a tine interval or a
sequence of tine intervals. A sinple tine interval is a tinme period
fromtime Ta to time Tb, which may be represented as [Ta, Tb].

When an LSP is configured with tinme interval [Ta, Th], a path
satisfying the constraints for the LSP in the tine interval is
computed and the LSP along the path is set up to carry traffic from
time Ta to tinme Th.

In addition to sinple time intervals, there are recurrent tine
intervals and elastic tine intervals. Sonetines a sinple tine
interval is called a tine interval

3. 2. Recurrent Tine Interva

A recurrent time interval represents a series of repeated sinple tinme
intervals. It has a sinple tine interval such as [Ta, Tb], a nunber
of repeats such as 10 (repeats 10 tines), and a repeat cycle/tine
such as a week (repeats every week). The recurrent tine interval
"[Ta, Tb] repeats n tines with repeat cycle C' represents n+l sinple
time intervals as foll ows:

[Ta, Tb], [Ta+C, Tb+C], [Ta+2C, Th+2C], ..., [Ta+nC, Tb+nq]

When an LSP is configured with a recurrent tine interval such as
"[Ta, Tb] repeats 10 times with a repeat cycle a week" (representing
11 sinple tinme intervals), a path satisfying the constraints for the
LSP in each of the sinple tinme intervals represented by the recurrent
time interval is conputed and the LSP along the path is set up to
carry traffic in each of the sinple tine intervals.

3.3. Changes to Tine Interva
After a tenporal LSP is configured, a user nmay change its paraneters

i ncluding sone of the tinme intervals configured. A newtine interva
may be added, an existing tine interval may be renobved or changed.
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When a new tine interval is added to an existing LSP, a path
satisfying the constraints for the LSP in the tine interval is
computed and the LSP along the path is set up to carry traffic in the
tinme interval

When an existing time interval is renoved froman existing LSP, the
time interval is deleted fromthe lifetime of the LSP. If the
lifetime is over, the LSP is del et ed.

A change to an existing tinme interval may generate sone of four
possi bl e results:

1. The existing time interval is extended for a tine period EA after
the existing time period;

2. The existing tine interval is extended for a tine period EB
before the existing tine period;

3. The existing time interval is shrunk for a tinme period SA from
the end of the existing time period; and

4. The existing tine interval is shrunk for a tine period SB from
the beginning of the existing tinme period.

When an existing time interval for an LSP is extended, a path
satisfying the constraints for the LSP in the extended time interva
is conmputed and the LSP along the path is set up to carry traffic in
the extended tine interval. |If the LSP is already up to carry
traffic in the existing tinme interval, the lifetine of the LSP is
extended for time period EA following the existing time interval

When an existing tine interval for an LSP is shrunk, the shrunk tine
periods are renoved fromthe lifetinme of the LSP

4. Pr obl em St at enent

Assume that a set of tenporal LSPs have been set up in a network. In
other words, the network resources have been reserved in advance for
the LSPs in the set. For every LSP configured with a nunber of tine
intervals, the network resources have been reserved i n advance for
each of these tinme intervals. Initially, there is no LSP set up in

t he network.

For the given state of the network, how to handl e/satisfy a set of

service requests containing set up a nunber of tenporal LSPs, delete
a nunber of tenporal LSPs and update a nunmber of tenporal LSPs?
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More specifically, based on the current network state, how to conpute
paths for the tenmporal LSPs to be set up? how to reserve the network
resources in advance along the paths conputed for the time intervals
configured for the LSPs? how to rel ease the network resources
reserved in advance for the LSPs to be del eted and update the network
state accordingly? how to change the parameters for the LSPs
configured with tine intervals and update the network state

accordi ngly?

The reference nodels described in the follow ng section can provide
solutions for this.

5. Ref erence Mbdel s

This section presents a few of reference nodels for providing
tenporal tunnel services (TTS) after introducing some of building

bl ocks. For each of the nodels, its advantages and di sadvant ages are
I'isted.

5.1. Building Bl ocks
This section briefly describes sone of the conponents that nay be
used to build a solution for creating and mai ntai ning tenporal LSP
tunnel s.

5.1.1. Tenporal TED

The Traffic Engineering (TE) information in a normal TE Dat abase
(TED) represents a unreserved bandwi dth Bi at each of eight priority

levels for a link at one point of time, i.e., at the current tine.
Bandwi dt h
AN
N
Bi |
I
| _
B R i > Time

This means that the link has bandwidth Bi at a priority level from
now to forever until there is a change to it. Thus, a TE Labe
Switching Path (LSP) tunnel for a given time interval cannot be set
up in advance using the information in the TED and the bandwi dth
cannot be reserved in advance for the LSP in the tinme interval given
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The TED needs to be enhanced for supporting temporal LSPs. The
enhanced TED is called Tenporal TED (T-TED for short). It maintains
the TE informati on such as bandwi dth for every link with a series of
tinme intervals.

For exanpl e, suppose that the amount of the unreserved bandwi dth at a
priority level for alink is Bj inatine interval fromtine Tj to Tk
(k = j+1), wherej =0, 1, 2, .... The unreserved bandw dth for the

link can be represented as

[TO, BO], [T1, B1], [T2, B2], [T3, B3],

Bandwi dt h

VAN

I B3

I B

l

| BO B4
[ B2 ___

I

I .
B R il I > Tinme
| TO T1 T2 T3 T4

The unreserved bandwi dth i nformati on above for the link will be
stored in the T-TED.

If an LSP is conpletely deleted at time T and uses bandwi dth B, then
for every time interval/period (after tine T) during which bandw dth
Bis reserved for the LSP on a link, Bis added to the link for that
tinme interval/period.

If an LSP is to be up at time T and uses bandwi dth B, then for every
time interval /period (after time T) during which bandwidth Bis
reserved for the LSP on a link, Bis subtracted fromthe link for
that time interval/period

5.1.2. Tenporal CSPF
An exi sting constrained shortest path first (CSPF) (or say a normnal
CSPF) computes a path for a normal LSP that satisfies a set of given
constraints using a traffic engineering database (TED).

A tenmporal CSPF (T-CSPF for short) conputes a path for a tenporal LSP
(i.e., an LSP with a nunber of time intervals) that satisfies a set
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of given constraints in each of the time intervals through using a
tenporal TED (T-TED).

5.1.3. Tenporal Label Database

In a centralized controller, a nornal |abel database (LDB) records
and maintains the status of every |label for every node (and/or
interface) in a network, which the controller controls. The status
of a label indicates whether the | abel is assigned to an LSP

A tenporal | abel database (T-LDB) in a centralized controller records
and naintains the status of every label in a series of tinme intervals
for every node (and/or interface) in a network, on which the
controller controls. The status of a label in a tine interva

i ndi cates whether the label is assigned to an LSP in the tine

i nterval .

If there are enough | abels anytime, we do not need any tenporal |abe
dat abase and we can just use a normal |abel database. For exanple,

if we can nmake sure that at any time the number of LSPs goi ng through
any node in the network is | ess than the nunber of |abels on the
node, then there are enough | abels anytine. Thus, we can just use a
normal | abel database.

5.1.4. Tenporal LSP Tunnel Manager

An existing LSP tunnel manager (or say a normal LSP tunnel manager)
receives a request for an operation on an MPLS TE LSP from a user or
an application. The operation nmay be a creation of a new MPLS TE LSP
tunnel, a deletion of an existing MPLS TE LSP tunnel, or a change to
an existing LSP tunnel.

A temporal LSP tunnel manager (T-LSP Manager for short) receives a
request for an operation on a tenporal LSP froma user or an
application. The operation nmay be a creation of a new tenporal LSP
tunnel, a deletion of an existing tenporal LSP tunnel, or a change to
an existing tenporal LSP tunnel

When receiving a request for creating a new tenmporal LSP (i.e., an
LSP with a sequence of tinme intervals), the T-LSP nmanager asks the
T-CSPF to conpute a path for the LSP that satisfies the constraints
given for the LSP in each of the time intervals.

After obtaining the path for the LSP fromthe T-CSPF, the T-LSP
manager requests the T-LDB to assign |abels along the path for the
LSP and asks the T-TED to reserve the resources such as |ink

bandwi dth along the path for the LSP in each of the tine intervals if
it is used in a centralized controller
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The T-LSP rmanager in a centralized controller really sets up the LSP
along the path in the network by witing a forwarding entry on every
node al ong the path through the APl to the network in each of the
time intervals. The T-LSP nanager in a distributed environnent
initiates the RSVP signaling to set up the LSP al ong the path.

The T-LSP manager records the related information for the LSP into
the tenporal LSP database (T-LSPDB). The information includes the
time intervals for the LSP, the path conputed for the LSP, the
resources such as bandwi dth reserved along the path in each of the
time intervals for the LSP (for centralized controller), the | abels
assigned along the path for the LSP (for centralized controller), and
the status of the LSP

5.1.5. Tenporal LSP Database
A tenporal LSP database (T-LSPDB for short) in a centralized
controller stores the related information for every tenporal LSP
For each LSP, the following information will be stored in the
T- LSPDB
o the time intervals for the LSP
o the paths conmputed for the LSP

o the resources such as bandw dth reserved along the path in each of
the time intervals for the LSP

o the | abels assigned along the path for the LSP, and
0o the status of the LSP
In a distributed environment, a T-LSPDB on a | abel edge router (LER)
stores the following information for every tenporal LSP originating
fromthe LER (i.e., the LER is the ingress of the LSP)
o the time intervals for the LSP
o the paths computed for the LSP, and
o the status of the LSP
5.1.6. Tenmporal PCE
A temporal PCE (T-PCE for short) is an enhanced version of the
existing PCE. It receives a request for conputing a path for a

tenporal LSP crossing nultiple domains, conputes the path for the LSP
and replies to the request with the path conputed. For the LSP with
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a nunber of tine intervals and sone constraints, the path conputed
satisfies the constraints in each of the tine intervals.

5.2. Centralized Mdel

This section presents two centralized reference nodels. one nodel is
for a single domain, the other for nultiple domains.

5.2.1. Centralized Mdel for Single Domain

Figure belowillustrates a centralized SDN controller reference nodel
for tenmporal LSP tunnel services for a network (i.e., a single
donai n) .
o mm e e e e e e e e e e e e e e e e e e e e e e +
| TS-SDN Controller [
| R + |
[ R LR | T-LSP Manager | [
[ / la R + [
| +-------- + (I \ I
| | T-CsPF | | 1 | \id |
| +-------- + I'b /lc | e + |
[ \le / / [ | T-LSPDB | |
| Fomm e I + Fomm e + |
| | T-TED | | T-LDB | | |
| [ + 4------- + | |
| \ \ [In |
R APl to Networ k(PCEP+)-------- +
/ \
/ \
/ \ \
N ---+ \
|\ ( ’ |"---
[---\  Network | T+
(o \ I | )
( I I 0)
( I I )
( o] o] -
’ )
tem-l - )

The tenporal SDN (TS-SDN) controller in the reference nodel controls
a network through an APl to the network such as PCEP+ (extensions to
PCEP for central controller). The TS-SDN controller is responsible
for creating and mai ntaining every tenporal LSP in the network.
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The TS-SDN controller conprises a nunber of nodul es, including a
T-LSP manager, a T-CSPF, a T-TED, a T-LDB and a T-LSPDB. The
i nterfaces anong these nodules are listed as foll ows:

o0 Interface la between the T-LSP nanager and the T-CSPF. Through
this interface, the T-LSP manager requests the T-CSPF to conpute a
path for a tenmporal LSP with a nunber of tine intervals and a set
of constraints, and the T-CSPF responses the T-LSP nanager with
the path conputed that satisfies the constraints in each of the
time intervals.

o0 Interface Ib between the T-LSP nmanager and the T-TED. Wen a
tenmporal LSP with a nunber of tine intervals is to be created,
through this interface, the T-LSP manager reserves in the T-TED
the TE resources such as |ink bandwi dths on every link in each of
the tine intervals along the path conputed for the LSP. Wen a
tenporal LSP with a nunber of tine intervals is deleted, the T-LSP
manager rel eases the TE resources such as |ink bandwi dths on every
link in each of the time intervals along the path for the LSP

0o Interface Ic between the T-LSP manager and the T-LDB. When a
tenporal LSP with a nunber of tine intervals is to be created,
through this interface, the T-LSP nmanager reserves in the T-LDB a
| abel for every link in each of the tinme intervals along the path
computed for the LSP. Wen a tenporal LSP with a nunber of tinme
intervals is deleted, the T-LSP manager rel eases the |abel for
every link in each of the time intervals along the path for the
LSP.

0o Interface Id between the T-LSP nanager and the T-LSPDB. the T-LSP
manager updates the information for every LSP in the T-LSPDB
through this interface.

o0 Interface le between the T-CSPF and the T-TED. Through this
interface, the T-CSPF accesses the traffic engineering information
such as link bandwi dt hs when it conputes a path for a tenporal LSP
with a nunber of tine intervals.

There is an interface In between the TS-SDN controller and the
network. In fact, there is a control channel (or interface) between
the TS-SDN controller and every node in the network.

Initially, the T-TED obtains the original traffic engineering (TE)

i nformati on such as |ink bandwi dths fromthe network through the
interface In (i.e., APl to network) for every link in the network.
The T-LDB gets the original |abel resources fromthe network through
the interface In for every node and link in the network.
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Then the TE information in the T-TED i s updated nostly by the
foll owi ng events.

0 Wien a tenporal LSP with a nunber of tinme intervals is to be
created, the T-LSP nanager reserves in the T-TED bandwi dt hs on
every link in each of the time intervals along the path for the
LSP.

0 When a tenporal LSP with a nunmber of tinme intervals is deleted,
the T-LSP manager rel eases bandwi dths on every link in each of the
time intervals along the path for the LSP

o Wenalink in the network is down, the TE i nformati on about the
link is renoved fromthe T-TED.

0 Wien alink in the network is up, the TE i nformati on about the
link is added into the T-TED.

The | abel resources in the T-LDB nay be updated as foll ows:

0 When a tenporal LSP with a nunber of time intervals is to be
created, the T-LSP nmanager reserves in the T-LDB a | abel for every
link in each of the tine intervals along the path for the LSP
For a node specific |abel space, a |abel on the downstream node is
assigned for the link. For a link specific |abel space, a |abel
on the Iink is assigned for the link

0 Wien a tenporal LSP with a nunber of tine intervals is deleted,
the T-LSP manager rel eases the label for every link in each of the
time intervals along the path for the LSP

o Wien a node in the network is down, the | abel resources on the
node is renoved fromthe T-LDB if a node specific |abel space is
used. Wien a link in the network is down, the | abel resources on
the link is renoved fromthe T-LDB if a link specific |abel space
is used.

0 When a node in the network is up, the | abel resources on the node
is added into the T-LDB if a node specific |abel space is used.
When a link in the network is up, the | abel resources on the link
is added into the T-LDB if a link specific |abel space is used.

There are a couple of ways in which the TS-SDN controller sets up a
tenporal LSP with a nunber of tine intervals in the network

One way is to set up the LSP in the network al ong the path conputed

for the LSP at the start of each tine interval and to delete the LSP
at the end of each tine interval
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Another way is to set up the LSP in the network al ong the path
computed for the LSP before or at the start of the first tine
interval, to update the paraneters such as bandwi dth for each tine
interval, and to delete the LSP at the end of last tinme interval

5.2.2. Centralized Mdel for Miltiple Domains

The centralized nodel described in the previous section is for
tenporal LSPs within a single domain, which is called single-domain

centralized nodel. It can be easily extended to support tenpora
LSPs crossing nultiple dormains. The extended nodel is called nulti-
domai n centralized nodel. Basically, through replacing the T-CSPF

modul e with a T-PCE nodule in the single-domain centralized nodel, we
obtain a multi-domain centralized nodel

Figure belowillustrates a centralized SDN controller reference nodel
for tenporal LSPs crossing nultiple donains.

me e e e ee e eieiieceeeacaecseeacaaeaaaa- +
| TS-SDN Controller |
| S + |
[ I | T-LSP Manager | [
[ / Il a R + [

Im +e--o---- + | \ |

----+-+ T-PCE | | | | \id [
| +-------- + |/ I'b /[1c | e + |
| \le / / | | T-LSPDB | |
[ Fomm e - + o ---- - - + Fomm e - + |
[ | T-TED | | T-LDB | | [
| S Ry + +--em--- + |
[ \ \ [In |
e APl to Network(PCEP+)-------- +

/ \
/ \
/ \ \
- ---+ \
| \( ’ | "
|---\" Network | T+,
(o \ I | )
( I I 0)
( I I )
( 0 0 -
’ )
(RPN )

The T-PCE may be outside of the TS-SDN controller. \When receiving a
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5.

5.

5.

request for creating a new tenporal LSP with a nunber of tine
interval s and some constraints, the TS-SDN controller (or say the
T-LSP manager) asks the T-PCE to conpute a path for the LSP

For conmputing a path for a tenporal LSP crossing nultiple donuains,
the T-PCE communi cates with other T-PCEs through interface Imto get
an end to end path for the LSP crossing domains. For conputing a
path for a tenmporal LSP within the network (one domain), the T-PCE
uses a T-CSPF inside it to obtain a path for the LSP

2.3. Analysis on Centralized Mdel

In a centralized nodel, all the network resources are managed and

mai ntai ned by a central controller. Thus it has the foll ow ng

advant ages:

o Efficiently use network resources for providing TTS (i.e., finding
paths for LSPs with tinme intervals, reserving the network
resources in these intervals and setting up LSPs in the network).

0o Optimal paths for the LSPs with tinme intervals.

A centralized nodel nmay have the follow ng di sadvantages or issues:

0 Scalability issues since all the work is done in the controller
whi ch include conputing all the paths for the LSPs with tine
intervals, managing all the network resources, controlling the
network and so on

0 Reliability issues since the failure of the controller will |ead
to the failure of the whole system

3. Hybrid Mbodel

This section presents a couple of hybrid reference nodels. one nodel
is for a single domain, the other for multiple domains.

3.1. Hybrid Mdel for Single Domain

Figure belowillustrates a hybrid SDN controller reference nodel for
tenporal LSP tunnel services within a single donain.
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o o e e e e e e e e meee—eaao-- +
| TS-SDN Controller |
| S + |
[ R | T-LSP Manager | [
| / la R + |
| +-------- + I I \ I
| | T-CSPF | | | \id |
| [ R + |/ b | B S +|
| \le / | | T-LSPDB | |
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The tenporal SDN (TS-SDN) controller in this hybrid reference nodel
manages sone parts of the resources in the network it controls. For
exanple, it may just manage the link bandwidth for every link in the
network. The |abel resources in the network is not managed by the
TS-SDN controller. It may still be nmanaged by each node in the

net wor K.

The TS-SDN controller controls the network through an APl to the
network such as PCEP. There is a control channel between the TS-SDN
controll er and each of the LERs in the network. The TS-SDN
controller is responsible for creating and nai ntai ning every tenpora
LSP in the network through the control channel to the ingress node of
t he LSP.

The TS-SDN controller conprises a T-LSP nanager, a T-CSPF, a T-TED

and a T-LSPDB. The interfaces anong these nodules are listed as
fol | ows:
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0o Interface la between the T-LSP manager and the T-CSPF. This
interface is the same as the one between the T-LSP manager and the
T-CSPF in the centralized nodel

o Interface Ib between the T-LSP nmanager and the T-TED. This
interface is the sanme as the one between the T-LSP manager and the
T-TED in the centralized nodel

0o Interface Id between the T-LSP nmanager and the T-LSPDB. This
interface is simlar to the one between the T-LSP nanager and the

T-LSPDB in the centralized nodel. Mst of the information for a
tenporal LSP stored in the T-LSPDB in the hybrid nodel is the same
as that stored in the T-LSPDB in the centralized nodel. For

exanple, the time intervals associated with the LSP and the |ink
bandwi dths reserved for the LSP in each of the tine intervals are
the sane in both nodels. The |abels assigned to the LSP is stored
inthe T-LSPDB in the centralized nodel, but there is not any

| abel information for the LSP stored in the T-LSPDB in the hybrid
nodel .

o Interface le between the T-CSPF and the T-TED. This interface is
the sane as the one between the T-CSPF and the T-TED in the
centralized nodel

The TE information in the T-TED in the hybrid nodel is updated in the
same way as that in the T-TED in the centralized nodel. But the way
in which the T-TED in one nodel obtains the original TE information
fromthe network may be different fromthe one in anot her nodel.

For exanple, the T-TED in the centralized nodel nmay obtain the
original TE information fromthe network through polling every node
in the network. The T-TED in the hybrid nodel may get the origina
TE information fromthe network through an OSPF or |SIS adjacency
bet ween the TS-SDN controller and one of the nodes in the network.

There are a few of ways in which the TS-SDN controller sets up a
tenmporal LSP with a nunber of tine intervals in the network

One way is that the TS-SDN controller asks the ingress of the LSP to
signal the LSP in the network along the path conputed for the LSP at
the start of each tinme interval and to tear down the LSP at the end

of each tinme interval.

Another way is that the TS-SDN controller asks the ingress of the LSP
to signal the LSP in the network along the path conputed for the LSP
before or at the start of the first tine interval, to update the
paraneters such as bandwidth for each tine interval, and to tear down
the LSP at the end of the last tine interval
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The third way is that the TS-SDN controller asks the ingress of the
LSP to signal the LSP in the network along the path conputed for the
LSP before or at the start of the first time interval, to reserve
bandwi dth for each tinme interval, and to tear down the LSP at the end
of the last tine interval.

5.3.2. Hybrid Mdel for Miltiple Domains

The hybrid nodel described in the previous section is for tenporal
LSPs within a single domain, which is called single-domain hybrid
nmodel . It can be easily extended to support tenporal LSPs crossing
mul ti pl e domains. The extended nodel is called nulti-domain hybrid
nmodel . Basically, through replacing the T-CSPF nodule with a T-PCE
nmodul e in the single-domain hybrid nodel, we obtain a nulti-domain
hybri d nodel .

Figure belowillustrates a hybrid SDN controller reference nodel for
tenporal LSPs crossing multiple domains.

S +
| TS-SDN Controller |
[ Fom e e e oo + [
| R | T-LSP Manager | |
| / la R + |
Im| oo + I \ |
----+-+ T-PCE | __ | | \1d |
| +-------- + |/ I b | Fomm - oo - - + |
[ \le |/ [ | T-LSPDB | |
| Foemmmmaas + | Foemmmmaas + |
I | T-TED | I I
I LR + I I
I \ [ 1n I
R APl to Network(PCEP)-------- +
/ \
/ \
/ \
/ \
| ’ IR
|---" Network T+,
(o | )
( 0)
( )
( o] o]
’ )
Te--l .- )
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The T-PCE may be outside of the TS-SDN controller. \When receiving a
request for creating a new tenporal LSP with a nunber of tine
intervals and some constraints, the TS-SDN controller (or say the
T-LSP nanager) asks the T-PCE to conpute a path for the LSP.

For computing a path for a tenporal LSP crossing nultiple donains,
the T-PCE comunicates with other T-PCEs through interface Imto get
an end to end path for the LSP crossing domains. For conputing a
path for a tenporal LSP within the network (one domain), the T-PCE
uses a T-CSPF inside it to obtain a path for the LSP.

5.3.3. Tenporal Stateful PCE

Fromthe multi-domain hybrid nodel described in the previous section,
we can get a tenporal stateful PCE (controller) if we uses the
stateful PCEP as the interface between the tenporal stateful PCE (TS
Stateful -PCE for short) controller and the network on which the PCE

controls.
Figure belowillustrates a tenporal stateful PCE controller reference
nodel .
e L T PP +
| TS-Stateful-PCE (Controller) [
| R + |
| R T | T-LSP Manager | |
[ / la R T + [
Im| +-------- + I \ I
----+-+ T-PCE | [ \id |
| +-------- + |/ I'b Fomme - + |
[ \le / | T-LSPDB | |
| L + L + |
[ | T-TED | [
| + |
I \ I
R T Stateful PCEP ------------- +
/ \
/ \
/ \_
/ \
| | EEEN
[---"  Network "+,
(o | )
( 0)
( )
( 0 0 -
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The T-PCE may be outside of the TS-Stateful PCE controller. Wen
receiving a request for creating a new tenporal LSP with a nunber of
time intervals and sone constraints, the TS-Stateful PCE (controller)
asks the T-PCE to conpute a path for the LSP.

For computing a path for a tenporal LSP crossing nultiple domains,
the T-PCE communi cates with other T-PCEs through interface Imto get
an end to end path for the LSP crossing domains. For conputing a
path for a tenporal LSP within the network (one domain), the T-PCE
uses a T-CSPF inside it to obtain a path for the LSP

After obtaining the path for the LSP, the TS Stateful e PCE
(controller) reserves in the T-TED the TE resources such as |ink
bandwi dths for the LSP along the path in each of the tine intervals,
updates in the T-LSPDB the information about the LSP, initiates the
creation of the LSP at the start of each time interval through
sending a Path Conputation LSP Initiate Request (PClnitiate) nessage
to the ingress of the LSP, and deletes the LSP at the end of each
time interval through sending another PClnitiate nessage with R
(renove) flag set to 1.

The TS-Statefule PCE (controller) updates the information about the
LSP in the T-LSPDB accordingly after receiving a Path Conputation LSP
State Report (PCRpt) message fromthe ingress of the LSP

5.3.4. Analysis on Hybrid Mdel

In a hybrid nodel, some of the network resources are managed and

mai ntai ned by a central controller. Thus it has the foll ow ng

advant ages:

o Efficiently use network resources for providing TTS (i.e., finding
paths for LSPs with tinme intervals, reserving the network
resources in these intervals and setting up LSPs in the network).

o0 Optimal paths for the LSPs with tinme intervals.

A hybrid nodel nmay have the foll ow ng di sadvantages or issues:

0 Reliability issues since the failure of the controller will |ead
to the failure of the whole system
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5.4. Distributed Mdel
5.4.1. Router Distributed Mdel

Figure belowillustrates a traditional/router distributed reference
nmodel for tenporal LSP tunnel services.

o o m e e e o o e e e e o e e e e e e e e e e e e mm e meeoo——o- +
| Router |
[ [ S s +
| | T- CSPF | | TS-MPLS | |
In | | (1SI'S) | | la +--------------- + | |
R SR | [----+ T-LSP Manager | | |
|| || / Hoo oo R I
|| I B I I ||
| +----- Fomm - - + | | T-CSPF | ]I |1d |
| | | +----+---+ / R s |
I |19 I I / | T-LSPDB | | |
I | _ I I el / Hoomeo-- +
I \ I i + [ | In
| \ | / | T-RSVP-TE +------------ +-- - - -
I \ |/ Hommmoo-- + [
| \ T +
I \ I
| e - |
| | T-TED | |
I Hoo-emo-- + I
o o o et e o e e e e e e e e e e e e e e e e mm e mooo——o - +

In an existing distributed network, the existing MPLS and OSPF/ I SIS
runni ng on every node in the network need to be enhanced to support
tenporal LSP tunnel services.

The enhanced OSPF is represented by T-OSPF in the distributed nodel.
The T-OSPF running on a router distributes the traffic engineering
(TE) information such as bandw dth about every link connected to the

router in a series of tinme intervals. It also receives the TE
information about a link in a nunber of tine intervals froma router
in the network. It updates the TE information about every link in

the network in the T-TED. The T-COSPF distributes and receives the TE
information about a link through interface In connecting to another
router.

The T-TED stores the TE informati on about every link in the network.
It is updated by the T-OSPF through interface I g when the T- CSPF
receives the TE information about a link that is changed or the TE
i nformati on about a |ink connected to the router is changed.
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The T-CSPF in the distributed nodel has the same function as the one
in the other two nodels. It conputes a path for a tenporal LSP using
the T-TED. It accesses the T-TED through interface Ile.

The enhanced RSVP-TE for supporting tenporal LSP tunnel services is

represented by T-RSVP-TE. The T-RSVP-TE running on every node al ong
the path for a temporal LSP signals and naintains the LSP with tinme

intervals. The signaling nmessages for the LSP is sent and received

through interface In connecting to another router

The T-LSP manager on an LER receives a request to create, delete or
update a tenporal LSP with a nunber of tine intervals

When receiving a request for creating a new tenporal LSP with a
sequence of tine intervals and constraints, the T-LSP manager asks
the T-CSPF to conpute a path for the LSP that satisfies the
constraints for the LSP in each of the time intervals.

After obtaining the path for the LSP fromthe T-CSPF, the T-LSP
manager requests T-RSVP-TE to signal the LSP along the path with the
time intervals.

The T-LSP manager records the related information for the LSP into
the tenporal LSP database (T-LSPDB). The information includes the
time intervals for the LSP, the path conputed for the LSP, and the
status of the LSP.

5.4.2. Analysis on Distributed Mde
In a distributed nodel, the network resources are nanaged and
mai ntained by rmultiple routers. Thus it has the follow ng

advant ages:

o More reliable. When one router fails, the system continues
wor Ki ng.

o0 Mre scalable for path conputations since the path conputation
load is distributed among the nultiple routers.

A distributed nodel nmay have the follow ng di sadvantages or issues:
0 Sub-optimal paths for the LSPs with tinme intervals since a

controller or router may not have the | atest accurate infornmation
about the network resources.
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0 Network resources may not be used efficiently.

0 Scalability issues for the distribution of Iink bandwi dth with
time intervals by IGP in the network, which may consune | ots of
networ k resources such as nmenory and |ink bandw dt h.

6. Security Considerations

The mechani sm described in this document does not raise any new
security issues.
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