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Abstract

This document discusses our experiences from moving a small number of

users to an IPv6-only network, with access to the IPv4-only parts of

the Internet via a NAT64 device. The document covers practical

experiences as well as road blocks and opportunities for this type of a

network setup. The document also makes some recommendations about where

such networks are applicable and what should be taken into account in

the network design. The document also discusses further work that is

needed to make IPv6-only networking applicable in all environments.
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1. Introduction

This document discusses our experiences from moving a small number of

users to an IPv6-only network, with access to the IPv4-only parts of

the Internet via a NAT64 device. This arrangement has been done with a

permanent change in mind rather than as a temporary experiment,

involves both office and home users, heterogeneous computing equipment,

and varied applications. We have learned both practical details, road

blocks and opportunities, as well as more general understanding of when

such a configuration can be recommended and what should be taken into

account in the network design. 

The networks involved in this setup have been in dual-stack mode for

considerable amount of time, in one case for over ten years. Our IPv6

connectivity is stable and in constant use with no significant

problems. Given that the IETF is working on technology such as NAT64 

[RFC6144] and several network providers are discussing the possibility

of employing IPv6-only networking, we decided to take our network

beyond the "comfort zone" and make sure that we understand the

implications of having no IPv4 connectivity at all. This also allowed

us to test a NAT64 device that is being developed by Ericsson.

The main conclusion is that it is possible to employ IPv6-only

networking, though there are a number of issues such as lack of IPv6

support in some applications and bugs in untested parts of code. As a

result, dual-stack [RFC4213] remains as our recommended model for

general purpose networking at this time, but IPv6-only networking can

be employed by early adopters or highly controlled networks. The

document also suggests actions to make IPv6-only networking applicable

in all environments. In particular, resolving problems with a few key

applications would have a significant impact for enabling IPv6-only

networking for large classes of users and networks. It is important

that the Internet community understands these deployment barriers and

works to remove them.

The rest of this document is organized as follows. Section 2 introduces

some relevant technology and terms, Section 3 describes the network

setup, Section 4 discusses our general experiences, Section 5 discusses

experiences related to having only IPv6 networking available, and 

Section 6 discusses experiences related to NAT64 use. Finally, Section

7 presents some of our ideas for future work and Section 8 draws

conclusions and makes recommendations on when and how one should employ

IPv6-only networks.

2. Technology and Terminology

In this document, the following terms are used. "NAT44" refers to any

IPv4-to-IPv4 network address translation algorithm, both "Basic NAT"

and "Network Address/Port Translator (NAPT)", as defined by [RFC2663].

"Dual-Stack" refers to a technique for providing complete support for

both Internet protocols -- IPv4 and IPv6 -- in hosts and routers 

[RFC4213].



"NAT64" refers to a Network Address Translator - Protocol Translator

defined in [RFC6144], [RFC6145], [RFC6146], [RFC6052], [RFC6147], and 

[RFC6384].

3. Network Setup

We have tested IPv6-only networking in two different network

environments: office and home. In both environments all hosts had

normal dual-stack native IPv4 and IPv6 Internet access already in

place. The networks were also already employing IPv6 in their servers

and DNS records. Similarly, the network was a part of whitelisting

arrangement to ensure that IPv6-capable content providers would be able

to serve their content to the network over IPv6.

The office environment has heterogeneous hardware with PCs, laptops,

and routers running Linux, BSD, Mac OS X, and Microsoft Windows

operating systems. Common uses of the network include e-mail, Secure

Shell (SSH), web browsing, and various instant messaging and Voice over

IP (VoIP) applications. The hardware in the home environment consists

of PCs, laptops and a number of server, camera, and sensor appliances.

The primary operating systems in this environment are Linux and

Microsoft Windows operating systems. Common applications include web

browsing, streaming, instant messaging and VoIP applications, gaming,

file storage, and various home control applications. Both environments

employ extensive firewalling practices, and filtering is applied for

both IPv4 and IPv6 traffic. However, firewall capabilities, especially

with older versions of firewall software, dictate some differences

between the filtering applied for IPv4 and IPv6 since some features

commonly supported for IPv4 were not yet implemented for IPv6. In

addition, in the home environment the individual devices are directly

accessible from the Internet on IPv6 (on select protocols such as SSH)

but not on IPv4 due to lack of available public IPv4 addresses.

In both environments, volunteers had the possibility to opt-in for the

IPv6-only network. The number of users is small: there are roughly five

permanent users and a dozen users who have been in the network at least

for some amount of time. Each user had to connect to the IPv6-only

wired or wireless network, and depending on their software, possibly

configure their computer by indicating that there is no IPv4 and/or

setting DNS server addresses. The users were also asked to report their

experiences back to the organizers.

3.1. The IPv6-Only Network

The IPv6-only network was provided as a parallel network on the side of

the already existing dual-stack network. It was important to retain the

dual-stack network for the benefit of those users who did not decide to

opt-in and also because we knew that there were some IPv4-only devices

in the network. A separate wired access network was created using

Virtual Local Area Networks (VLANs). This network had its own IPv6

prefix. A separate wireless network, bridged to the wired network, was



also created. In our case, the new wireless network required additional

access point hardware in order to accommodate advertising multiple

wireless networks. The simple access point model that we employed in

these networks did not allow this on a single device. All the secondary

infrastructure resulted in some additional management burden and cost,

however. An added complexity was that the home network already employed

two types of infrastructure, one for family members and another one for

visitors. In order to duplicate this model for the IPv6-only network

there are now four separate networks, with several access points on

each.

A NAT64 with integrated DNS64 was installed on the edge of the IPv6-

only networks. No IPv4 routing or Dynamic Host Configuration Protocol

(DHCP) was offered on these networks. The NAT64 device sends Router

Advertisements (RAs) [RFC4861] from which the hosts learn the IPv6

prefix and can automatically configure IPv6 addresses for them. Each

new IPv6-only network needed one new /64 prefix to be used in these

advertisements. In addition, each NAT64 device needed another /64

prefix to be used for the representation of IPv4 destinations in the

IPv6-only network. As a result, one IPv6-only network requires an

additional /63 of address space. This space was easily available in our

networks, as IPv6 allocations are on purpose made in sufficiently large

blocks. Additional address space needs can be accommodated from the

existing block without registry involvement. Another option would have

been to use the Well-Known Prefix [RFC6052] for the representation of

IPv4 destinations in the IPv6-only network. In any case, the prefixes

have to be listed in the intra-domain routing system so that they can

be reached. In one case the increase from one block to multiple also

made it necessary to employ an improved routing configuration. In

addition to routing, the new prefixes have to be listed in the

appropriate firewall rules.

3.2. DNS Operation

Router Advertisements are used to carry DNS Configuration options 

[RFC6106], listing the DNS64 as the DNS server the hosts should use. In

addition, aliases were added to the DNS64 device to allow it to receive

packets on the well-known DNS server addresses that Windows operating

systems use (fec0:0:0:ffff::1, fec0:0:0:ffff::2, and fec0:0:0:ffff::3).

At a later stage support for stateless DHCPv6 [RFC3736] was added. We

do recommend enabling RFC 6106, well-known addresses, and stateless

DHCPv6 in order to maximize the likelihood of different types of IPv6-

only hosts being able to use DNS without manual configuration. DNS

server discovery was never a problem in dual-stack networks, because

DNS servers on the IPv4 side can easily provide IPv6 information (AAAA

records) as well. With IPv6-only networking, it becomes crucial that

the local DNS server can be reached via IPv6 as well.

When a host served by the DNS64 asks for a domain name that does not

have an AAAA (IPv6 address) record, but has an A (IPv4 address) record,

an AAAA record is synthesized from the A record (as defined for DNS64



in [RFC6147]) and sent in the DNS response to the host. IP packets sent

to this synthesized address are routed via the NAT64, translated to

IPv4 by the NAT64, and forwarded to the queried host's IPv4 address;

return traffic is translated back from IPv4 to IPv6 and forwarded to

the host behind the NAT64 (as described in [RFC6144]). This allows the

hosts in the IPv6-only network to contact any host in the IPv4 Internet

as long as the hosts in the IPv4 Internet have DNS address records. 

The NAT64 devices have standard dual-stack connectivity and their DNS64

function can use both IPv4 and IPv6 when requesting information from

DNS. A destination that has both an A and AAAA records is not treated

in any special manner, because the hosts in the IPv6-only network can

contact the destination over IPv6. Destinations with only an A record

will be given a synthesized AAAA record as explained above. However, in

one of our open visitor networks that is sharing the infrastructure

with the home network we needed a special arrangement. Currently, the

home network obtains its IPv6 connectivity through a tunnel via the

office network, and it is undesirable to allow outsiders using the

visitor network to generate traffic through the office network, even if

the traffic is just passing by and forwarded to the IPv6 Internet. As a

result, in the visitor network there is a special IPv6-only to IPv4-

only configuration where the DNS64 never asks for AAAA records and

always generates synthesized records. Therefore no traffic from the

visitor network, even if it is destined to the IPv6 Internet, is routed

via the office network but traffic from the home network can still use

the IPv6 connectivity provided by the office network. 

Note: This configuration may also be useful for other purposes.

For instance, one drawback of standard behavior is that if a

destination publishes AAAA records but has bad IPv6 connectivity,

the hosts in the IPv6-only network have no fallback. In the dual-

stack model a host can always try IPv4 if the IPv6 connection

fails. In the special configuration IPv6 is only used internally

at the site but never across the Internet, eliminating this

problem. This is not a recommended mode of operation, but it is

interesting to note that it may solve some issues.

Note that in NAT64 (unlike in its older variant [RFC4966]) it is

possible to decouple the packet translation, IPv6 routing, and DNS64

functions. Since clients are configured to use a DNS64 as their DNS

server, there is no need for having an Application Layer Gateway (ALG)

on the path sniffing and spoofing DNS packets. This decoupling

possibility was used by one of our users, as he is outside of our

physical network and wants to communicate directly on IPv6 where it is

possible without having to go through our central network equipment.

His DNS queries go to our DNS64 and to establish communications to an

IPv4 destination our central NAT64 is used. If there is a need to

translate some packets, these packets find the translator device

through normal IPv6 routing means since the synthesized addresses have

*



Bugs

Lack of IPv6 Support

Protocol, Format, and Content Problems

our NAT64's prefix. However, for non-synthesized IPv6 addresses the

packets are routed directly to the destination. 

4. General Experiences

Based on our experiences, it is possible to live (and work) with an

IPv6-only network. For instance, at the time of this writing, one of

the authors has been in an IPv6-only network for about a year and half

and has had no major problems. Most things work well in the new

environment; for example, we have been unable to spot any practical

difference in the web browsing experience. Also e-mail, software

upgrades, operating system services, many chat systems and media

streaming work well. On certain mobile handsets that we tried all

applications work flawlessly even on an IPv6-only network. In another

case with an open mobile handset architecture and thousands of

available applications, all the basic applications worked without

problems. In order to make the latter handset architecture support

IPv6-only networks, however, a small change was needed in the operating

system so that it could discover IPv6-only DNS servers.

However, in general there is some pain involved and thus IPv6-only

networking is not suitable for everyone just yet. Switching IPv4 off

does break many things as well. Some of the users in our environment

left due to these issues, as they missed some key feature that they

needed from their computing environment. These issues fall in several

categories: 

We saw many issues that can be classified as bugs, likely related to

so few people having tried the software in question in an IPv6-only

network. For instance, some operating system facilities support IPv6

but have annoying problems that are only uncovered in IPv6-only

networking.

We also saw many applications that do not support IPv6 at all. These

range from minor, old tools (such as the Unix dict(1) command) to

major applications that are important to our users (such as Skype)

and even to entire classes of applications (many games have issues).

As our experiment continued, we have seen improvements in some

areas, such as gaming.

There are many protocols that carry IP addresses in them, and using

these protocols through a translator can lead to problems. In our

current network setup we did not employ any ALGs except for FTP 

[RFC6384]. However, we have observed a number of protocol issues

with IPv4 addresses. For instance, some instant messaging services



Firewall Issues

do not work due to this. Finally, content on some web pages may

refer to IPv4 address literals (i.e., plain IP addresses instead of

host and domain names). This renders some links inaccessible in an

IPv6-only network. While this problem is easily quantifiable in

measurements, the authors have run into it only couple of times

during real-life web browsing.

We also saw a number of issues related to lack of features in IPv6

support in firewalls. In particular, while we did not experience any

Maximum Transmission Unit (MTU) and fragmentation problems in our

networks, there is potential for generating problems, as the support

for IPv6 fragment headers is not complete in all firewalls and the

NAT64 specifications call for use of the fragment header (even in

situations where fragmentation has not yet occurred, e.g., if an

IPv4 packet that is not a fragment does not have the Don't Fragment

(DF) bit set).

In general, most of the issues relate to poor testing and lack of IPv6

support in some applications. IPv6 itself and NAT64 did not cause any

major issues for us, once our setup and NAT64 software was stable. In

general, the authors feel that with the exception of some applications,

our experience with translation to reach the IPv4 Internet has been

equal to our past experiences with NAT44-based Internet access. While

translation implies loss of end-to-end connectivity, in practice direct

connectivity has not been available to the authors in the IPv4 Internet

either for a number of years.

It should be noted that the experience with a properly configured set

of ALGs and work-arounds such as proxies may be different. Some of the

problems we encountered can be solved through these means. For

instance, a problematic application can be configured to use a proxy

that in turn has both IPv4 and IPv6 access.

5. Experiences with IPv6-Only Networking

The overall experience was as explained above. The remainder of this

section discusses specific issues with different operating systems,

programming languages, applications, and appliances.

5.1. Operating Systems

Even operating systems have some minor problems with IPv6. For example,

in Linux RA information was not automatically updated when the network

changes while the computer is on and required an unnecessary suspend/

resume cycle to restore its proper state. We have also had issues with

the rdnssd daemon, which first does not come as a default feature in

Ubuntu and does not always appear to work reliably. To resolve these

issues we had to configure the network manager to use a specific server

address. Later, a new version of the Linux distribution that we used



solved these problems, even if some problems still remained. For

instance, in the latest Ubuntu Long Term Support release (10.04) we

have experienced that the network manager by default returns to an

available IPv4 wireless network even if there is a previously used

IPv6-only network available and the IPv4 network has no global

connectivity before a web-based login is completed.

In Mac OS X the network manager needed to be explicitly told to not

expect IPv4. A more annoying issue was that in order to switch between

an IPv6-only and IPv4-only networks, these settings had to be manually

changed, making it undesirable for Mac OS X users to employ IPv6-only

networks.

Also on Microsoft Windows 7 we experienced problems when relying on

default, well-known DNS server addresses: without manual configuration,

the host was unable to use the DNS addresses, even though the system

displays them as current DNS server addresses.

Latest versions of the Android operating system support IPv6 on its

wireless LAN interface, but due to lack of DNS discovery mechanisms,

this does not work in IPv6-only networks. We corrected this, however,

and prototype phones in our networks work now well even in an IPv6-only

environment. This change, DNS Discovery Daemon (DDD) now exists as open

source software. Interestingly, all applications that we have tried so

far seem to work without problems with IPv6-only connectivity, though

no exhaustive testing was done, nor did we try known troublesome

applications.

While all these operating systems (or their predecessors) have

supported IPv6 already for a number of years, these kind of small

glitches seem to imply that they have not been thoroughly tested in

networks lacking IPv4 connectivity. At the very least their usability

leaves something to be desired.

5.2. Programming Languages and APIs

For applications to be able to support IPv6, they need access to the

necessary APIs. Luckily, IPv6 seems to be well supported by majority of

the commonly used APIs. The Perl programming language used to be an

exception with only partial IPv6 support up to the version 5.14

(released May 14th 2011). This version finally includes full IPv6

support also in the core libraries and older modules are being updated

as well. With previous versions of Perl, while IPv6 socket support is

available as an extension module, it may not be possible to install

this module without administrative rights. This has also resulted in

other networking core libraries (such as FTP and SMTP) not being able

to fully support IPv6 and thus many existing Perl programs using

network functionality may not work properly in an IPv6-only

environment. 



5.3. Instant Messaging and VoIP

By far the biggest complaint from our group of users was that Skype

stopped working. In some environments even Skype can be made to work

through a proxy configuration, and this was verified in our setting but

not used as a permanent solution. More generally, we tested a number of

instance messaging applications in an IPv6-only network with NAT64 and

the test results can be found from Table 1.

  SYSTEM                                 STATUS

  Facebook on the web (http)               OK

  Facebook via a client (xmpp)             OK

  Jabber.org chat service (xmpp)           OK

  Gmail chat on the web (http)             OK

  Gmail chat via a client (xmpp)           OK

  Google Talk client                     NOT OK

  AIM (AOL)                              NOT OK

  ICQ (AOL)                              NOT OK

  Skype                                  NOT OK

  MSN                                    NOT OK

  Webex                                  NOT OK

  Sametime                              OK (NOW)

Table 1. Instant Messaging Applications in an IPv6-Only Network

Packet tracing revealed that the issues in AIM, ICQ, and MSN appear to

be related to passing literal IPv4 addresses in the protocol. It

remains to be determined whether this can be solved through

configuration, proxies, or ALGs. The problem with the Google Talk

client is that the software does not support IPv6 connections at this

moment. We are continuing our tests with additional applications, and

we have also seen changes over time. For instance, a new version of

Sametime suddenly started working with IPv6-only networks, presumably

due to the new version being more careful with the use of DNS names as

opposed to IPv4 addresses. One problem in running these tests is to

ensure that we can distinguish IPv6 and NAT64 issues from other issues,

such as a generic issue on a given operating system platform.

Some of these problems are solvable, however. For instance, we used

localhost as a proxy for Skype, and then used SSH to tunnel to an

external web proxy, bypassing Skype's limitations with regards to

connecting to IPv6 destinations or even IPv6 proxies.

5.4. Gaming

Another class of applications that we tried was games. We tried both

web-based gaming and standalone gaming applications that have a



"network" / "Internet" or "LAN" gaming modes. The results are shown in

Table 2.

  SYSTEM                                           STATUS

  Web-based (e.g. armorgames)                        OK

  Runescape (on the web)                           NOT OK

  Flat out 2                                       NOT OK

  Battlefield                                      NOT OK

  Secondlife                                       NOT OK

  Guild Wars                                       NOT OK

  Age of Empires                                   NOT OK

  Star Wars: Empire at War                         NOT OK

  Crysis                                           NOT OK

  Lord of the Rings: Conquest                      NOT OK

  Rome Total War                                   NOT OK

  Lord of the Rings: Battle for Middle Earth 2     NOT OK

Table 2. Gaming Applications in an IPv6-Only Network

Most web-based games worked well, as expected from our earlier good

general web experience. However, we were also able to find one web-

based game that failed to work (Runescape). This particular game is a

Java application that fails on an attempt to perform a HTTP GET

request. The reason remains unclear, but a likely theory is the use of

an IPv4-literal in the application itself.

The experience with standalone games was far more discouraging. Without

exception all games failed to enable either connections to ongoing

games in the Internet or even LAN-based connections to other computers

in the same IPv6-only LAN segment. This is somewhat surprising, and the

result require further verification. Unfortunately, the games provide

no diagnostics about their operation, so it is hard to guess what is

going on. It is possible that their networking code employs older APIs

that cannot use IPv6 addresses [RFC4038]. The inability to provide any

LAN-based connectivity is even more surprising, as this must mean that

they are unable to use IPv4 link local connectivity, which should have

been available to the devices (IPv4 was not blocked; just that no DHCP

answers were provided on IPv4).

While none of the standalone games we tested were IPv6-capable, the

situation has improved during the experiment. For instance, a popular

on-line game, World of Warcraft, now has IPv6 support in its latest

version and some of the older games that have been re-released as open

source (e.g., Quake) have been patched IPv6-capable by the open source

community. 



5.5. Music Services

Most of the web-based music services appear to work fine, presumably

because they employ TCP and HTTP as a transport. One notable exception

is Spotify, which requires communication to specific IPv4 addresses. A

proxy configuration similar to the one we used for Skype makes it

possible to use Spotify as well.

5.6. Appliances

There are also problems with different appliances such as webcams. Many

of them do not support IPv6 and hence will not work in an IPv6-only

network. Also not all firewalls support IPv6. Or even if they do, they

may still experience issues with some aspects of IPv6 such as

fragments. 

Some of these issues are easily solved when the appliance works as a

server, such as what most webcams and our sensor gateway devices do. We

placed the appliance in the IPv4 part of the network (in this case, in

private address space), added its name to the local DNS, and simply

allowed devices from the IPv6-only network reach it through NAT64.

5.7. Other Differences

One thing that becomes simplified in an IPv6-only network is source

address selection [RFC3484]. As there is no IPv4 connectivity, the host

only needs to consider its IPv6 source address. For global

communications there is typically just one possible source address.

Some networks that advertise IPv6 addresses in their DNS records have

in reality some problems. For instance, a popular short URL forwarding

service has advertised a deprecated IPv4-mapped IPv6 address in its

AAAA record, making it impossible for this site to be reached unless

either IPv4 or NAT64 translation to an IPv4 destination is used. 

6. Experiences with NAT64

After correcting some initial bugs and stability issues, the NAT64

operation itself has been relatively problem free. There have been no

unexplained DNS problems or lost sessions. With the exception of the

specific applications mentioned above and IPv4 literals, the user

experience has been in line with using IPv4 Internet through a NAT44

device. These failures with the specific applications are clearly very

different from the IPv4 experience, however.

The rest of this section discusses our measurements on specific issues.

6.1. IPv4 Address Literals

While browsing in general works, IPv4 literals embedded in the HTML

code may break some parts of the web pages when using IPv6-only access.

This happens because the DNS64 can not synthesize AAAA records for the

literals since the addresses are not queried from the DNS. Luckily, the



IPv4 literals seem to be fairly rarely encountered, at least so that

they would be noticed, with regular web surfing. The authors have run

into this issue only few times during the entire experiment. Only two

of those cases had a practical impact (in YouTube, some of the third-

party applications for downloading content did not work and one hotel's

web page had a literal link to its reservation system).

We have attempted to measure the likelihood of running into an IPv4

literal in the web. To do this, we took the top 1,000 and 10,000 web

sites from the Alexa popular web site list. With 1,000 top sites, 0.2%

needed an IPv4 literal to render all components in their top page

(e.g., images, videos, JavaScript, and Cascading Style Sheet (CSS)

files). With 10,000 top sites, this number increases to 2%.

However, it is not clear what conclusions can be made about this. It is

often the case that there are unresolvable or inaccessible components

on a web page anyway for various reasons, and to understand the true

impact we would have to know how "important" a given page component

was. Also, we did not measure the number of links with IPv4 literals on

these pages, nor did we attempt to search the site in any thorough

manner for these literals.

As noted, personal anecdotal evidence says that IPv4 literals are not a

big problem. But clearly, cleaning the most important parts of the web

from IPv4 literals would be useful. With tools such as the popular web

site list, some user pressure, and co-operation from the content

providers the most urgent part of the problem could hopefully be solved

as a one-time effort. While IPv4 literals still exist in the web, using

a suitable HTTP proxy (e.g., [I-D.wing-behave-http-ip-address-

literals]) can help to cope with them. 

6.2. Comparison of Web Access via NAT64 to Other Methods

We also compared how well the web works behind a NAT64 compared to

IPv4-only and native IPv6 access. For this purpose, we used wget to go

through the same top web site lists as described in Section 6.1, again

downloading everything needed to render their front page. The tests

were repeated and average failure rate was calculated over all of the

runs. Separate tests were conducted with an IPv4-only network, an IPv6-

only network, and an IPv6-only network with NAT64.

When accessed with the IPv4-only network, our tests show that 1.9% of

the sites experienced some sort of error or failure. The failure could

be that the whole site was not accessible, or just that a single image

(e.g., an advertisement banner) was not loaded properly. It should also

be noted that access through wget is somewhat different from a regular

browser: some web sites refuse to serve content to wget, browsers

typically have DNS heuristics to fill in "www." in front of a domain

name where needed, and so on. In addition to missing advertisement

banners, temporary routing glitches and other mistakes, these

differences also help to explain the reason for the high baseline error

rate in this test. It should also be noted that variations in wget

configuration options produced highly different results, but we believe



that the options we settled on bear closest resemblance to real world

browsing.

When we tried to access the same sites with native IPv6 (without

NAT64), 96% of the sites failed to load correctly. This was as

expected, given that most of the Internet content is not available on

IPv6. The few exceptions included, for instance, sites managed by

Google.

When the sites were accessed from the IPv6-only network via a NAT64

device, the failure rate increased to 2.1%. Most of these failures

appear to be due to IPv4 address literals, and the increased failure

rate matches that of IPv4 literal occurrence in the same set of top web

sites. With the top 10,000 sites the failure rate with NAT64 increases

similarly to our test on IPv4 address literals.

7. Future Work

One important set of measurements remains for future work. It would be

useful to understand the effect of DNS64 and NAT64 to response time and

end-to-end communication delays. Some users have anecdotal reports of

slow web browsing response times, but we have been unable to determine

if this was due to the IPv6-only network mechanisms or for some other

reason. Measurements on pure DNS response times and packet round-trip

delays does not show a significant difference to a NAT44 environment.

It would be particularly interesting to measure delays in the context

of dual-stack vs. NAT64-based IPv6-only networking. When using dual-

stack, broken IPv6 connectivity can be repaired by falling back to IPv4

use. With NAT64, this is not always possible as discussed in Section

3.2.

Also more programs, especially VoIP and Peer-to-Peer (P2P) applications

should be tested with NAT64. In addition, tunneling and mobility

protocols should be tested and especially Virtual Private Network (VPN)

protocols and applications would deserve more thorough investigation. 

8. Conclusions and Recommendations

The main conclusion is that it is possible to employ IPv6-only

networking. For large classes of applications there are no downsides or

the downsides are negligible. We have been unable to spot any practical

difference in the web browsing experience, for instance. And IPv6 usage

-- be it in dual-stack or IPv6-only form -- comes with inherent

advantages, such as enabling direct end-to-end connectivity. In our

case, we employed this by enabling direct connectivity to devices in a

home network from anywhere in the (IPv6) Internet. There are, however,

a number of issues as well, such as lack of IPv6 support in some

applications or bugs in untested parts of the code.

Our experience with IPv6-only networking confirms that dual stack

should still be our recommended model for general purpose networking at

this point of time. However, IPv6-only networking can be employed by

early adopters or highly controlled networks. One example of such
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controlled network is a mobile network with operator-driven selection

of handsets. For instance, on some handsets that we tested, we were

unable to see any functional difference between IPv4 and IPv6, today.

Our recommendations apply at the present time. With effort and time,

deployment barriers can be removed and IPv6-only networking becomes

applicable in all networking situations.

Some of the improvements are already in process in the form of new

products and additional IPv6 support. For instance, we expect that the

handset market will have a much higher number of IPv6-capable devices

next year. But some of the changes do not come without the community

spending additional effort. We have identified a number of actions that

should be taken to improve the state of IPv6-only networking. These

include: 

The state of DNS discovery continues to be one of the main barriers

for easy adoption of IPv6-only networking. Since DNS discovery is

not a problem in dual-stack networking, there has been too little

effort in testing and deploying the necessary components. For

instance, it would be useful if RA-based DNS discovery came as a

standard feature and not as an option in Linux distributions. Our

hope is that recent standardization of the RA-based DNS discovery at

the IETF will help this happen. Similar issues face other operating

systems. The authors believe that at this time, prudent operational

practices call for maximizing the number of offered automatic

configuration mechanisms on the network side. It might be useful for

an IETF document to provide guidance on operating DNS in IPv6-only

networks.

Other key software components are the various network management and

attachment tools in operating systems. These tools generally have

the required functionality, but do not always appear to have been

tested very extensively on IPv6, or let alone IPv6-only networks.

Further work is required here.

But by far the most important action, for at least our group of

users, would be to bring some key applications (e.g., instant

messaging and VoIP applications and also games) to a state where

they can be easily run on IPv6-only networks and behind a NAT64. In

some cases, it may also be necessary to add support for new types of

ALGs.

The web should be cleaned from IPv4 literals. 
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It is also important to continue with testing, measurements, and

analysis of what Internet technology works in IPv6-only networks, to

what extent, at what speed, and where the remaining problems are.

It is also useful to provide guidance for network administrators and

users on how to turn on IPv6-only networking.

As can be seen from the above list, there are only minor things that

can be done through standardization. Most of the effort is practical

and centers around improving various implementations.

9. Security Considerations

The use of IPv6 instead of IPv4 by itself does not make a big security

difference. The main security requirement is that, naturally, network

security devices need to be able to deal with IPv6 in these networks.

This is though already required in all dual-stack networks. As noted,

it is important, e.g., to ensure firewall capabilities.

In our experience many of the critical security functions in a network

end up being on the dual-stack part of the network anyway. For

instance, our mail servers obviously still have to be able to

communicate with both the IPv4 and IPv6 Internet, and as a result they

and the associated spam & filtering components are not in the IPv6-only

part of the network.

10. IANA Considerations

This document has no IANA implications.
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