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Abstract

   This document describes a Quality of Service model (QOSM), for
   networks that support the use of the Controlled load service over a
   Diffserv cloud using pre-congestion notification.  Ths is a technique
   to perform admission control in a Diffserv network by measuring the
   congestion level in a domain.  New flows are admitted only if the
   current congestion level is below the allowed threshold.  When the
   controlled load in a domain exceeds a certain threshold, the egress
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   prompts the ingress to pre-empt certain flows.  This proposal is
   based on the proposal made by B.Briscoe et al., for the extension of
   RSVP to support the Controlled load service over a Diffserv cloud
   using pre-congestion notification.
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1.  Introduction

   GIST [I-D.ietf-nsis-ntlp] is a signalling protocol that can be used
   by applications to set up state in routers in a given network.  GIST,
   a successor to RSVP [RFC2205] can be used to signal NAT / FW etc in
   addition to QoS signalling.  The Quality of Service NSIS Signalling
   Layer Protocol (QoS-NSLP), as defined in [I-D.ietf-nsis-qos-nslp], is
   a generic QoS signalling protocol for carrying Quality of Service
   (QoS) information between arbitrary nodes in the network and runs on
   top of the GIST layer.  It could be used in various QoS models such
   as Intserv, Diffserv, RMD etc.

   This document describes a 'Next Steps in Signalling (NSIS) QoS model'
   henceforth known as NSIS-PCN-QoSM for networks.  These networks use a
   controlled load service over a Diffserv cloud using pre-congestion
   notification as described in CL-PCN [I-D.ietf-pcn-architecture].  It
   also elaborates on the corresponding QSPEC [I-D.ietf-nsis-qspec]
   parameters and error codes for expressing reservations in a suitable
   form that can be easily interpreted and processed by the relevant
   nodes.

   CL-PCN [I-D.ietf-pcn-architecture] outlines a deployment mode to
   achieve a Controlled Load (CL) service [RFC2211] by using distributed
   measurement based admission control edge to edge, which is within a
   particular region of the Internet.  The measurement is made via CL
   packets that have their Congestion Experienced (CE) codepoint set as
   they travel across the edge-to-edge region.  Setting the CE
   codepoint, which is under the control of a new pre-congestion marking
   behaviour, provides an "early warning" of potential congestion.  This
   information is passed on to the ingress node by the egress, thereby
   instructing the former to decide whether to admit a new CL microflow.
   CL-PCN [I-D.ietf-pcn-architecture] also describes how the framework
   uses rate-based pre-emption to maintain the CL service to as many
   admitted microflows as possible even after localised failure and
   routing changes in the interior of the edge-to-edge region.

   The edge-to-edge architecture of CL-PCN [I-D.ietf-pcn-architecture]
   is a building block in delivering an end-to-end CL service.  This
   approach is similar to implementing an Intserv operation over
   Diffserv networks, wherein a CL region is viewed as a single hop in
   acheiving an end-to-end reservation.  Interior nodes in a CL region
   do not hold states or process signalling flows.

2.  Terminology and Abbreviations

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this

https://datatracker.ietf.org/doc/html/rfc2205
https://datatracker.ietf.org/doc/html/rfc2211
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   document are to be interpreted as described in RFC 2119 [RFC2119].

   For readability, a number of definitions from CL-PCN
   [I-D.ietf-pcn-architecture], and NSIS terminology as defined in QoS-
   NSLP [I-D.ietf-nsis-qos-nslp], NSIS-QSPEC [I-D.ietf-nsis-qspec] are
   repeated here for easy readability:

   Ingress Edge (or Ingress Gateway, or Ingress Node):

      A router at an ingress to the CL-region.  A CL-region may have
      several ingress gateways.

   Egress Edge (or Egress Gateway, or Egress Node):

      A router at an egress from the CL-region.  A CL-region may have
      several egress gateways.

   Interior router:

      A router that is part of the CL-region, but is not an ingress or
      egress gateway.

   CL-region:

      A region of the Internet in which all traffic enters/leaves
      through an ingress/egress gateway and all routers run Pre-
      Congestion Notification marking.  A CL-region is a DiffServ region
      (a DiffServ region is either a single DiffServ domain or set of
      contiguous DiffServ domains), but note that the CL-region does not
      use the traffic conditioning agreements (TCAs) of the
      (informational) DiffServ architecture.

   CL-region-aggregate:

      All the microflows between a specific pair of ingress and egress
      gateways.  Note there is no field in the flow packet headers that
      uniquely identifies the aggregate.

   Congestion-Level-Estimate:

      The number of bits in CL packets that are admission marked (or
      pre-emption marked), divided by the number of bits in all CL
      packets.  It is calculated as an exponentially weighted moving
      average.  It is calculated by an egress gateway for the CL packets
      from a particular ingress gateway, i.e., there is a Congestion-
      Level-Estimate for each CL- region-aggregate.

https://datatracker.ietf.org/doc/html/rfc2119
https://datatracker.ietf.org/doc/html/rfc2119
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   Sustainable-Aggregate-Rate:

      The rate of traffic that the network can actually support for a
      specific CL-region-aggregate.  So it is measured by an egress
      gateway for the CL packets from a particular ingress gateway.

   QNE:

      An NSIS Entity (NE), which supports the QoS NSLP.

   QNI:

      The first node in the sequence of QNEs that issues a reservation
      request for a session.

   QNR:

      The last node in the sequence of QNEs that receives a reservation
      request for a session.

3.  Overview of the Extensions and Operations

3.1.  Overall QoS Architecture

   The overall QoS architecture is described in CL-PCN
   [I-D.ietf-pcn-architecture] and is reproduced below in Figure 1 for
   readability and modified to incorporate NSIS terminology.
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  -----  -----   -----------------------------------------  -----   -----
  |   |  |   |   |Ingress                          Egress|  |   |   |   |
  |   |  |   |   |gateway         Interior        gateway|  |   |   |   |
  |   |  |   |   | (QNE)          routers          (QNE) |  |   |   |   |
  |   |  |   |   |-------+  +-------+  +-------+  +------|  |   |   |   |
  |   |  |   |   | PCN-  |  | PCN-  |  | PCN-  |  |      |  |   |   |   |
  |   |..|   |...|marking|..|marking|..|marking|..| Meter|..|   |...|   |
  |   |  |   |   |-------+  +-------+  +-------+  +------|  |   |   |   |
  |   |  |   |   |  \                                 /  |  |   |   |   |
  |   |  |   |   |   \                               /   |  |   |   |   |
  |   |  |   |   |    \  Congestion-Level-Estimate  /    |  |   |   |   |
  |   |  |   |   |     \  (for admission control)  /     |  |   |   |   |
  |   |  |   |   |      --<-----<----<----<-----<--      |  |   |   |   |
  |   |  |   |   |      Sustainable-Aggregate-Rate       |  |   |   |   |
  |   |  |   |   |        (for flow pre-emption)         |  |   |   |   |
  |   |  |   |   |                                       |  |   |   |   |
  ----   -----   -----------------------------------------  -----   -----
  Sx     Access                CL-region                    Access   Rx
  End    Network                                            Network  End
  Host   (QNI)                                              (QNR)    Host

                   <------ edge-to-edge signalling ----->
                 (for admission control & flow pre-emption)

          <---------- end-to-end QoS signalling protocol -------->

                    Figure 1: Overall QoS Architecture

3.2.  Overview of Procedures for Admission Control of New Reservations

   As mentioned earlier, CL-PCN [I-D.ietf-pcn-architecture] describes a
   framework to achieve a Controlled Load (CL) service by using
   distributed measurement-based admission control edge-to-edge, i.e.,
   within a particular region of the Internet.  This section keys out
   NSIS operations to support such an admission control scheme relying
   on Pre-Congestion Notification in the edge-to-edge region.

3.2.1.  PCN-QOSM/QoS-NSLP Upstream Signaling

   The basic PCN-QOSM/QoS-NSLP signaling is shown in Figure 2.  When a
   new request for QoS arrives at the QNI from an End-Host, the QNI
   perdorms regular QoS-NSLP processing by establishing a hop by hop
   connection with other QoS-NSLP aware nodes along the path to the
   destination.  It creates a RESERVE message with an initiator QSPEC
   parameter describing the reservation and then forwards it.
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   When this end-to-end RESERVE message reaches an Ingress node, it
   performs the following operation:

   o  The ingress node continues the hop-by-hop QoS-RESERVE message by
      sending it to the next QoS-NSLP aware node.  The PCN-capable
      Interior nodes in the CL region are not QoS-NSLP-capable (or have
      Qos/NSLP processing disabled) and thus simply ignore the RESERVE
      message.  Therefore, the Egress Edge becomes the next hop of the
      Ingress node.

   The Egress node on receiving the RESERVE message does the
   following(not necessarily in the order mentioned below):

   o  If the Egress node does not have a valid value for Congestion-
      Level-Estimate for the aggregate flow of traffic for this Ingress-
      Egress pair, it sends an asynchronous NOTIFY message back to the
      Ingress with a INFO-SPEC (as described in Section 5.2.3 of QSPEC
      [I-D.ietf-nsis-qspec]), which has the "CL-PCN-Probes-Required-
      error-code" error code.  The error code mentioned is defined this
      document in Section 5.1.  Note that the probe packets that are
      sent by the Ingress SHOULD be in accordance with the CL-PCN
      [I-D.ietf-pcn-architecture] requirements.

   o  The Egress node sends the original RESERVE message with the End-
      to-End(E2E) QSPEC to the next hop in the upstream direction, i.e.,
      towards the destination.
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                           |<--CL-PCN-Domain-->|
                           |                   |
                          QNE                 QNE
  QNE                   INGRESS             EGRESS                  QNE
   |                       |                   |                     |
   |                       |                   |                     |
   |                       |                   |                     |
   |RESERVE (E2E-QSPEC)    |                   |                     |
   +---------------------->|                   |                     |
   |                       |                   |                     |
   |                       |RESERVE (E2E-QSPEC)|                     |
   |                       +------------------>|                     |
   |                       |                   |RESERVE (E2E-QSPEC)  |
   |                       |                   +-------------------->|
   |                       |                   |                     |
   |                       | NOTIFY(INFO-SPEC= |                     |
   |                CL-PCN-PROBES-Req-Err-Code)|                     |
   |                       |<------------------+                     |
   |                       |                   |                     |
   |                       |...probe packets..>|                     |
   |                       |                   |                     |
   |                       |                   |                     |
   |                       |...probe packets..>|                     |
   |                       |                   |                     |
                                    .
                                    .
                                    .
                                    .
  < Waits for the RESPONSE message to come in the downstream direction >
                                    .
                                    .

                  Figure 2: PCN-QOSM Upstream Signalling

3.2.2.  PCN-QOSM/QoS-NSLP Downstream Signaling

   Figure 3 shows the RESPONSE message received in the Downstream
   direction.  When the RESPONSE message is received by the Egress Edge
   (from the downstream side), the latter performs regular QoS-NSLP
   processing (including performing admission control for the segment
   downstream of the Egress Edge) augmented with the procedures
   described in this section:

   o  If the Egress node has a valid Congestion-Level-Estimate value, it
      forwards the RESPONSE message to the ingress node with the PCN-CL-
      QSPEC parameter (as described in Section 4) having the Congestion-
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      Level-Estimate value and the E2E-QSPEC parameter already present
      in the received RESPONSE message.  Details for computing the
      Congestion-Level-estimate can be found in CL-PCN
      [I-D.ietf-pcn-architecture] and PCN-MARKING
      [I-D.briscoe-tsvwg-cl-phb].

   o  If the Egress node does not have a current Congestion-Level-
      Estimate value(because there was no traffic received by the Egress
      Edge from that Ingress Edge), it does the following:

      *  Triggers a timer(Tx) and puts the RESPONSE message on hold.

      *  If it is still receiving probe packets from ingress, it does
         the Congestion-Level-Estimate after receiving the probe
         packets.

      *  If it isn't receiving probe packets(Due to some error
         situation), it sends a NOTIFY message with the INFO-SPEC set to
         the new Error Code of "CL-PCN-Probes-Required" specified in
         this document in Section 5.1.

      *  When the timer Tx expires, if it has a valid Congestion-Level-
         Estimate, it sends the RESPONSE message with the PCN-CL-QSPEC
         and the E2E-QSPEC.  If the Congestion-Level-estimate value is
         still not available, it may loop a few times through the
         previous steps, and if the situation continues it must send a
         RESPONSE with an error code.

   The Ingress node on receiving a NOTIFY message processes it as per
   regular QoS-NSLP signalling with the following exceptions:

   o  If it received an INFO-SPEC parameter with the Error Code of "CL-
      PCN-Probes-Required-error-code" specified in this document, it
      starts sending probe packets to the Egress node.

   The Ingress node on receiving a RESPONSE message processes it as per
   regular QoS-NSLP signalling with the following exceptions:

   o  If it received the PCN-CL-QSPEC parameter with a valid Congestion-
      Level-Estimate, it performs admission control and sends a RESPONSE
      message upstream indicating the success or failure of the
      reservation attempt.  It must carry out the admission control
      decision (for admission of the reservation over the path from
      Ingress Edge to Egress Edge through the PCN cloud) taking into
      account the congestion information provided in the PCN-CL-QSPEC
      parameter of the RESPONSE message in accordance with the
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      procedures of PCN-CL-QSPEC and PCN-MARKING
      [I-D.briscoe-tsvwg-cl-phb].  For example, if the Congestion level
      Estimate conveyed in the PCN-CL-QSPEC parameter exceeds a
      configured threshold, the Ingress Edge may decide to reject this
      new reservation.  Once the admission control decision is taken by
      the Ingress Edge, regular NSIS procedures are followed to either
      proceed with the reservation (and forward the RESPONSE towards the
      sender) or tear down the reservation (and, in particular, send a
      error RESPONSE with the appropriate error code.

   o  In case the Ingress Edge forwards the RESPONSE message upstream,
      the Ingress Edge MUST remove the PCN-CL-QSPEC parameter.

                                    .
                                    .
           < Once the RESERVE reaches the QNR, the
                RESPONSE begins in the downstream direction>
                                    .
                                    .
                                    .
 (QNE)               (QNE-Ingress)        (QNE-Egress)             (QNE)
  |                       |                   |                      |
  |                       |                   |   RESPONSE(E2E-QSPEC)|
  |                       |                   |<---------------------|
  |                       |RESPONSE(E2E-QSPEC,|                      |
  |                       |(PCN-CL-QSPEC)     |                      |
  |                       |<------------------|                      |
  |    RESPONSE(E2E-QSPEC)|                   |                      |
  |<----------------------|                   |                      |
  |                       |                   |                      |

                 Figure 3: PCN-QoSM Downstream signalling

3.2.3.  REFRESH Messages

   Since the set up states in the routers are in soft state, refreshing
   is done by sending RESERVE messages in the REFRESH mode.  The Egress
   can respond to this RESERVE by sending a NOTIFY message with a new
   value of Congestion-level-estimate to keep the ingress informed.

3.2.4.  ERROR Messages

   On receiving a NOTIFY message with the INFO-SPEC having the "CL-PCN-
   Probes-Required-error-code" error code flag set, the Ingress Edge
   MUST generate probe packets, as described in CL-PCN
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   [I-D.ietf-pcn-architecture], towards the Egress Edge which sent the
   NOTIFY Message with the Error Code.  The Ingress Node must not send
   this NOTIFY message further upstream.

3.2.5.  NOTIFY Messages

   NOTIFY messages are asynchronous messages specified in QoS-NSLP
   [I-D.ietf-nsis-qos-nslp].  They can be send upstream and downstream,
   by the ingress to the Egress and viceverca, with the PCN-CL-QSPEC
   parameter or the INFO-SPEC Error Codes to notify one another, when
   required.  The NOTIFY message is mainly used by the egress to notify
   the ingress of pre-emption of flows.  A detailed explanation is given
   in Section 3.4.  It is the responsibility of the QoS-NSLP to take
   care of the sure delivery of the NOTIFY message.

3.3.  Removal of E2E Reservations

   E2E reservations are removed in the usual QoS-NSLP way via sending
   the RESERVE message with the Tear flag set or when a timeout occurs,
   since fresh REFRESH messages were not sent or as the result of an
   error condition.  This does not directly affect CL-PCN
   [I-D.ietf-pcn-architecture] operations.

3.4.  Overview of Procedures for Preemption of Existing Reservations

   As mentioned earlier, CL-PCN [I-D.ietf-pcn-architecture] describes
   how rate-based pre-emption can be used to maintain the CL service to
   as many admitted microflows as possible, even after localised failure
   and routing changes in the interior of the edge-to-edge region.  This
   requires the egress to check on the CL-region aggregate and alerting
   the ingress of any abnormality by sending it the measured
   Sustainable-Aggregate-Rate.  Based on this information, the ingress
   edge node might decide to pre-empt certain admitted flows to maintain
   the CL of the admitted flows.  CL-PCN [I-D.ietf-pcn-architecture]
   identifies that this information needs to be transferred reliably.

   This section describes the corresponding NSIS extensions.

   As shown in Figure 4, let us assume that a number of reservations are
   established and transit through a given Ingress Edge and a given
   Egress Edge and that the sustainable-aggregate-level, that is
   monitored by the Egress Edge exceeds a certain threshold level.
   Therefore the Egress Edge sends this measured Sustainable-Aggregate-
   Rate for the CL-region-aggregate from Ingress Edge to Egress Edge.
   To do this, the Egress Edge sends aa asynchronous NOTIFY message
   (described in Section 5.4.4 of the QoS-NSLP [I-D.ietf-nsis-qos-nslp])
   with the PCN-CL-QSPEC parameter containing the current Sustainable-
   Aggregate-Rate.
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   To avoid the risk that this NOTIFY message gets lost and in turn that
   the Ingress Edge is not made aware in a timely manner that preemption
   may be needed, the NSIS reliable messaging procedures specified for
   reliable NOTIFY messages mentioned in QoS-NSLP MUST be used.

   On receipt of the NOTIFY message, Ei on noting the value of
   Sustainable-Aggregate-Rate will identify that pre-emption of flows
   should take place and will trigger its pre-emtion trigger.  This will
   assess whether some reservations need to be dropped in accordance
   with the CL-PCN [I-D.ietf-pcn-architecture] and PCN-MARKING
   [I-D.briscoe-tsvwg-cl-phb] scheme.  In case some do, those will be
   torn down as per regular NSIS procedures.

3.4.1.  Receiver Initiated QoS Reservation

   TODO

   Editor's node: We will have to consider the case of the Receiver
   initiated QoS signalling w.r.t the CL-PCN architecture.
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                             QNE                 QNE
     QNI                   INGRESS             EGRESS
      |                       |                   |
      |                       |                   |
      |                       |                   |
      |                       |                   |
                              .
                              .
        < After initial signalling message exchange >
                              .
                              .

      |                       |                   |
      |                                           |
      |                   DATA FLOW               |           \
    -----------------------------------------------------------\
    ------------------------------------------------------------/
      |                       |                   |            /
      |                       |                   |           /
      |                       |          <PCN Marked packets
      |                       |            Received at Egress >
      |                       |                   |
      |                       NOTIFY(PCN-CL-QSPEC)|
      |                       |<------------------|
      |                       |                   |
      |                                           |
      |      < Ingress will assess the situation  |
      |        and pre-empt some data flows and   |
      |       initiate NSIS tear process for the  |
      |       selected flows for pre-emption >    |
      |                                           |
      |                       |                   |
      |                                           |
      |                REDUCED DATA FLOW          |           \
    -----------------------------------------------------------\
    ------------------------------------------------------------/
      |                       |                   |            /
      |                       |                   |           /
      |                       |                   |

            Figure 4: Admission Control by Pre-emption of FLows

4.  PCN-CL-QSPEC Parameter

   This document defines a new QSPEC parameter.
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   The PCN-QOSM uses the QSpec format specified in QSPEC
   [I-D.ietf-nsis-qspec].

   The < I > flag is set to "Local" (i.e., "1").  There is no necessity
   for a QoS-Desired or a QoS-Reserved object since there is no state
   being set in the local domain.  Moreover there is no need to indicate
   the message sequence as sender initiated or receiver initiated.

        0                   1                   2                   3
        0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |                    Congestion-Level-Estimate                  |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
       |                    Sustainable-Aggregate-Rate                 |
       +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                     Figure 5: PCN-CL-QSPEC Parameter

   The PCN-CL-QSPEC parameter can appear in any message that can carry a
   QSPEC.  The fields inside the PCN-CL-QSPEC parameter have the
   following semantic (Encoding details will be provided in future
   versions):

   Congestion-Level-Estimate:

      This contains the value of the Congestion-Level-Estimate (defined
      in CL-PCN [I-D.ietf-pcn-architecture] and PCN-MARKING
      [I-D.briscoe-tsvwg-cl-phb]) computed by Egress edge for the CL-
      region-aggregate from the ingress edge to the egress edge.

   Sustainable-Aggregate-Rate:

      This contains the Sustainable-Aggregate-Rate for the relevant CL-
      region-aggregate from the Ingress to the Egress defined in CL-PCN
      [I-D.ietf-pcn-architecture] and PCN-MARKING
      [I-D.briscoe-tsvwg-cl-phb]) computed by the Egress for this CL-
      region-aggregate.  It has a NULL value when the Egress wants to
      inform that pre-emption is not required.

5.  Error Codes

   This section defines two error codes to be added to the INFO-Spec
   mentioned in Section 5.2.3 of QSPEC [I-D.ietf-nsis-qspec].
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5.1.  CL-PCN-Probes-Required-Error-Code

   This error code is present in a RESPONSE message from a Egress edge
   to the Ingress edge, informing the ingress that probe packets need to
   be sent.

   Error code = [[To be allocated by IANA]]

5.2.  CL-PCN-Inconsistent-Admission-Control-Behaviour-Error-Code

   The "CL-PCN-Inconsistent-Admission-Control-Behaviour-Error-code" may
   appear only in RESERVE messages to indicate error to the receiver or
   in a RESPONSE message to indicate to the sender that the Egress Edge
   node is not CL-PCN [I-D.ietf-pcn-architecture] capable.

   Error code = [[To be allocated by IANA]]

   Error value = [[To be allocated by IANA]]

6.  IANA Considerations

   PCN-QOSM requires a new IANA registry for the CL-PCN QoS Model
   Identifier.  It is a 8-bit value, carried in the <QSPEC Type> field
   of the QSpec object [I-D.ietf-nsis-qspec].

   PCN-QoSM defines a new QSPEC parameter called PCN-CL-QSPEC parameter
   (as described in Section 4) to the QPSEC draft.

   PCN-QoSM also defines two new error codes to be added to the QSPEC
   INFO-SPEC:

   o  "CL-PCN-Probes-Required-Error-Code" error code as described in
Section 5.

   o  "CL-PCN-Inconsistent-Admission-Control-Behaviour-Error-code" error
      code as described in Section 5.

7.  Security Considerations

   TO be added

8.  Acknowledgements

   To be added
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