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Abstract

This memo deprecates IPv6 fragmentation and the IPv6 fragment header. It provides reasons for deprecation and updates RFC 2460.
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1. Introduction

Each link on the Internet is characterized by a Maximum Transmission Unit (MTU). A link's MTU represents the maximum packet size that can be conveyed over the link, without fragmentation. IPv6 [RFC2460] requires that every link in the Internet have an MTU of 1280 octets or greater. On any link that cannot convey a 1280-octet packet in one piece, link-specific fragmentation and reassembly must be provided at a layer below IPv6.

For any given source node, the path to a particular destination is characterized by a path MTU (PMTU). At a given source, the PMTU associated with a destination is equal to the minimum MTU of all of the links in the path between the source and the destination. Because every IPv6-enabled link must support an MTU of 1280 bytes or
greater, the PMTU between any two IPv6 nodes is also 1280 bytes or
greater.

[RFC2460] strongly recommends that IPv6 nodes implement Path MTU
Discovery (PMTUD) [RFC1981], in order to discover and take advantage
of PMTU values greater than 1280 octets. However, a minimal IPv6
implementation (e.g., in a boot ROM) may simply restrict itself to
sending packets no larger than 1280 octets, and omit implementation
of PMTUD.

In order to send a packet larger than a path's MTU, a node may use
the IPv6 Fragment header to fragment the packet at the source and
have it reassembled at the destination(s). However, the use of such
fragmentation is discouraged in any application that is able to
adjust its packets to fit the measured path MTU (i.e., down to 1280
octets).

In IPv6, a packet can be fragmented only by the host that originates
it. This constitutes a departure from the IPv4 [RFC0791]
fragmentation strategy, in which a packet can be fragmented by its
originator or by any router that it traverses en route to its
destination.

This memo deprecates IPv6 fragmentation and the IPv6 fragment header.
It provides reasons for deprecation and updates [RFC2460].

2. Case For Deprecation

This section presents a case for deprecating the IPv6 Fragment
Header.

2.1. Resource Conservation

Packets that are fragmented at their source need to be reassembled at
their destination. [Kent87] points out that the reassembly process
is resource intensive. It consumes significant compute and memory
resources. While the cited reference refers to IPv4 fragmentation
and reassembly, many of its criticisms are equally applicable to
IPv6.

By comparison, if a source node were to execute PMTUD procedures, and
if applications were to avoid sending datagrams that would result in
IP packets that exceed the PMTU, the task of reassembly could be
avoided, altogether.

2.2. Application Reliance on IPv6 Fragmentation

Today, a limited number of applications rely upon IPv6 fragmentation.
Most popular TCP implementations include PMTUD or an extension thereof, called Packetization Layer MTU Discovery (PMTUD) [RFC4821]. Therefore, in the nominal case, applications obtaining transport services from these TCP implementations never cause IPv6 fragments to be sent. However, some TCP implementations that include PMTUD do emit segments long enough to cause IPv6 fragmentation. This happens in the following circumstance:

- The TCP implementation establishes two (or more) sessions to the same destination
- Because the TCP implementation has not yet emitted any long segments, the underlying IPv6 implementation estimates the PMTU for destination to be equal to the MTU of the first link in the path to the destination. This estimate is incorrect, and will be revised, below.
- The first TCP session submits a long segment to the underlying IPv6 implementation
- The underlying IPv6 implementation determines that if it were to encapsulate this segment in an IPv6 header, the resulting packet would not exceed its current estimate of the PMTU for the destination. So, the underlying IPv6 implementation emits a non-fragmented IPv6 packet. This packet exceeds the actual PMTU for the destination
- A downstream router discards the long packet and returns an ICMPv6 Packet Too Big (PTB) message.
- The first TCP session reduces its Maximum Segment Size (MSS) to an appropriate value
- The underlying IPv6 implementation reduces its estimate of the PMTU for the destination to an appropriate value
- The second TCP session submits a long segment to the underlying IPv6 implementation. It does so without first querying the underlying IPv6 implementation to learn its estimate of the PMTU for the destination
- The underlying IPv6 implementation determines that if it were to encapsulate this segment in an IPv6 header, the resulting packet would exceed its current estimate of the PMTU for the destination. So, the underlying IPv6 implementation emits multiple IPv6 fragments.
The authors suggest that the behavior described above may be sub-optimal, and that TCP implementations should leverage PMTU information that the underlying IPv6 implementation could provide.

Many UDP-based [RFC0768] applications follow the recommendations of [RFC5405]. According to [RFC5405], "an application SHOULD NOT send UDP datagrams that result in IP packets that exceed the MTU of the path to the destination. Consequently, an application SHOULD either use the path MTU information provided by the IP layer or implement path MTU discovery itself to determine whether the path to a destination will support its desired message size without fragmentation. Applications that do not follow this recommendation to do PMTU discovery SHOULD still avoid sending UDP datagrams that would result in IP packets that exceed the path MTU. Because the actual path MTU is unknown, such applications SHOULD fall back to sending messages that are shorter than the default effective MTU for sending." The effective MTU for IPv6 is 1280 bytes.

However, several applications are known to rely on IPv6 fragmentation. Some of these are mentioned in Section 3.

2.3. Attack Vectors

Security researchers have found and continue to find attack vectors that rely on IP fragmentation. For example, [I-D.ietf-6man-oversized-header-chain] and [I-D.ietf-6man-nd-extension-headers] describe variants of the tiny fragment attack [RFC1858]. In this attack, a packet is crafted so that it can evade stateless firewall filters. The stateless firewall filter matches on fields drawn from the IPv6 header and an upper layer header. However, the packet is fragmented so that the upper layer header, or a significant part of that header, does not appear in the first fragment. Because a stateless firewall cannot parse payload beyond the first fragment, the packet evades detection by the firewall.

Security researcher have also studied reassembly algorithms on popular computing platforms, with the following goals:

- to discover fragility in seldom exercised parts of the IP stack
- to engineer flows that maximize resources consumed by the reassembly process

The Dawn and Rose Attacks [Hollis] are the products of such research.

All of the attack vectors mentioned above can be mitigated with firewalls and increasingly sophisticated reassembly algorithms.
However, the continued investment required to mitigate newly discovered vulnerabilities detracts from the cost effectiveness of IPv6 as a networking solution.

### 2.4. Operator Behavior

For reasons described above, and also articulated in [I-D.taylor-v6ops-fragdrop], many network operators filter all IPv6 fragments. Also, the default behavior of many currently deployed firewalls is to discard IPv6 fragments.

In one recent study [DeBoer], two researchers utilized a measurement network to measure fragment filtering. They sent packets, fragmented to the minimum MTU of 1280, to 502 IPv6 enabled and reachable probes. They found that during any given trial period, ten percent of the probes did not receive fragmented packets.

### 3. Applications That Rely on Fragmentation

The following is a list of applications that are currently known to rely on IPv6 fragmentation:

- DNSSEC [RFC4035].
- SIIT [RFC6145]
- OSPFv3 [RFC5340]
- NFSv4 [RFC3530]
- DCCP [RFC4340]

Some tunneling configurations also rely upon IPv6 fragmentation. See Section 3.5 for details.

Each of these applications relies on fragmentation to a varying degree. In some cases, that reliance is essential, and cannot be broken without fundamentally changing the protocol. In other cases, that reliance is incidental, and most protocol implementations already take appropriate steps to avoid fragmentation.

Each of these applications will continue to emit IPv6 fragments, even after the IPv6 fragmentation header is deprecated. In order to achieve backwards compatibility, new IPv6 implementations will continue to support reassembly of incoming fragments. See for Section 4 details.
3.1. DNSSEC

DNSSEC can obtain transport services from either UDP or TCP. Superior performance and scaling characteristics are observed when DNSSEC runs over UDP.

When running over UDP, DNSSEC is likely to cause the generation of IPv6 fragments. By comparison, when running over TCP, DNSSEC is much less likely to cause the generation of IPv6 fragments.

When running over UDP, DNSSEC's reliance upon IPv6 fragmentation is fundamental. That reliance cannot be broken without changing the DNSSEC specification.

DNSSEC is an essential part of the Internet architecture. Therefore, this issue is for further study and must be resolved before IPv6 fragmentation can be deprecated.

3.2. SIIT

[RFC6145] requires the following:

- "When the IPv4 sender does not set the DF bit, the translator SHOULD always include an IPv6 Fragment Header to indicate that the sender allows fragmentation. The translator MAY provide a configuration function that allows the translator not to include the Fragment Header for the non-fragmented IPv6 packets".

- "If the DF flag is not set and the IPv4 packet will result in an IPv6 packet larger than 1280 bytes, the packet SHOULD be fragmented so the resulting IPv6 packet (with Fragment Header added to each fragment) will be less than or equal to 1280 bytes."

These behaviors cannot be changed, and for these reasons, SIIT devices will continue to emit IPv6 fragments, even after IPv6 fragmentation has been deprecated.

SIIT also emits ICMPv6 PTB messages with MTU less than 1280. In that case, the originating IPv6 node is not required to reduce the size of subsequent packets to less than 1280, but must include a Fragment header in those packets so that SIIT can obtain a suitable Identification value to use in resulting IPv4 fragments. Note that this means the payload may have to be reduced to 1232 octets (1280 minus 40 for the IPv6 header and 8 for the Fragment header), and smaller still if additional extension headers are used.

This problem could be avoided if SIIT executed an alternative procedure. For example, rather than discarding the packet and
sending an ICMPv6 PTB message with MTU less than 1280, SIIT could
generate a random number for use as the Identification value and
forward the packet. This issue clearly requires further study.

3.3. OSPFv3

OSPFv3 implementations may emit messages large enough to cause IPv6
fragmentation. However, in keeping with the recommendations of
[RFC2460], and in order to optimize performance, most OSPFv3
implementation refrain from doing so. Many implementations simply
restrict their maximum message size to some value that is safely
below 1280.

3.4. DCCP and NFS

Details TBD

3.5. Tunneling

TBD

4. Recommendation

This memo deprecates IPv6 fragmentation and the IPv6 fragment header.
Application and transport layer protocols SHOULD support effective
PLMTUD [RFC4821], since ICMP-based PMTUD [RFC1981] is unreliable.
Any application or transport layer protocol that cannot support
effective PMTUD MUST NOT in any circumstances send IPv6 packets that
exceed the IPv6 minimum MTU of 1280 bytes.

IPv6 stacks and forwarding nodes MUST continue to support inbound
fragmented IPv6 packets as specified in [RFC2460]. However, this
requirement exceeds the capability of some types of forwarding nodes
such as firewalls and load balancers. Therefore implementers and
operators need to be aware that on many paths through the Internet,
IPv6 fragmentation will fail. Legacy applications and transport
layer protocols that do not conform to the previous paragraph can
expect connectivity failures as a result.

5. IANA Considerations

IANA is requested to mark the Fragment Header for IPv6 (44) as
deprecated in the Protocol Numbers registry.

6. Security Considerations

Deprecation of the IPv6 Fragment Header will improve network security
by eliminating attacks that rely on fragmentation.
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