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Abstract

   For existing MPLS LSP tunnel services, it is hard for LSP tunnels to
   be booked in advance.  In addition, once an LSP tunnel is set up, it
   is assumed to consume a certain amount of resources such as link
   bandwidth forever.

   Temporal LSP tunnel services (TTS) provides an easy way for us to
   book temporal LSP tunnels in advance.  More importantly, a temporal
   LSP is an LSP with one or more time intervals and it is assumed to
   consume the resources and carry traffic only in these time intervals.

   This document specifies a framework for temporal LSP tunnel services
   and provides a few of reference models along with logical components
   required to design a solution for TTS.
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1.  Introduction

   Once an existing multiprotocol label switching (MPLS) traffic
   engineering (TE) label switched path (LSP) is set up, it is assumed
   to carry traffic forever until it is down.  When an MPLS TE LSP
   tunnel is up, it is assumed to consume the reserved network resources
   for it forever even though the LSP may only use the network resources
   during some period of time.  As a result, the entire network
   resources are not used efficiently.  Moreover, a tunnel service can
   not be reserved or booked in advance for a period of time or a
   sequence of time periods/intervals.

   Temporal LSP tunnel services (TTS) provides an easy way for us to
   book temporal LSP tunnels in advance.  More importantly, a temporal
   LSP is an LSP with one or more time intervals/periods and it is
   assumed to consume the resources and carry traffic only in these time
   intervals.  Thus the entire network resources are efficiently used.
   Moreover, some new services can be provided easily.  For example, a
   user can book a tunnel service in advance for a given time interval
   or a sequence of given time intervals.  Tunnel services may be easily
   scheduled.

   This document specifies a framework for temporal LSP tunnel services
   and provides a few of reference models along with logical components
   required to design a solution for TTS.

2.  Terminology

   A Time Interval: a time period from time Ta to time Tb.

   LSP: Label Switched Path.  An LSP is a P2P (point-to-point) LSP or a
   P2MP (point-to-multipoint) LSP.

   LSP with a time interval: LSP that carries traffic in the time
   interval.

   LSP with a sequence of time intervals: LSP that carries traffic in
   each of the time intervals.

   Temporal LSP: LSP with a time interval or LSP with a sequence of time
   intervals.

   TED: Traffic Engineering Database.

   CSPF: Constrained Shortest Path First.

   LER: Label Edge Router.
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   PCE: Path Computation Element.

   PCEP: Path Computation Element Communication Protocol.

3.  Operations Overview

   This section briefly describes some operations on a temporal LSP.

3.1.  Simple Time Interval

   For a temporal LSP, a user configures it with a time interval or a
   sequence of time intervals.  A simple time interval is a time period
   from time Ta to time Tb, which may be represented as [Ta, Tb].

   When an LSP is configured with time interval [Ta, Tb], a path
   satisfying the constraints for the LSP in the time interval is
   computed and the LSP along the path is set up to carry traffic from
   time Ta to time Tb.

   In addition to simple time intervals, there are recurrent time
   intervals and elastic time intervals.  Sometimes a simple time
   interval is called a time interval.

3.2.  Recurrent Time Interval

   A recurrent time interval represents a series of repeated simple time
   intervals.  It has a simple time interval such as [Ta, Tb], a number
   of repeats such as 10 (repeats 10 times), and a repeat cycle/time
   such as a week (repeats every week).  The recurrent time interval:
   "[Ta, Tb] repeats n times with repeat cycle C" represents n+1 simple
   time intervals as follows:

     [Ta, Tb], [Ta+C, Tb+C], [Ta+2C, Tb+2C], ..., [Ta+nC, Tb+nC]

   When an LSP is configured with a recurrent time interval such as
   "[Ta, Tb] repeats 10 times with a repeat cycle a week" (representing
   11 simple time intervals), a path satisfying the constraints for the
   LSP in each of the simple time intervals represented by the recurrent
   time interval is computed and the LSP along the path is set up to
   carry traffic in each of the simple time intervals.

3.3.  Changes to Time Interval

   After a temporal LSP is configured, a user may change its parameters
   including some of the time intervals configured.  A new time interval
   may be added, an existing time interval may be removed or changed.
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   When a new time interval is added to an existing LSP, a path
   satisfying the constraints for the LSP in the time interval is
   computed and the LSP along the path is set up to carry traffic in the
   time interval.

   When an existing time interval is removed from an existing LSP, the
   time interval is deleted from the lifetime of the LSP.  If the
   lifetime is over, the LSP is deleted.

   A change to an existing time interval may generate some of four
   possible results:

   1.  The existing time interval is extended for a time period EA after
       the existing time period;

   2.  The existing time interval is extended for a time period EB
       before the existing time period;

   3.  The existing time interval is shrunk for a time period SA from
       the end of the existing time period; and

   4.  The existing time interval is shrunk for a time period SB from
       the beginning of the existing time period.

   When an existing time interval for an LSP is extended, a path
   satisfying the constraints for the LSP in the extended time interval
   is computed and the LSP along the path is set up to carry traffic in
   the extended time interval.  If the LSP is already up to carry
   traffic in the existing time interval, the lifetime of the LSP is
   extended for time period EA following the existing time interval.

   When an existing time interval for an LSP is shrunk, the shrunk time
   periods are removed from the lifetime of the LSP.

4.  Problem Statement

   Assume that a set of temporal LSPs have been set up in a network.  In
   other words, the network resources have been reserved in advance for
   the LSPs in the set.  For every LSP configured with a number of time
   intervals, the network resources have been reserved in advance for
   each of these time intervals.  Initially, there is no LSP set up in
   the network.

   For the given state of the network, how to handle/satisfy a set of
   service requests containing set up a number of temporal LSPs, delete
   a number of temporal LSPs and update a number of temporal LSPs?



Chen, et al.           Expires September 22, 2016               [Page 6]



Internet-Draft              Framework for TTS                 March 2016

   More specifically, based on the current network state, how to compute
   paths for the temporal LSPs to be set up? how to reserve the network
   resources in advance along the paths computed for the time intervals
   configured for the LSPs? how to release the network resources
   reserved in advance for the LSPs to be deleted and update the network
   state accordingly? how to change the parameters for the LSPs
   configured with time intervals and update the network state
   accordingly?

   The reference models described in the following section can provide
   solutions for this.

5.  Reference Models

   This section presents a few of reference models for providing
   temporal tunnel services (TTS) after introducing some of building
   blocks.  For each of the models, its advantages and disadvantages are
   listed.

5.1.  Building Blocks

   This section briefly describes some of the components that may be
   used to build a solution for creating and maintaining temporal LSP
   tunnels.

5.1.1.  Temporal TED

   The Traffic Engineering (TE) information in a normal TE Database
   (TED) represents a unreserved bandwidth Bi at each of eight priority
   levels for a link at one point of time, i.e., at the current time.

     Bandwidth
       ^
       |
     Bi|______________________________________________________
       |
       |
      -+------------------------------------------------------> Time
       |

   This means that the link has bandwidth Bi at a priority level from
   now to forever until there is a change to it.  Thus, a TE Label
   Switching Path (LSP) tunnel for a given time interval cannot be set
   up in advance using the information in the TED and the bandwidth
   cannot be reserved in advance for the LSP in the time interval given.
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   The TED needs to be enhanced for supporting temporal LSPs.  The
   enhanced TED is called Temporal TED (T-TED for short).  It maintains
   the TE information such as bandwidth for every link with a series of
   time intervals.

   For example, suppose that the amount of the unreserved bandwidth at a
   priority level for a link is Bj in a time interval from time Tj to Tk
   (k = j+1), where j = 0, 1, 2, ....  The unreserved bandwidth for the
   link can be represented as

       [T0, B0], [T1, B1], [T2, B2], [T3, B3], ....

     Bandwidth
       ^
       |                                    B3
       |          B1                        ___________
       |          __________
       |B0                                             B4
       |__________          B2                         _________
       |                    ________________
       |
      -+-------------------------------------------------------> Time
       |T0        T1        T2              T3         T4

   The unreserved bandwidth information above for the link will be
   stored in the T-TED.

   If an LSP is completely deleted at time T and uses bandwidth B, then
   for every time interval/period (after time T) during which bandwidth
   B is reserved for the LSP on a link, B is added to the link for that
   time interval/period.

   If an LSP is to be up at time T and uses bandwidth B, then for every
   time interval/period (after time T) during which bandwidth B is
   reserved for the LSP on a link, B is subtracted from the link for
   that time interval/period.

5.1.2.  Temporal CSPF

   An existing constrained shortest path first (CSPF) (or say a normal
   CSPF) computes a path for a normal LSP that satisfies a set of given
   constraints using a traffic engineering database (TED).

   A temporal CSPF (T-CSPF for short) computes a path for a temporal LSP
   (i.e., an LSP with a number of time intervals) that satisfies a set
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   of given constraints in each of the time intervals through using a
   temporal TED (T-TED).

5.1.3.  Temporal Label Database

   In a centralized controller, a normal label database (LDB) records
   and maintains the status of every label for every node (and/or
   interface) in a network, which the controller controls.  The status
   of a label indicates whether the label is assigned to an LSP.

   A temporal label database (T-LDB) in a centralized controller records
   and maintains the status of every label in a series of time intervals
   for every node (and/or interface) in a network, on which the
   controller controls.  The status of a label in a time interval
   indicates whether the label is assigned to an LSP in the time
   interval.

   If there are enough labels anytime, we do not need any temporal label
   database and we can just use a normal label database.  For example,
   if we can make sure that at any time the number of LSPs going through
   any node in the network is less than the number of labels on the
   node, then there are enough labels anytime.  Thus, we can just use a
   normal label database.

5.1.4.  Temporal LSP Tunnel Manager

   An existing LSP tunnel manager (or say a normal LSP tunnel manager)
   receives a request for an operation on an MPLS TE LSP from a user or
   an application.  The operation may be a creation of a new MPLS TE LSP
   tunnel, a deletion of an existing MPLS TE LSP tunnel, or a change to
   an existing LSP tunnel.

   A temporal LSP tunnel manager (T-LSP Manager for short) receives a
   request for an operation on a temporal LSP from a user or an
   application.  The operation may be a creation of a new temporal LSP
   tunnel, a deletion of an existing temporal LSP tunnel, or a change to
   an existing temporal LSP tunnel.

   When receiving a request for creating a new temporal LSP (i.e., an
   LSP with a sequence of time intervals), the T-LSP manager asks the
   T-CSPF to compute a path for the LSP that satisfies the constraints
   given for the LSP in each of the time intervals.

   After obtaining the path for the LSP from the T-CSPF, the T-LSP
   manager requests the T-LDB to assign labels along the path for the
   LSP and asks the T-TED to reserve the resources such as link
   bandwidth along the path for the LSP in each of the time intervals if
   it is used in a centralized controller.
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   The T-LSP manager in a centralized controller really sets up the LSP
   along the path in the network by writing a forwarding entry on every
   node along the path through the API to the network in each of the
   time intervals.  The T-LSP manager in a distributed environment
   initiates the RSVP signaling to set up the LSP along the path.

   The T-LSP manager records the related information for the LSP into
   the temporal LSP database (T-LSPDB).  The information includes the
   time intervals for the LSP, the path computed for the LSP, the
   resources such as bandwidth reserved along the path in each of the
   time intervals for the LSP (for centralized controller), the labels
   assigned along the path for the LSP (for centralized controller), and
   the status of the LSP.

5.1.5.  Temporal LSP Database

   A temporal LSP database (T-LSPDB for short) in a centralized
   controller stores the related information for every temporal LSP.
   For each LSP, the following information will be stored in the
   T-LSPDB:

   o  the time intervals for the LSP,

   o  the paths computed for the LSP,

   o  the resources such as bandwidth reserved along the path in each of
      the time intervals for the LSP,

   o  the labels assigned along the path for the LSP, and

   o  the status of the LSP.

   In a distributed environment, a T-LSPDB on a label edge router (LER)
   stores the following information for every temporal LSP originating
   from the LER (i.e., the LER is the ingress of the LSP):

   o  the time intervals for the LSP,

   o  the paths computed for the LSP, and

   o  the status of the LSP.

5.1.6.  Temporal PCE

   A temporal PCE (T-PCE for short) is an enhanced version of the
   existing PCE.  It receives a request for computing a path for a
   temporal LSP crossing multiple domains, computes the path for the LSP
   and replies to the request with the path computed.  For the LSP with
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   a number of time intervals and some constraints, the path computed
   satisfies the constraints in each of the time intervals.

5.2.  Centralized Model

   This section presents two centralized reference models. one model is
   for a single domain, the other for multiple domains.

5.2.1.  Centralized Model for Single Domain

   Figure below illustrates a centralized SDN controller reference model
   for temporal LSP tunnel services for a network (i.e., a single
   domain).

         +--------------------------------------------+
         | TS-SDN Controller                          |
         |                     +---------------+      |
         |        /------------| T-LSP Manager |      |
         |       /     Ia      +---------------+      |
         | +--------+           | |  |       \        |
         | | T-CSPF |   ________| |  |        \Id     |
         | +--------+  /   Ib    /Ic |    +---------+ |
         |       \Ie  /         /    |    | T-LSPDB | |
         |    +---------+ +-------+  |    +---------+ |
         |    |  T-TED  | | T-LDB |  |                |
         |    +---------+ +-------+  |                |
         |          \         \      |In              |
         +---------------API to Network(PCEP+)--------+
                               /       \
                              /         \____
                             /           \   \____
                            /\  .---. .---+       \
                           |  \(     '    |'.---. |
                           |---\  Network |      '+.
                          (o    \         |       | )
                           (     |        |       o)
                            (    |        |       )
                             (   o        o    .-'
                              '               )
                               '---._.-.     )
                                        '---'

   The temporal SDN (TS-SDN) controller in the reference model controls
   a network through an API to the network such as PCEP+ (extensions to
   PCEP for central controller).  The TS-SDN controller is responsible
   for creating and maintaining every temporal LSP in the network.
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   The TS-SDN controller comprises a number of modules, including a
   T-LSP manager, a T-CSPF, a T-TED, a T-LDB and a T-LSPDB.  The
   interfaces among these modules are listed as follows:

   o  Interface Ia between the T-LSP manager and the T-CSPF.  Through
      this interface, the T-LSP manager requests the T-CSPF to compute a
      path for a temporal LSP with a number of time intervals and a set
      of constraints, and the T-CSPF responses the T-LSP manager with
      the path computed that satisfies the constraints in each of the
      time intervals.

   o  Interface Ib between the T-LSP manager and the T-TED.  When a
      temporal LSP with a number of time intervals is to be created,
      through this interface, the T-LSP manager reserves in the T-TED
      the TE resources such as link bandwidths on every link in each of
      the time intervals along the path computed for the LSP.  When a
      temporal LSP with a number of time intervals is deleted, the T-LSP
      manager releases the TE resources such as link bandwidths on every
      link in each of the time intervals along the path for the LSP.

   o  Interface Ic between the T-LSP manager and the T-LDB.  When a
      temporal LSP with a number of time intervals is to be created,
      through this interface, the T-LSP manager reserves in the T-LDB a
      label for every link in each of the time intervals along the path
      computed for the LSP.  When a temporal LSP with a number of time
      intervals is deleted, the T-LSP manager releases the label for
      every link in each of the time intervals along the path for the
      LSP.

   o  Interface Id between the T-LSP manager and the T-LSPDB. the T-LSP
      manager updates the information for every LSP in the T-LSPDB
      through this interface.

   o  Interface Ie between the T-CSPF and the T-TED.  Through this
      interface, the T-CSPF accesses the traffic engineering information
      such as link bandwidths when it computes a path for a temporal LSP
      with a number of time intervals.

   There is an interface In between the TS-SDN controller and the
   network.  In fact, there is a control channel (or interface) between
   the TS-SDN controller and every node in the network.

   Initially, the T-TED obtains the original traffic engineering (TE)
   information such as link bandwidths from the network through the
   interface In (i.e., API to network) for every link in the network.
   The T-LDB gets the original label resources from the network through
   the interface In for every node and link in the network.
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   Then the TE information in the T-TED is updated mostly by the
   following events.

   o  When a temporal LSP with a number of time intervals is to be
      created, the T-LSP manager reserves in the T-TED bandwidths on
      every link in each of the time intervals along the path for the
      LSP.

   o  When a temporal LSP with a number of time intervals is deleted,
      the T-LSP manager releases bandwidths on every link in each of the
      time intervals along the path for the LSP.

   o  When a link in the network is down, the TE information about the
      link is removed from the T-TED.

   o  When a link in the network is up, the TE information about the
      link is added into the T-TED.

   The label resources in the T-LDB may be updated as follows:

   o  When a temporal LSP with a number of time intervals is to be
      created, the T-LSP manager reserves in the T-LDB a label for every
      link in each of the time intervals along the path for the LSP.
      For a node specific label space, a label on the downstream node is
      assigned for the link.  For a link specific label space, a label
      on the link is assigned for the link.

   o  When a temporal LSP with a number of time intervals is deleted,
      the T-LSP manager releases the label for every link in each of the
      time intervals along the path for the LSP.

   o  When a node in the network is down, the label resources on the
      node is removed from the T-LDB if a node specific label space is
      used.  When a link in the network is down, the label resources on
      the link is removed from the T-LDB if a link specific label space
      is used.

   o  When a node in the network is up, the label resources on the node
      is added into the T-LDB if a node specific label space is used.
      When a link in the network is up, the label resources on the link
      is added into the T-LDB if a link specific label space is used.

   There are a couple of ways in which the TS-SDN controller sets up a
   temporal LSP with a number of time intervals in the network.

   One way is to set up the LSP in the network along the path computed
   for the LSP at the start of each time interval and to delete the LSP
   at the end of each time interval.
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   Another way is to set up the LSP in the network along the path
   computed for the LSP before or at the start of the first time
   interval, to update the parameters such as bandwidth for each time
   interval, and to delete the LSP at the end of last time interval.

5.2.2.  Centralized Model for Multiple Domains

   The centralized model described in the previous section is for
   temporal LSPs within a single domain, which is called single-domain
   centralized model.  It can be easily extended to support temporal
   LSPs crossing multiple domains.  The extended model is called multi-
   domain centralized model.  Basically, through replacing the T-CSPF
   module with a T-PCE module in the single-domain centralized model, we
   obtain a multi-domain centralized model.

   Figure below illustrates a centralized SDN controller reference model
   for temporal LSPs crossing multiple domains.

         +--------------------------------------------+
         | TS-SDN Controller                          |
         |                     +---------------+      |
         |        /------------| T-LSP Manager |      |
         |       /     Ia      +---------------+      |
      Im | +--------+           | |  |       \        |
     ----+-+ T-PCE  |   ________| |  |        \Id     |
         | +--------+  /   Ib    /Ic |    +---------+ |
         |       \Ie  /         /    |    | T-LSPDB | |
         |    +---------+ +-------+  |    +---------+ |
         |    |  T-TED  | | T-LDB |  |                |
         |    +---------+ +-------+  |                |
         |          \         \      |In              |
         +---------------API to Network(PCEP+)--------+
                               /       \
                              /         \____
                             /           \   \____
                            /\  .---. .---+       \
                           |  \(     '    |'.---. |
                           |---\  Network |      '+.
                          (o    \         |       | )
                           (     |        |       o)
                            (    |        |       )
                             (   o        o    .-'
                              '               )
                               '---._.-.     )
                                        '---'

   The T-PCE may be outside of the TS-SDN controller.  When receiving a
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   request for creating a new temporal LSP with a number of time
   intervals and some constraints, the TS-SDN controller (or say the
   T-LSP manager) asks the T-PCE to compute a path for the LSP.

   For computing a path for a temporal LSP crossing multiple domains,
   the T-PCE communicates with other T-PCEs through interface Im to get
   an end to end path for the LSP crossing domains.  For computing a
   path for a temporal LSP within the network (one domain), the T-PCE
   uses a T-CSPF inside it to obtain a path for the LSP.

5.2.3.  Analysis on Centralized Model

   In a centralized model, all the network resources are managed and
   maintained by a central controller.  Thus it has the following
   advantages:

   o  Efficiently use network resources for providing TTS (i.e., finding
      paths for LSPs with time intervals, reserving the network
      resources in these intervals and setting up LSPs in the network).

   o  Optimal paths for the LSPs with time intervals.

   A centralized model may have the following disadvantages or issues:

   o  Scalability issues since all the work is done in the controller,
      which include computing all the paths for the LSPs with time
      intervals, managing all the network resources, controlling the
      network and so on.

   o  Reliability issues since the failure of the controller will lead
      to the failure of the whole system.

5.3.  Hybrid Model

   This section presents a couple of hybrid reference models. one model
   is for a single domain, the other for multiple domains.

5.3.1.  Hybrid Model for Single Domain

   Figure below illustrates a hybrid SDN controller reference model for
   temporal LSP tunnel services within a single domain.
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         +--------------------------------------------+
         | TS-SDN Controller                          |
         |                     +---------------+      |
         |        /------------| T-LSP Manager |      |
         |       /     Ia      +---------------+      |
         | +--------+           |    |       \        |
         | | T-CSPF |   ________|    |        \Id     |
         | +--------+  /   Ib        |    +---------+ |
         |       \Ie  /              |    | T-LSPDB | |
         |    +---------+            |    +---------+ |
         |    |  T-TED  |            |                |
         |    +---------+            |                |
         |          \                |In              |
         +----------------API to Network(PCEP)--------+
                               /       \
                              /         \____
                             /               \____
                            /   .---. .---,       \
                           |   (     '     '.---. |
                           |---'  Network        '+.
                          (o                      | )
                           (                      o)
                            (                     )
                             (   o        o    .-'
                              '               )
                               '---._.-.     )
                                        '---'

   The temporal SDN (TS-SDN) controller in this hybrid reference model
   manages some parts of the resources in the network it controls.  For
   example, it may just manage the link bandwidth for every link in the
   network.  The label resources in the network is not managed by the
   TS-SDN controller.  It may still be managed by each node in the
   network.

   The TS-SDN controller controls the network through an API to the
   network such as PCEP.  There is a control channel between the TS-SDN
   controller and each of the LERs in the network.  The TS-SDN
   controller is responsible for creating and maintaining every temporal
   LSP in the network through the control channel to the ingress node of
   the LSP.

   The TS-SDN controller comprises a T-LSP manager, a T-CSPF, a T-TED
   and a T-LSPDB.  The interfaces among these modules are listed as
   follows:
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   o  Interface Ia between the T-LSP manager and the T-CSPF.  This
      interface is the same as the one between the T-LSP manager and the
      T-CSPF in the centralized model.

   o  Interface Ib between the T-LSP manager and the T-TED.  This
      interface is the same as the one between the T-LSP manager and the
      T-TED in the centralized model.

   o  Interface Id between the T-LSP manager and the T-LSPDB.  This
      interface is similar to the one between the T-LSP manager and the
      T-LSPDB in the centralized model.  Most of the information for a
      temporal LSP stored in the T-LSPDB in the hybrid model is the same
      as that stored in the T-LSPDB in the centralized model.  For
      example, the time intervals associated with the LSP and the link
      bandwidths reserved for the LSP in each of the time intervals are
      the same in both models.  The labels assigned to the LSP is stored
      in the T-LSPDB in the centralized model, but there is not any
      label information for the LSP stored in the T-LSPDB in the hybrid
      model.

   o  Interface Ie between the T-CSPF and the T-TED.  This interface is
      the same as the one between the T-CSPF and the T-TED in the
      centralized model.

   The TE information in the T-TED in the hybrid model is updated in the
   same way as that in the T-TED in the centralized model.  But the way
   in which the T-TED in one model obtains the original TE information
   from the network may be different from the one in another model.

   For example, the T-TED in the centralized model may obtain the
   original TE information from the network through polling every node
   in the network.  The T-TED in the hybrid model may get the original
   TE information from the network through an OSPF or ISIS adjacency
   between the TS-SDN controller and one of the nodes in the network.

   There are a few of ways in which the TS-SDN controller sets up a
   temporal LSP with a number of time intervals in the network.

   One way is that the TS-SDN controller asks the ingress of the LSP to
   signal the LSP in the network along the path computed for the LSP at
   the start of each time interval and to tear down the LSP at the end
   of each time interval.

   Another way is that the TS-SDN controller asks the ingress of the LSP
   to signal the LSP in the network along the path computed for the LSP
   before or at the start of the first time interval, to update the
   parameters such as bandwidth for each time interval, and to tear down
   the LSP at the end of the last time interval.
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   The third way is that the TS-SDN controller asks the ingress of the
   LSP to signal the LSP in the network along the path computed for the
   LSP before or at the start of the first time interval, to reserve
   bandwidth for each time interval, and to tear down the LSP at the end
   of the last time interval.

5.3.2.  Hybrid Model for Multiple Domains

   The hybrid model described in the previous section is for temporal
   LSPs within a single domain, which is called single-domain hybrid
   model.  It can be easily extended to support temporal LSPs crossing
   multiple domains.  The extended model is called multi-domain hybrid
   model.  Basically, through replacing the T-CSPF module with a T-PCE
   module in the single-domain hybrid model, we obtain a multi-domain
   hybrid model.

   Figure below illustrates a hybrid SDN controller reference model for
   temporal LSPs crossing multiple domains.

            +--------------------------------------------+
            | TS-SDN Controller                          |
            |                     +---------------+      |
            |        /------------| T-LSP Manager |      |
            |       /     Ia      +---------------+      |
         Im | +--------+           |    |       \        |
        ----+-+ T-PCE  |   ________|    |        \Id     |
            | +--------+  /   Ib        |    +---------+ |
            |       \Ie  /              |    | T-LSPDB | |
            |    +---------+            |    +---------+ |
            |    |  T-TED  |            |                |
            |    +---------+            |                |
            |          \                |In              |
            +----------------API to Network(PCEP)--------+
                               /       \
                              /         \____
                             /               \____
                            /   .---. .---,       \
                           |   (     '     '.---. |
                           |---'  Network        '+.
                          (o                      | )
                           (                      o)
                            (                     )
                             (   o        o    .-'
                              '               )
                               '---._.-.     )
                                        '---'
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   The T-PCE may be outside of the TS-SDN controller.  When receiving a
   request for creating a new temporal LSP with a number of time
   intervals and some constraints, the TS-SDN controller (or say the
   T-LSP manager) asks the T-PCE to compute a path for the LSP.

   For computing a path for a temporal LSP crossing multiple domains,
   the T-PCE communicates with other T-PCEs through interface Im to get
   an end to end path for the LSP crossing domains.  For computing a
   path for a temporal LSP within the network (one domain), the T-PCE
   uses a T-CSPF inside it to obtain a path for the LSP.

5.3.3.  Temporal Stateful PCE

   From the multi-domain hybrid model described in the previous section,
   we can get a temporal stateful PCE (controller) if we uses the
   stateful PCEP as the interface between the temporal stateful PCE (TS-
   Stateful-PCE for short) controller and the network on which the PCE
   controls.

   Figure below illustrates a temporal stateful PCE controller reference
   model.

            +--------------------------------------------+
            | TS-Stateful-PCE (Controller)               |
            |                     +---------------+      |
            |        /------------| T-LSP Manager |      |
            |       /     Ia      +---------------+      |
         Im | +--------+           |            \        |
        ----+-+ T-PCE  |   ________|             \Id     |
            | +--------+  /   Ib             +---------+ |
            |       \Ie  /                   | T-LSPDB | |
            |    +---------+                 +---------+ |
            |    |  T-TED  |                             |
            |    +---------+                             |
            |          \                                 |
            +---------------- Stateful PCEP -------------+
                               /       \
                              /         \____
                             /               \____
                            /   .---. .---,       \
                           |   (     '     '.---. |
                           |---'  Network        '+.
                          (o                      | )
                           (                      o)
                            (                     )
                             (   o        o    .-'
                              '               )
                               '---._.-.     )
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                                        '---'

   The T-PCE may be outside of the TS-Stateful PCE controller.  When
   receiving a request for creating a new temporal LSP with a number of
   time intervals and some constraints, the TS-Stateful PCE (controller)
   asks the T-PCE to compute a path for the LSP.

   For computing a path for a temporal LSP crossing multiple domains,
   the T-PCE communicates with other T-PCEs through interface Im to get
   an end to end path for the LSP crossing domains.  For computing a
   path for a temporal LSP within the network (one domain), the T-PCE
   uses a T-CSPF inside it to obtain a path for the LSP.

   After obtaining the path for the LSP, the TS-Statefule PCE
   (controller) reserves in the T-TED the TE resources such as link
   bandwidths for the LSP along the path in each of the time intervals,
   updates in the T-LSPDB the information about the LSP, initiates the
   creation of the LSP at the start of each time interval through
   sending a Path Computation LSP Initiate Request (PCInitiate) message
   to the ingress of the LSP, and deletes the LSP at the end of each
   time interval through sending another PCInitiate message with R
   (remove) flag set to 1.

   The TS-Statefule PCE (controller) updates the information about the
   LSP in the T-LSPDB accordingly after receiving a Path Computation LSP
   State Report (PCRpt) message from the ingress of the LSP.

5.3.4.  Analysis on Hybrid Model

   In a hybrid model, some of the network resources are managed and
   maintained by a central controller.  Thus it has the following
   advantages:

   o  Efficiently use network resources for providing TTS (i.e., finding
      paths for LSPs with time intervals, reserving the network
      resources in these intervals and setting up LSPs in the network).

   o  Optimal paths for the LSPs with time intervals.

   A hybrid model may have the following disadvantages or issues:

   o  Reliability issues since the failure of the controller will lead
      to the failure of the whole system.
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5.4.  Distributed Model

5.4.1.  Router Distributed Model

   Figure below illustrates a traditional/router distributed reference
   model for temporal LSP tunnel services.

      +----------------------------------------------------+
      | Router                                             |
      |  +-----------+  +-------------------------------+  |
      |  | T-OSPF    |  | TS-MPLS                       |  |
   In |  |(ISIS)     |  |          Ia +---------------+ |  |
   ---+--+           |  |        /----+ T-LSP Manager | |  |
      |  |           |  |       /     +----+-----+----+ |  |
      |  |           |  | +----+---+       |     |      |  |
      |  +-----+-----+  | | T-CSPF |     __|Ir   |Id    |  |
      |        |        | +----+---+    /    +---+----+ |  |
      |        |Ig      |      |       /     |T-LSPDB | |  |
      |        |_       |   Ie/       /      +--------+ |  |
      |          \      |    /  +----+-----+            |  | In
      |           \     |   /   |T-RSVP-TE +------------+--+----
      |            \    |  /    +----------+            |  |
      |             \   +-+-----------------------------+  |
      |              \   /                                 |
      |           +---+-+---+                              |
      |           |  T-TED  |                              |
      |           +---------+                              |
      +----------------------------------------------------+

   In an existing distributed network, the existing MPLS and OSPF/ISIS
   running on every node in the network need to be enhanced to support
   temporal LSP tunnel services.

   The enhanced OSPF is represented by T-OSPF in the distributed model.
   The T-OSPF running on a router distributes the traffic engineering
   (TE) information such as bandwidth about every link connected to the
   router in a series of time intervals.  It also receives the TE
   information about a link in a number of time intervals from a router
   in the network.  It updates the TE information about every link in
   the network in the T-TED.  The T-OSPF distributes and receives the TE
   information about a link through interface In connecting to another
   router.

   The T-TED stores the TE information about every link in the network.
   It is updated by the T-OSPF through interface Ig when the T-OSPF
   receives the TE information about a link that is changed or the TE
   information about a link connected to the router is changed.
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   The T-CSPF in the distributed model has the same function as the one
   in the other two models.  It computes a path for a temporal LSP using
   the T-TED.  It accesses the T-TED through interface Ie.

   The enhanced RSVP-TE for supporting temporal LSP tunnel services is
   represented by T-RSVP-TE.  The T-RSVP-TE running on every node along
   the path for a temporal LSP signals and maintains the LSP with time
   intervals.  The signaling messages for the LSP is sent and received
   through interface In connecting to another router.

   The T-LSP manager on an LER receives a request to create, delete or
   update a temporal LSP with a number of time intervals.

   When receiving a request for creating a new temporal LSP with a
   sequence of time intervals and constraints, the T-LSP manager asks
   the T-CSPF to compute a path for the LSP that satisfies the
   constraints for the LSP in each of the time intervals.

   After obtaining the path for the LSP from the T-CSPF, the T-LSP
   manager requests T-RSVP-TE to signal the LSP along the path with the
   time intervals.

   The T-LSP manager records the related information for the LSP into
   the temporal LSP database (T-LSPDB).  The information includes the
   time intervals for the LSP, the path computed for the LSP, and the
   status of the LSP.

5.4.2.  Analysis on Distributed Model

   In a distributed model, the network resources are managed and
   maintained by multiple routers.  Thus it has the following
   advantages:

   o  More reliable.  When one router fails, the system continues
      working.

   o  More scalable for path computations since the path computation
      load is distributed among the multiple routers.

   A distributed model may have the following disadvantages or issues:

   o  Sub-optimal paths for the LSPs with time intervals since a
      controller or router may not have the latest accurate information
      about the network resources.
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   o  Network resources may not be used efficiently.

   o  Scalability issues for the distribution of link bandwidth with
      time intervals by IGP in the network, which may consume lots of
      network resources such as memory and link bandwidth.

6.  Security Considerations

   The mechanism described in this document does not raise any new
   security issues.
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