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Abstract

   This document identifies and categorizes the components of routing,
   switching, forwarding, and addressing that may be used in routing
   architectures.  The intention is to support the development of a new
   routing architecture for the Internet.

   The addressing architecture, address allocation and assignment
   principles, and possibilities for renumbering are important aspects
   when designing a routing architecture.  How routing information is
   learned and methods for distributing it are other issues discussed in
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   this document.  A number of methods for data traffic forwarding are
   also described and evaluated.
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1. Introduction

   Work has started on developing the next generation routing
   architecture for the Internet.  The intention of this paper is to
   support this work by identifying and categorizing the components of
   routing, switching, forwarding, and addressing that may be used in
   routing architectures.  Knowing what building blocks are available
   and knowing the strengths and drawbacks of each of them is essential
   when designing a new architecture.

   This document avoids specifying any demands on future routing
   architectures or protocols.  Such requirements can be found in [15]
   and [26].  The design decisions made when developing a routing
   architecture are governed by what is expected from the network.  This
   document can give some guidance in selecting among available design
   choices based on requirements following from these expectations.

   Even though we assume IPv4 and IPv6 to be the main transport
   protocols of the future Internet, we try not to limit ourselves in
   looking only at what has so far been used in IP routing.  When
   possible, we evaluate designs from several suggested or implemented
   architectures.  Current technologies are often cited as examples, but
   we do not take for granted that current protocols (as for example
   BGP, OSPF, or IS-IS) will continue to be used in a next generation
   routing architecture.

   The document is written with as little prejudice as possible.
   Therefore we do not always adhere to describing techniques suitable
   for the current Internet architecture.  It is already a reality that
   there are other forwarding paradigms in use in the Internet than the
   traditional hop-by-hop model.  What we do take for granted is that
   the Internet will continue to consist of a large and probably growing
   number of networks under different administrative control where
   different actors do not always trust one another.

   Different components of a routing architecture may to a large extent
   be selected independently from one another.  For example, the
   mechanisms for distributing information may be independent from how
   routing decisions are made.  A routing protocol, if well designed,
   can also be used for multiple network protocols including both
   connectionless and connection-oriented approaches.

2. Terminology

   Terminology is a distinct challenge in developing new architectures.
   Many concepts have overlapping, and indeed contradictory, meanings
   developed over time.  Other concepts are overloaded with multiple
   usages, leading readers to assume interdependencies that really do
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   not exist.

   Some of the terms below were inspired by [7], which is an exhaustive
   BGP-centric terminology, and the Definitions section of [29] from the
   ForCES Working Group.

   Butler Lampson said "no problem in computer science is insoluble with
   a sufficient level of indirection."  Applying this philosophy to
   scalable networking, the keys to solubility are flexible and
   appropriate abstraction, scalable information distribution, and
   appropriate scoping/information hiding.

   So, we begin with a set of abstractions:
   Topological abstractions and labels, architectural planes, control
   plane abstractions, forwarding plane abstractions, and administrative
   abstractions.  Use of abstractions is futher discussed in Section

7.2.

2.1 Topological Abstractions and Labels

   Forwarding Element:
      A logical entity that performs forwarding (q.v.) of traffic.

   Control Element:
      A logical entity that runs routing and/or signalling protocols and
      uses the information to instruct one or more forwarding elements
      how to process packets.

   Network element:
      An entity composed of one or more control elements and one or more
      forwarding elements.  Usually referred to as either "router" or
      "switch".

   Router:
      A device that forwards data at the network layer.  Routers may run
      some kind of routing protocol in the control plane for
      communicating with other routers.

   Switch:
      A device that performs forwarding of data traffic at the link
      layer.  It also communicates with other switches for path
      establishment and possibly for exchanging routing information.

   Host:
      A device that can originate and/or receive traffic.  A host does
      not perform forwarding or switching, but may send traffic that it
      originates to different forwarding elements depending on the
      destination.



Berkowitz, et al.        Expires April 27, 2003                 [Page 6]



Internet-Draft    Routing Architecture Building Blocks      October 2002

   Node:
      A host, a network element, or a topological aggregate of nodes.

   Interface:
      A device a node can receive traffic from and send traffic to.

   Network:
      A set of interconnected nodes.

   Link:
      A device that provides communication between two or more nodes.
      Something that interconnects interfaces.

   Flow:
      A unidirectional association between a data source and one or more
      data sinks.  Connections (q.v.) are usually bidirectional flows
      that involve the commitment of resources.  All connections,
      therefore, are flows or sets of flows.  Not all flows are
      connections, because a flow may only establish an end-to-end
      relationship with no resource commitment.  Flows can be unicast or
      multicast.

   Flow identifier:
      A label used in the data traffic in order to identify the same
      flow.  "Wild card" labels or matching rules may be used for flow
      aggregation.

   Connection:
      An association between two or more communicating parties used for
      communication between them.  A connection may be implemented as a
      circuit.  "Flow" also implies an association between parties, but
      "connection" has the additional implication that resources are
      explicitly committed, though not necessarily in the path.

   Circuit:
      A permanent or signalled path through a network, which requires
      state in the forwarding elements.  A unidirectional circuit is
      also a flow, but not all flows are circuits.  Bidirectional
      circuits consist of at least two flows.

   Circuit identifier:
      A label used to identify a circuit.  The value of the label might
      be the same over all hops the circuit traverses or be local to
      each hop.

   Route or Path:
      The path from one point to another in the network.  The two words
      are considered interchangeable in this document.  The route may be
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      between physically connected devices or go through intermediate
      forwarding elements.

   Next hop:
      An address in a routing or forwarding table entry to which packets
      to a given destination should be sent by a network element.  The
      next hop can either be connected to the same link as an interface
      belonging to the network element, or be an address located
      somewhere else in the network.  The latter case is referred to as
      "indirect next hop" and implies that the network element has to
      perform one or more additional lookups in order to be able to
      forward traffic to the destination.

2.2 Architectural Planes

      The tasks performed by network elements can generally be split
      into two logical parts; the control plane and the forwarding
      plane.  These planes can be implemented in one physical device or
      be split into different components.  Control plane functionality
      and forwarding plane functionality are implemented by a control
      element and forwarding element, respectively.  For example a
      general-purpose "router" has both, while a route server has only
      control, and a distributed forwarder has only forwarding.

   Control Plane:
      Tasks performed in the control plane are the discovery of routing
      information, exchange of routing messages between control
      elements, and calculation of forwarding tables.  Connection set-up
      is also included if applicable.  Operations performed by the
      control plane are usually referred to as "routing".

   Forwarding Plane:
      The forwarding plane handles only the per-flow or per-packet
      forwarding as calculated by the control plane.  It also performs
      policing and scheduling as well as services such as protection and
      load sharing.  The forwarding plane is often said to perform
      "forwarding" or "switching".

2.3 Control Plane Abstractions

   Routing:
      The process of selecting paths through a network and exchanging
      the information used for selecting these paths.  Note that a path
      may have different amount of detail; it may specify all the nodes
      in a path, some nodes, or a number of topological aggregates.
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   Signalling:
      In this document the term "signalling" is used for the process of
      setting up a path.  The path may be between a host and an ingress/
      egress device, or between forwarding elements.  Different
      protocols may be used for these functions.

   Routing Table or Routing Information Base (RIB):
      A database in a control element containing information about
      reachability to destinations.  The information in a RIB may be
      selected from several sources of information.  A routing protocol
      may have more than one logically (not necessarily literally)
      distinct RIBs.

   Policy:
      Policy is "the ability to define conditions for accepting,
      rejecting, and modifying routes received in advertisements." [25].

2.4 Forwarding Plane Abstractions

   Forwarding:
      The process of receiving data traffic from an interface,
      determining the outgoing interface(s) and sending the traffic
      there.  The outgoing interface is determined using a forwarding
      table and network layer or link layer information associated with
      the data traffic.  Forwarding may include changing information in
      the header.

   Forwarding Table or Forwarding Information Base (FIB):
      The FIB is the data structure that is used for each forwarding
      decision that a forwarding element makes.  It is generated from
      the RIB, but in contrast to the RIB it is generally optimized for
      high-speed lookup.

2.5 Administrative Abstractions

   Network operator:
      The organization that has administrative control of a part of the
      network.

   Customer:
      The organization or individual for which a network operator
      conveys and supplies traffic.  The customer may be another network
      operator.

   Allocation:
      Long-term delegation by a registry (q.v.) of a resource such as a
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      block of addresses.

   Assignment:
      Short-term delegation of resource (e.g., address space) from the
      recipient of an allocation to its internal use or its customers.

   Registry:
      1.  An organization responsible for stewardship of part of an
      address, name, or route space [20].
      2.  A database, often distributed, containing information on
      allocation/assignment of resources, and specific policy on their
      use [48].

3. Addressing

   While addressing is one of the most common terms in network
   architecture, it is also a term with a wide range of definitions,
   some overlapping and some contradictory

   This section will cover addressing fundamentals, alternative models
   for address binding, and allocation and assignment methods.

3.1 Names and Addresses

   A name represents an entity and is used for referencing that entity
   independent of its actual connectivity in a network.  An entity may
   be assigned different types of names.  A name can for example have
   the form of a DNS name or a PSTN telephone number [23].  IPv4
   addresses are sometimes de facto names, but that is not the primary
   motivation, in the modern Internet, for their use.

   One confusing historical artefact of the current IPv4 architecture is
   that the IPv4 address has become semantically overloaded.  It may be
   used as a persistent endpoint identifier, a locator, a dynamically
   assigned endpoint identifier, or even as a security identifier.  In
   this document, the word "address" signifies any of the above or a
   combination of them.  If the meaning cannot be concluded from the
   context, it will be specified.

   In different architectures addresses are be assigned in different
   ways.  Addresses can be assigned to different kinds of entities; an
   address may represent an interface, a node, or a specific function.
   Different types of addresses can be used for different kinds of
   entities.  An entity may also be known simultaneously under several
   different addresses of the same kind for reasons such as multihoming
   and renumbering [6].
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   There are a number of alternative approaches regarding address
   structure, uniqueness, et cetera.  Different parts in a hierarchy may
   use different hierarchical assignment schemes, or none at all.  The
   assignment scheme used may not always be known by parties using the
   address.  In a given host or network element, there can be
   independent addressing at different layers.  In [30] Lear outlines a
   number of alternative properties of addresses:

   o  The length of an address may be fixed or variable.

   o  Addresses may or may not be structured.

   o  An address may be required to be globally unique.

   These alternatives can be applied to any type of address.  Below are
   some examples of interesting aspects from existing addressing
   architectures.

   Topology Dependence
      Telephone numbers in the PSTN were originally largely topology-
      dependent, as that was required when using mechanical switches.
      Nowadays telephone numbers are often topology-independent below
      the country code, although there typically is at least
      administrative hierarchy in the national part.

   Length
      For performance reasons, addresses used in packet headers
      generally have a fixed length.

   Structure
      ISO NSAP addresses [36] are examples of structured addresses.  An
      address starts with the initial domain part (IDP) which consists
      of an authority and format identifier (AFI) and initial domain
      identifier (IDI).  The AFI designates mainly the syntax of the
      address and the format of the IDI, which specifies the network
      addressing authority.  The rest of the address, the domain
      specific part (DSP), can in turn be structured and its format
      depends on the IDI value.

   Uniqueness
      MAC addresses [18] are examples of globally unique addresses
      although strictly spoken uniqueness is only necessary on the same
      link for communication purposes.  Each vendor of network cards is
      assigned an address block and may internally structure that
      address block among its products according to their preferred
      scheme.  None of these hierarchy levels generally needs to be
      known when the MAC address is used by communicating parties.
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3.1.1 Locations and Location Names

   A location is a point in a network, for example the attachment point
   of a host to a network.  A location name is a reference to a location
   and designates where something is located in a topology.

   The Location Area found in the GSM system [34] is one example of a
   location.  The Location Area Identity (LAI), i.e.  the location name,
   identifies the location to the GSM network.  An endpoint associated
   with one location might move and may need to change its Location Area
   over time because of this.

3.1.2 Endpoints and Endpoint Names

   An endpoint is defined in [30] as one of the participants of an end-
   to-end communication.  Some examples of useful characteristics of
   endpoint names discussed in a paper by Chiappa [13] are global
   uniqueness, topological insensitivity and portability.

   An example can again be found in the mobile telephony system GSM
   [34].  The mobile terminal can be seen as an endpoint which has an
   endpoint name associated with it, the telephone number.  Another
   example is the two endpoints of a TCP session for which the IP
   addresses constitute endpoint names that are used as a part of their
   identification.

3.1.3 Address Binding Models

   As mentioned earlier one address might bind to more than one entity.
   An alternative approach is to have a one-to-one mapping between
   address and entity.  In the following paragraphs we exemplify two
   alternative models regarding naming of endpoints and their locations.

   One Address to Identify both Endpoint and Location
      In the current Internet architecture the address is used as both
      an endpoint name and a location name.  This has implications on
      how straightforward things are to implement.  Ideally, a mobile
      node would change its location name but keep the same endpoint
      name as it moves from one location to another.  This is not
      possible in the current Internet architecture.  A benefit from
      using the same name for both purposes is that there is no need for
      mapping between the two.

   Two Separate Addresses to Identify Endpoint and Location
      There are Routing Architectures that use separate naming of
      endpoints and their location.  Nimrod [11] for example, uses the
      concept of locators (location names) and EIDs (endpoint names).
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3.2 Allocation and Assignment

   The prerequisites for routing and forwarding depend to a large extent
   on how the addresses on which to make forwarding decisions are
   assigned to network nodes.

3.2.1 By Registries or Others

   Registries represent a centralized approach to address assignment.
   An organization applies for a block of addresses from a registry and
   may in turn run a local registry for purposes of internal
   assignments.

   Other ways of assigning address space could be geographical [19] or
   statistical approaches.

3.2.2 According to a Hierarchy or Not

   A location name should preferably be hierarchically assigned.  If
   hierarchically assigned, forwarding elements can make some form of
   longest prefix match without having to know about the existence of
   every host, but rather of larger aggregated prefixes for networks.

   Antonov suggests in his Trivial Routing Architecture Proposal (TRAP)
   [2] a scheme where every network receives a power-of-2 sized block of
   addresses from a higher-level assignment.  Such extremely
   hierarchical schemes can contribute to reducing the sizes of routing
   and forwarding tables.  The suggested scheme includes automated
   renumbering (see Section 3.2.3) to maintain the address assignment
   hierarchy as networks grow or move.  It should be noted that such
   schemes may be impossible due to political restrictions.

   Using large addresses increases the possibility for hierarchical
   assignment somewhat; if addresses are not a scarce resource, a
   network can be assigned a larger address block than needed and
   chances are that the network will never need to apply for additional
   addresses as it grows.

3.2.3 Manual or Automatic Methods

   Address allocation and assignment for networks in today's Internet is
   still a largely manual process whereby a customer gets its address
   blocks from its operator's larger block, allocated by a Local
   Internet Registry (currently RIPE NCC, ARIN and APNIC) which in turn
   has been allocated address blocks by IANA.  This method enables the
   control that is deemed necessary as addresses are considered a scarce
   resource.
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   The assignment of addresses could be handled by an automated system.
   TRAP [2] suggests a hierarchy of address assignment servers providing
   dynamically assigned address blocks based on the utilization in a
   network.  Design principles from the multicast address allocation
   architecture MALLOC [45] can be of interest if designing a similar
   scheme for unicast.

   Automatic assignment schemes have obvious advantages as the human
   intervention is by necessity minimised, but every element in a
   network needs to support the scheme

3.2.4 Validity Time

   An important aspect in address assignment is for how long the
   assignment is valid.  Traditionally an IPv4 address block assignment
   has been considered more or less permanent, which has been a
   contributing factor in address space depletion and routing table
   growth.  The current IPv6 address allocation and assignment policy
   [24]instead stipulates that address space licenses should be subject
   to renewal on a periodic basis.  This results in a possibility to
   force renumbering of networks, which may be used for the benefit of
   the rest of the Internet.

3.3 Renumbering

   Having the possibility to renumber hosts and whole networks in order
   to reflect a changed topology may be very useful for reducing the
   size of routing tables.

   Host
      When hosts change their location in a network, mechanisms for
      automatically changing addresses might be used.  Examples of such
      mechanisms include the stateful Dynamic Host Configuration
      Protocol (DHCP) [16] and the IPv6 stateless address
      autoconfiguration [47].  Special cases include host addresses with
      demand access (e.g., PPP with IPCP, with or without DHCP proxy),
      and host mobility.

   Network
      Despite the availability of dynamic configuration protocols such
      as DHCP for hosts, renumbering a whole IPv4 network is still
      considered a painful and time consuming task.  This is partly due
      to that the original IPv4 architecture assumed renumbering to be
      infrequent.
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4. Sources of Routing Information

   The first stage for the control plane in a network element is to find
   the information that it should spread to other parts of the network
   and the information to use for its forwarding decisions.  Different
   kinds of routing information are discussed further below.

4.1 Information Discovery

   Many types of routing information can either be configured manually
   or found automatically by a network element through probing,
   measuring or database lookup.  In general, automatic information
   discovery facilitates the work done by the management staff and can
   eliminate human configuration errors.  On the other hand automating
   can also lead to loss of exact control of the system resulting in
   that things may not work as intended.  With manual configuration of
   all parameters and pieces of information, some of the dynamic nature
   of routing and ability to react to changes can be lost.  Different
   methods may have to be chosen depending on the type of information.
   The design of the routing architecture can influence which is the
   best alternative.

4.1.1 Static

   There are some cases where it is preferable to configure information
   statically when setting up a network.  Reasons may be to get better
   control over the network and the information  announced.

   One example is statically configuring BGP prefix announcements
   instead of basing announcements on actual circumstances, i.e.,
   internal reachability.  The latter can cause unnecessary instability
   visible to the rest of network.

   Static configuration, perhaps driven by an human-controlled
   provisioning system with varying degrees of automation, is the norm
   for SS7, the PSTN method of exchanging topological information.

4.1.2 Dynamic

   Neighbour Discovery
      An interesting aspect of a routing system is how a network element
      discovers other network elements in the vicinity and how they
      decide to establish a connection between them.  A network element
      can easily use a discovery protocol to find and start exchanging
      routing information with other directly connected network
      elements, subject to the constraint that they for example belong
      to the same area.  Too much automation can contribute to
      unintentional adjacencies being formed, which in turn can cause
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      unintentional traffic paths.

   Detection of Lost Neighbour
      Network elements need ways to determine whether the link between
      them is still functional.  Typically the link layer will inform
      the routing process if the link is lost and in addition some form
      of keepalive packets are often used for determining if a session
      with a peer is still up.  If the path used for session
      communication is not the same as that used for traffic, additional
      complexity is added.

4.2 Information Export between Protocols or Protocol Levels

   Future routing architectures may not have different protocols for
   reachability within domains and between domains (today's IGP/EGP
   split), but it may have similar constructs in its design or during a
   transition phase from the current architecture.  In such cases it may
   be an issue how export between routing protocols or different levels
   of the same routing protocol should work.  Also, should a network
   element run several routing protocol instances which are at different
   levels (such as having both an OSPF process and a BGP process in the
   same router which is common today) or should the necessary
   information only be exported between levels at the borders between
   domains?

   It is possible to export information between different routing
   protocols in many of today's router implementations, but it is often
   avoided because of concerns that it can cause problems such as
   instability.

5. Information to be Distributed

   The network elements of a modern routing system need different kinds
   of information on which to base their decisions.  The various types
   of information have different properties with regard to how often the
   information needs to be updated, how far and fast it needs to be
   propagated, and where it is originated.  In this section some types
   of information worth taking into consideration are discussed.  Their
   properties such as reasonable time frames for update frequency and
   information propagation are also mentioned.  These properties are of
   interest when deciding upon relevant distribution methods, listed
   with their properties, advantages in Section 6.

   The most obvious information for a routing protocol to distribute are
   reachability information and/or information about the network
   topology.  Recent protocols and extensions to existing protocols have
   added support for distributing other types of information useful for
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   controlling and optimising routing decisions.

5.1 Topology

   Topology state routing protocols work by distributing information
   about the existence of connections between networks or nodes.  They
   can also be referred to as map distribution protocols or link state
   protocols.  Only a small amount of information needs to be
   distributed when there is a change in network connectivity.

   The time it takes to distribute topology information affects the
   convergence time, i.e.  the time it takes to move traffic to a new
   path when the one in use becomes unavailable.  A convergence time of
   several seconds is quite acceptable for many of the services that the
   Internet is used for today, but sub-second convergence time at the
   forwarding level is required by telephony and other real-time
   applications, see for example Chapter 6 of [5] for a more detailed
   discussion.  The convergence time for a particular event may be
   different in different parts of the network, as it is affected by the
   time it takes to propagate the information.  See [7] for futher
   discussion of control plane convergence, in particular regarding BGP.

   In particular, information about lost connections needs to be
   propagated fast in order for the traffic to converge onto another
   path.  In many cases, however, only nodes that are close to the
   topology change need immediate knowledge about it, as nodes further
   away do not need to update their forwarding tables.

5.2 Reachability

   Reachability information is distributed by for example distance
   vector protocols.  Typically a prefix and a cost to reach that prefix
   is sent.  In this discussion we regard a path vector protocol as a
   special case of a distance vector protocol; the main reason for
   including a path is to avoid loops (see Section 7.4) and the length
   of the path can be one of the routing decision criteria.

5.3 Shared Risk Links Groups

   Paths that look separate to the networking layer may in reality be
   destroyed by the same backhoe or the same power outage.  Sometimes it
   is desired to have guarantees that two different communication paths
   are really independent of each other.  In order to make it possible
   to give such guarantees, either information from the lower layers or
   out-of-band configuration is needed.  Such information may have
   different granularity; it may be necessary to determine if two paths
   pass through the same fibre, the same duct, or the same building.
   Further description of the Shared Risk Link Group (SRLG) concept can
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   be found in [38].

   Information of this kind is expected to be mostly static, but any
   change in dependencies caused by rerouting on the link layer should
   preferably be visible to the routing system without significant
   delay.

5.4 Traffic Engineering

   The objective of traffic engineering can be both to optimise resource
   utilization in a network and to enhance traffic performance [3].
   Traffic engineering information include the currently available
   bandwidth and assigned administrative groups of links.  Information
   of this kind may mainly be intended for use within the same domain.

   It is recommended for stability reasons that router implementers make
   sure that rapid changes in available bandwidth do not cause rapid
   generation of new information [3].  The update frequency should thus
   usually be in the order of minutes to hours and it may not be
   necessary to propagate the information faster than within minutes.

   Current examples are the traffic engineering extensions (mainly
   intended for use by MPLS) that have recently been added to OSPF [27]
   and IS-IS [31].

5.5 QoS

   In order to offer routing based on QoS demands, it is necessary to
   exchange information about QoS parameters, such as the expected or
   guaranteed delay, jitter and throughput.  The exchange of QoS
   parameters could be done in many ways.  Examples include through
   signalling as done in RSVP [9] or by receiving service description
   messages as proposed in [8].  Nevertheless, spreading QoS information
   before traffic flow establishment can help network elements in making
   at least tentative decisions for which path to choose.

   QoS parameters may change more or less regularly depending on the
   granularity of the information.

5.6 Policy

   We think of routing policy as how to select routes, and information
   distribution policy as rules for what routing information might be
   sent to someone.  These concepts are discussed in more detail in

Section 8.2 and Section 7.1, respectively.  Future routing protocols
   may need the possibility to formalize and distribute information
   about advanced policies.
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   The Routing Policy Specification Language (RPSL) [1] is an example of
   a language for specifying routing policies.  Network operators can
   use it for sending information to routing registries about which
   routing information they accept from other networks and for whom they
   provide transit.  There exist tools for converting the information in
   the routing registries into router configurations, but they are not
   widely used.

   Transit agreements and similar policies typically change seldom
   (months to years) and usually through manual intervention in today's
   Internet.  Future bandwidth broker and transit trading systems may
   change that, but we still expect such information to be reasonably
   stable.  An update propagation time of minutes to hours should be
   enough.

5.7 Destination Location

   Routing protocols to some extent distribute both information about
   what the network looks like and where different destinations can be
   found.  In protocols such as IP a destination in the form of a number
   of consecutive addresses is represented by a prefix and a network
   mask.

   The location of particular destinations can be separated from
   topology information.  The information about which destinations are
   advertised by a node will typically be more stable than the
   information about how to reach the node.  Separating topology
   information from destination location facilitates multi-protocol
   routing and enables topology changes to be propagated faster.

   Adding a bit more complexity, an announcement of the location of a
   destination can also specify if the destination information may be
   aggregated at another location and if it can be multihomed, i.e.
   announced at other nodes as well.  This can facilitate optimisations
   in other parts of the network.

   If networks are designed in a way that the information about where a
   destination is attached only changes when there is a deliberate
   renumbering and all unexpected or sudden changes are regarded as
   topological, it is not unreasonable to allow up to several hours for
   updating information about destination location.  The frequency of
   updates depends on the address allocation and update strategy as
   discussed in Section 3.

   OSPF and IS-IS are examples of link-state protocols, which is a type
   of map distribution protocol.  They separate the location information
   from the topology, but the two types of information are propagated
   the same way.
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5.8 Indicating Unreliability or Insufficient Information

   In the current Internet issues can arise when a router is known in
   the IGP before it has received all the necessary reachability
   information from BGP.  This can cause blackholing of traffic if other
   routers try to use it for transit, see RFC 3277 [32].  Even if future
   routing architectures don't include the IGP/EGP split, similar
   effects may have to be taken into consideration.

   The use of the IS-IS overload bit, further discussed in Section 11.1,
   is a an example from current practice.  Its use is in this situation
   is described in [32].

5.9 Time

   In the list of information that needs to be distributed in a routing
   system we would also like to mention that time-synchronization
   between routers (see Section 11.1 for an example of how it can be
   useful).  Accuracy of a few milliseconds is reasonable to achieve and
   many routers already today use NTP for timekeeping.

6. Information Distribution

   The information that a routing system distributes between its
   elements can follow different distribution models.  These are
   discussed in this section as well as the topologies that can be used
   for information distribution.

   In Section 6.1 we describe distribution models for routing
   information.  This is an important aspect of any routing architecture
   and the same architecture may even use several distribution methods.

   An architecture might be built with a hierarchy of protocols where
   one routing protocol depends on another in order to reach its peers.
   For example this is how BGP is typically used internally within an
   autonomous system.  In this case different information distribution
   topologies might be formed.  These are discussed in Section 6.2

6.1 Distribution Models

   Different kinds of information have different properties with regard
   to how often updates are expected to occur, what part of the network
   needs to know about the change, and how fast those network elements
   need to know about it.  Some kinds of information may also need to be
   propagated only to a small part of the network, while other
   information has to be known by a large amount of network elements.  A
   routing system could potentially utilize different distribution
   models for different types of information.

https://datatracker.ietf.org/doc/html/rfc3277


Berkowitz, et al.        Expires April 27, 2003                [Page 20]



Internet-Draft    Routing Architecture Building Blocks      October 2002

6.1.1 Propagation of Local Decisions

   This way of distributing information is used in today's distance
   vector protocols.  A network element receives information from its
   peers, calculates its own routing decisions (such as the best path to
   a destination) and propagates its decision together with updated
   calculated information to its peers.

   An inherent drawback of this distribution model is that information
   has to be processed and a decision has to be made at each hop.
   Advantages are that each node does not need to make a calculation
   based on the whole network topology, which can reduce memory and CPU
   requirements.

   BGP [43] is an example of a protocol that works in this way.  It
   receives potentially several paths to the same destination, selects
   the best one of those, and redistributes that path with its own AS
   number prepended.

6.1.2 Flooding

   Flooding is a communication scheme in which a network element
   receives a message from one peer and sends the message unaltered to
   all its other peers unless the message has been received before.

   In contrast to the previous method, no calculation has to be made in
   each step before propagating the messages further.  This speeds up
   the message propagation.  In practice there is a limit on the size of
   a flooding area because the use of CPU, memory, and link capacity.
   Flooding may be limited to the same hierarchy level and optimisations
   such as mesh groups [4] can be used.

   Examples of current routing protocols that communicate through
   flooding are OSPF and IS-IS.  Implementations of both protocols can
   usually propagate information to hundreds or more nodes in below a
   second.

6.1.3 Piggybacking

   One possibility for transmitting routing-related information is to
   attach messages to the packets passing by.  One kind of information
   that can be suitable to transport in this way that there is
   congestion in the network, see for example the ECN [40] bits in the
   IP header.  Advantages are that it is an easy way to reach network
   elements further down the path and that no additional routing traffic
   has to be sent.  The drawbacks are that the added complexity to the
   forwarding plane could be significant that and the message may not
   reach the intended recipient.



Berkowitz, et al.        Expires April 27, 2003                [Page 21]



Internet-Draft    Routing Architecture Building Blocks      October 2002

   Another form of piggybacking can be said to occur when for example a
   routing protocol is used for transporting a type information that it
   was originally not intended for.  Opaque LSAs in OSPF and new
   optional attributes in BGP are examples of ways to achieve this.
   Such methods can be useful when introducing a new routing protocol
   which requires information to be transited through network elements
   which during a transition phase do not yet support the new protocol.

6.2 Information Distribution Topologies

   Information distribution topologies are the structures over which
   routing information is propagated.  A topology can either be the same
   as the network layer topology between the network elements or be a
   logical topology consisting of for example TCP connections between
   the elements.

6.2.1 Full Mesh

   The basic logical topology allowing any to any flow of information is
   the full mesh.  Here every network element in a routing domain form
   peering sessions with all other network elements in the domain.  An
   example where full mesh is used is IBGP when distributing
   reachability information between routers in the same autonomous
   system.

   This method can work between a limited number of network elements.
   Bandwidth usage and scalability are obvious problems in large mesh
   topologies.

6.2.2 Hub and Spoke

   Managing a full mesh of sessions quickly grows in complexity when the
   number of network elements involved increases.  A natural way to
   improve scalability is by using hierarchy.  This is done by letting
   the network elements send routing information to one (or several)
   control element(s).  These control elements might then make certain
   routing or policy decisions before distributing information back to
   the network elements.  A natural extension of this scheme is to allow
   a hierarchy of these control elements.

   In comparison to the full mesh topology we gain in scalability but we
   might introduce the possibility of forming loops.  If so, special
   measures have to be taken to avoid these loops since they might cause
   unnecessary load and instability to the network.

   An example of such a hierarchy is route reflectors as used for
   internal BGP.  These control elements receive routing information
   from members of a group of network elements, calculate routing
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   decisions, and distribute the result to the group.  Route reflectors
   can also form a hierarchy and use of redundant units can ensure high
   availability.

   Another example is route servers as used for external BGP at Internet
   exchange points.  A router connected to the exchange point sends
   routing information to the route servers (typically more than one for
   redundancy).  The route servers might then apply policy decisions on
   the routing information before distributing it to the other routers
   connected to the route servers.

6.2.3 Multicast

   Much of the information relevant to a routing system is by its nature
   suitable for one-to-many communication.  Multicast distribution using
   the network layer protocol or link layer protocol can be useful for
   some types of information.  Multicast distribution at the network
   layer in practice requires some form of routing already working in
   the domain where information is transported using this method.
   Communication is likely to be faster than most other methods, as
   information does not need to be processed by each network element in
   the path, but acknowledgement of received information can be
   difficult.

   As far as the authors know, there is no routing protocol implemented
   today where communication between network elements takes place using
   network layer multicast over several hops.

7. Limiting Information Distribution

   There are many cases when it is desirable to limit the distribution
   of information in the routing system.  The most obvious is
   scalability.  Only by hiding some of the detailed information in
   different parts of the network from each other, can we build a
   routing system that will scale to the size of the Internet.

   Closely related to scalability is the question of stability.  On top
   of this, the routing information in different parts of the network
   must be consistent enough not to cause oscillations or persistent
   traffic loops.  To achieve this, the amount of routing information
   and the speed at which it is distributed must be in tune with the
   network resources.

   A common reason to limit information distribution is the desire of
   the network administrators to control the routing for different
   reasons (for example business agreements).  This is done by
   formulating and implementing a routing policy.
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7.1 Information Distribution Policy

   In large networks, particularly where not all network elements are
   under the same administrative control, it is useful to have policies
   for what information to provide to whom.  This protects internal
   information about a network and may contribute to enforcing routing
   policies.  For example, correct information distribution policies can
   make sure that a network does not accidentally become a transit
   network.  Policies can also be used for keeping reachability
   information for addresses that should only have a local scope within
   a limited domain.

   Rules regarding which information to take into account and from where
   to accept information represent a related type of policy.

   An example of routing policy in practice can be found in the use of
   BGP between autonomous systems [42].

7.2 Hiding the Details

   Information that has only regional scope can be hidden from other
   parts of the network.  In some cases it is enough not to propagate
   the information and in other cases we might need a new reference for
   the region that can be used by the rest of the network.  This can be
   achieved by forming abstractions.  Another way to hide the details of
   local routing information that can be used in certain cases is
   summarization.  All these lead to better scalability properties and
   sometimes also aid stability.  By allowing network elements to know
   little about the global topology and sufficiently about their own
   neighbourhood, the calculations that have to be performed by network
   elements are simplified.

   Some examples of information hiding are discussed below.

7.2.1 Scoping

   Protocols increasingly include mechanisms for limiting the
   propagation of information, as a means of implementing abstraction.
   In IGPs, this takes the form of link-local, area-local, and domain-
   wide information, as well as tags and other information to be used in
   implementing routing filters.  At the exterior level, we have an
   increasing number of well-known communities (i.e., attributes of
   groups of routes) such as router-only (NO-ADVERTISE), AS-only (NO-
   EXPORT), and recently proposed scoping based on economic
   relationships (NOPEER) [21]
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7.2.2 Creating Abstract Nodes

   A global link-state protocol for the Internet would be impossible to
   deploy without some kind of aggregation or information hiding.  One
   plausible solution to this would involve summarizing several
   (topologically close) nodes into one abstract node.  Several of these
   abstract nodes can in turn be summarized into larger ones.

   Recent results have shown that the Internet topology is getting more
   and more "meshy".  Some argue that this fact makes it increasingly
   difficult to use abstractions as described here.

   An autonomous system (AS) in BGP is a kind of abstract node.  Another
   example is PNNI which has wider possibilities than IS-IS and OSPF for
   summarizing several nodes into one abstract node at higher levels.

7.2.3 Address Prefix Summarization

   When address prefixes are hierarchically distributed, it is
   beneficial to summarize smaller prefixes into larger ones in order to
   limit routing table sizes and the number of routing updates.  The
   situations in which this is allowed have to be specified in a routing
   architecture.

   In BGP prefixes can in practice only be summarized explicitly by
   configuration, which requires the prefixes to be known beforehand.
   At higher levels in the routing hierarchy it should be possible to
   perform automatic summarization.

   In future protocols, aggregation may operate on sets of abstractions
   more general than address ranges.

7.2.4 QoS Parameter Summarization

   If routing choices are not based on shortest path but on other QoS
   parameters (like delay or loss) it would be preferable to summarise
   these parameters as well.  If the routing is based on more than one
   parameter, e.g., both shortest path and delay, this can result in
   quite complex functions as the relations between the parameters need
   to be taken into account as well.

7.3 Authentication

   Authentication can be used for avoiding intentional and to some
   extent unintentional misinformation in the routing system.

   Session authentication is used to ensure that a communicating party
   is the one that it claims to be.  For example, all messages can be
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   signed using a shared secret or with the private key in an asymmetric
   key pair.

   In addition to session authentication, a routing system may need the
   capability to verify the authenticity of routing information
   originated by another entity than the communicating parties.  A
   possible way to implement authentication of information about nodes
   and prefixes is to have an asymmetric key pair assigned to each
   element.  The public key then has to be transmitted in a way that
   guarantees that it is unmodified, for example by having it signed by
   a trusted third party.

   Authentication can make various kinds of summarization and
   aggregation more problematic.  A well thought-out design is necessary
   in order to make authentication useful together with other features
   of the routing architecture.

   Today's inter-domain routing unfortunately completely lacks
   authentication of the information inserted into the routing system.

7.4 Forwarding Loop Avoidance

   Particularly distance vector protocols need methods for avoiding
   forwarding loops.  This can be solved by including a path showing
   through which entities that a path has been propagated.  BGP uses AS
   paths for this purpose.

   Short-lived forwarding loops in topology state protocols can occur
   mainly because not all network elements use the same information when
   calculating paths.  This can most of the time be avoided by making
   sure that information is distributed quickly and that forwarding
   tables are updated simultaneously.

   Loops may also occur because of conflicting policies or if routers
   use different algorithms when making their routing decisions.

7.5 Rate Control of Information Distribution

   For stability and scalability reasons it often necessary to control
   the rate at which routing information is distributed.  This is common
   practice both in IGPs and in BGP-4 used in the Internet today.  For
   example "throttling" can be applied to how often a network element
   generates, resends or forwards routing information.

   A special case of controlling the rate of information distribution is
   route flap damping in BGP.  Experience during the 1990s showed that
   in order to keep the global routing instability down, there needs to
   be a way to damp routing oscillations.  RIPE has issued a set of
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   recommendations [37] for operators to use in their BGP routers.  As
   pointed out in the recommendations document, it is important that the
   damping parameters are coordinated in order for routing to be
   consistent.

   A future routing system could improve on this feature by applying
   damping per node or link instead of just on a per-prefix basis.  The
   damping behaviour can also be dependent on the size or "importance"
   of the object to or through which the advertised path is flapping.
   Common practice [37] today is to avoid damping the prefixes of the
   root and G-TLD name servers.  The possibilities for how implementing
   route flap damping depends on how information is propagated through
   the network.

8. Path Selection

   The process of selecting the right path for a packet is based on the
   routing algorithm used and the selection criteria this algorithm is
   using.  This section describes these concepts in more detail.

8.1 Routing Algorithms

   Routing algorithms are the calculations made on routing information
   in order to create a routing table.  The most common algorithms are
   topology state and distance vector.

   Care may have to be taken in order to ensure that different network
   elements do not make contradictory decisions that cause forwarding
   loops or blackholing of traffic.

   There are a number of more or less well known algorithms (and
   possibly unknown) to use for routing calculation.  Some of these are
   briefly explained below.  The list is a subset of potential
   algorithms that where discussed at the Midnight Sun Routing Workshop
   [33].

   DHT (Distributed Hash Tables)
      Distributed hash tables is a common name for algorithms where for
      example files are associated with a key.  The key is produced by
      hashing the file.  Keys and associated files are then distributed
      over a number of nodes.  A lookup function returns the node where
      the file is located when given the key as input.  In [41], a
      number of current DHT algorithms are reviewed and some open
      questions are discussed.  These ideas might come to use in a
      future routing architecture.

   SPF variants
      The shortest path first algorithm, first described by Dijkstra, is
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      used by the two most common link state IGPs in the Internet, OSPF
      and integrated IS-IS.

      In these protocols all participating network elements in the same
      area have identical link state databases where the network
      elements and their neighbour connections are represented.

      Each network element builds a shortest path tree with itself at
      the root by recursively finding the next closest network element
      and adding this to the tree.  (This is the Dijkstra algorithm.)
      From this tree the next hop to reach each network element in the
      area can easily be derived.  Since all network elements perform
      the same calculation on the same data, the routing tables should
      be coherent and loop free.

   Bellman-Ford
      Bellman-Ford protocols can be said to use a distributed route
      calculation approach.  An example of such a protocol is RIP.  Each
      network element calculates a cost to other network elements it
      knows of and distributes this information to its neighbours.  The
      neighbouring routers can then include this reachability in their
      own routing calculations and in turn distribute the resulting
      reachability to their neighbours etc.

   Geo-based routing
      TBD.

   Link vector
      TBD.

   Other potential routing algorithm candidates are for example,
   Synchronous, Dual, Hot potato, Worm hole, Electric flow, Ant, Swarm,
   Genetic, Map abstraction, and AI.

8.2 Selection Criteria

   A network element can have access to different types of information
   on which to base its decisions.  We note that solving problems with
   multiple constrains might be computationally hard.  Improvements are
   possible using heuristic methods.

   Shortest Path or Lowest Cost
      The main criterion when selecting a path is usually minimizing the
      number of hops or the sum of the assigned cost for the hops in the
      path.  A network element can associate links with different costs
      depending on how preferable that link is.

      Examples from today's routing can be found in OSPF [35] and IS-IS
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      [22] which explicitly assign costs to links.  BGP has no formal
      support for assigning costs to inter-AS links, but it is common
      practice to add multiple instances of the same AS number to the
      path in order to increase the "cost" and thus make a path less
      attractive.

   QoS Information
      Increased demands on the network has made route decisions based on
      QoS parameters more relevant.  The routing process may select
      different paths for different traffic classes.  If traffic classes
      is defined by more than one parameter, for example both delay and
      packet loss, the complexity of the selection process is of course
      increased.  For some traffic classes paths which are known to be
      unsatisfactory may be totally excluded when making a routing
      decision.

   Load
      The current load can be a factor in deciding which path to
      use[28].  Care should be taken not to create an oscillating
      system; if a lighter loaded link is preferred in favour of a
      heavily loaded one, traffic flows may move quickly between the
      links.

   Policy
      Policies for which paths to prefer may be used for increasing the
      control of traffic flows.

      In today's Internet it is becoming increasingly obvious that the
      possibility to forward traffic is determined not only by the
      existence of a theoretically possible path, but also on whether
      that path is allowed to be used or not.  A routing policy may
      state things like "traffic from network X may pass through network
      Y only if it is destined for network Z".

      This policy information may be distributed between administrative
      regions and used by the local routing processes to ensure that
      traffic is sent on a usable path towards the receiver.

      Policies are not common in connection with IGPs in today's
      Internet, but used at a large extent between network operators.
      For example, routers running BGP are often configured as to which
      routes to accept and which to propagate, but the protocol itself
      does not spread policy information (some would argue that it
      does).  Thus the routing policy is achieved to a large extent by
      hiding information.

      The enforcement of routing policies is discussed further in
Section 12.3.4.
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9. Connection Set-up

   Connection set-up is used when establishing an explicit connection to
   send data traffic over.  State for the connection may be set up in
   the network by signalling over the intended traffic path.
   Alternatively explicit state for the connection may be kept only at
   the connection endpoints which means that traffic will be delivered
   by means other than by explicit connection state in routers.

   In addition to the above this section will discuss how signalling is
   performed, selection of path to signal along, which entity initiates
   the signalling, and ways to repair connections.

9.1 Initiation

   Connection set-up signalling can be initiated by different entities;
   by a host, the first network element in the path or at the border
   entering a signalled domain.  Said more generally it may be initiated
   by any host or network element in the network.

9.2 Connection state

   State might be present in the endpoint entities of a connection only.
   One example of this is IP-in-IP encapsulation [44].  MPLS and ATM are
   examples where state is kept along the path between the connection
   endpoint entities.  In cases where connection state is kept in the
   network elements along the path this state might be aggregated for
   several connections.

9.3 Explicit versus Implicit Signalling

   In explicit signalling, a signalling protocol is used to reserve
   resources for a flow by installing state in the network elements in
   the path.  Basic functions such as set-up and teardown of circuits
   can be supported.  With this model the state can be either hard or
   soft, see Section 12.1.4.

   Implicit signalling is performed when network elements look at
   information in the header of data packets to establish state for a
   flow.  The state is typically soft in this model.

9.4 On-path versus Off-path Signalling

   On-path signalling means that the signalling follows the data path of
   the flow.  The advantage of this is that network elements along the
   data path can acquire configuration data just by receiving and
   forwarding the signalling messages.
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   In off-path signalling, on the other hand, the signalling does not
   follow the signalled flow.  This can be the case either when
   signalling is not initiated by a host, or when the signalling is
   controlled by network entities not on the data path.  Benefits of
   off-path signalling include a natural separation of signalling
   functions from forwarding functions and flexibility in signalling
   entity placement.

9.5 Selection of Path

   The path can be selected at the originating side of the connection
   set-up.  A source route can for example be used to describe the path.
   Another approach is to use a hop-by-hop scheme; the path is selected
   on a per hop basis and the originator just uses the destination
   address to indicate where the connection should be terminated.  A
   combination of these two methods can also be used, or there can even
   be a central control element that makes the choice of path (e.g., a
   bandwidth broker).

   The above schemes applies both to the connection set-up for a
   signalled connection as for a connection where state is only kept in
   the endpoint entities.

9.6 Repairing a Connection

   When a link or node used by a connection becomes unavailable, a new
   path has to be established.  The repair can be global, i.e.
   initiated by one or both of the connection endpoints, or it can be
   local, i.e.  initiated by network elements close to the failure.

   The global repair is relevant only if the connection is signalled.
   The endpoint entity can choose between having a pre-established
   backup path or to signal a new path when the connection loss is
   discovered.

   Local repair can be used both when the connection is signalled and
   when it is not.  The mechanisms to perform the repair are different
   in the two cases however.  For a signalled connection, re-signalling
   is performed locally to avoid the error.  Convergence in routing
   handles the repair for the non-signalled connections.

10. Sub-IP Capabilities

   The previous section described connection set-up, which can take
   place either at the network layer or at the link layer in order to
   support upper-layer communication.  This section, in contrast, deals
   mainly with the capabilities that the network layer may expect from
   lower layers.
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10.1 Detection of Lost Link

   Network elements need ways to determine whether the link between them
   is still functional.  A link failure event can typically be
   propagated to higher layers if needed.  If the path used for session
   communication is not the same as that used for traffic, additional
   complexity is added.  See also Section 4.1.2.

10.2 Protection

   In order to increase resistance to link faults seen by higher layers,
   operators may choose to let two forwarding elements be connected by
   more than one link and even send the same data simultaneously on both
   links.  This increases the tolerance to link faults and the switch-
   over time from one link to the other can be very low or even zero.

   There are different kinds of protection.  The level of protection
   achieved depends in large on what economical resources can be
   afforded.  Berkowitz describes different levels of protection in [5],
   chapter 8.  The best kind of protection is often referred to as 1+1,
   which means that all resources are duplicated.  Even 1+1+1 or higher
   are used for extremely high demands on protection.  1:1 are less
   expensive and gives the possibility to use the backup link for
   traffic that may by preempted if needed.  Even less expensive models
   include 1:n and n:m, where 1 protects n and n protects m resources,
   respectively.

10.3 Load Sharing

   In order to utilize existing infrastructure in an optimal way, there
   is often a desire to load share traffic over a number of paths.  It
   can be performed over several forwarding elements or just over
   several links between the same forwarding elements.  Instead of doing
   an equal load sharing between paths of the same cost, it may even be
   desirable for a resource owner to be able to specify the exact share
   of traffic that should use different paths.

   The consequences of load sharing over multiple paths have to be taken
   into consideration in other parts of the networking architecture.
   Implications on multicast and debugging tools are discussed in RFC

2991 [46].

   The possibilities for load sharing in the current Internet depend on
   the routing protocol and the network element implementation.  In
   general it is possible to split the load equally over equal cost
   paths in the same IGP domain.  BGP is limited to announcing different
   prefixes on different links.  In architectures with circuit switching
   the problem looks a bit different, as an alternative path can be

https://datatracker.ietf.org/doc/html/rfc2991
https://datatracker.ietf.org/doc/html/rfc2991
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   selected in the circuit establishment phase if there is a lack of
   resources in one path.

10.4 Fast Reroute

   In some situations it may be useful to take special measures when a
   neighbouring node or link becomes unavailable in order to make
   interruptions as short as possible.  Such measures may include pre-
   calculated alternative forwarding and tunnels using alternative
   paths.

11. Administrative Interaction

11.1 Preannouncement of Unavailability

   Maintenance and downtime on network elements is sometimes scheduled
   (be it seconds or days in advance).  As the detection of a failure
   will always take some time, it is advantageous if there is a well
   designed way to inform the routing system in advance so that traffic
   can be routed around the network element or link in question already
   before the planned downtime.  This eliminates interruptions during
   forwarding convergence.  Such a scheme could be deployable for both
   links, networks elements and topological aggregates of larger size
   that are scheduled to be unavailable.

   A primitive but powerful example is the "overload" bit in IS-IS [22].
   As its name indicates, its original intention was that a router
   should be able to tell other routers that it may be too overloaded to
   keep its forwarding table updated and therefore it should only be
   used for traffic to its directly connected networks.  While it seldom
   needs to be used as originally intended in modern routers, some
   operators routinely set the overload bit shortly before taking down
   or restarting a router.

   In an intermittently connected network, such as one used for
   interplanetary [12] or battlefield communication similar
   functionality can be used for announcing that a resource will be
   available only for a short prescheduled period of time.

11.2 Robustness to Configuration Errors and Attacks

   Misconfiguration and intentional attacks on the routing system can
   have a devastating effect on the whole network.  Well designed
   authentication schemes (as discussed in Section 7.3) are of great
   value when ensuring that the information in the routing system is
   correct.  Network elements and cryptographic keys can still be
   compromised by an attacker.  It may be desired that misinformation
   entered into the routing system should at least only have a local
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   effect and not cause global problems.  The task of reaching consensus
   even if a small number of units give misleading information is
   referred to as "the Byzantine Generals problem".  This kind of
   problems has been investigated by Pearlman in [39].

   The routing protocols used in the Internet today have very little
   protection against misinformation.  Based on previous events some
   router vendors have added features in their BGP implementations to
   reset the connection with a peer if too many prefixes are announced
   by the other router.

11.3 Graceful Restart

   Currently deployed network elements sometimes have to perform a
   planned or unplanned restart of the control plane.  This often causes
   instability in the routing system and interruption of traffic
   forwarding.  Some modern routers can keep the forwarding plane
   functional while restarting the control plane and extensions are now
   being defined and implemented for several IP routing protocols that
   enable routers to restart their control plane without impacting the
   sessions that they have with other routers.  When the software is
   back up, the neighbours can send information about any changes that
   have occurred during the restart.  Any new routing protocol will
   probably benefit from including such functionality into the design.

12. Forwarding Plane

   This section covers the functionality found in the forwarding plane
   part of a routing architecture.  In the first subsection, a number of
   forwarding plane concepts are outlined.  This is followed by a
   description of different forwarding models.  The section is concluded
   with a list of mechanisms that can be useful to implement in the
   forwarding plane.

12.1 Concepts

12.1.1 The Concepts of Forwarding (and Switching)

   In a broad sense forwarding and switching can be defined as the ways
   in which routers and switches respectively process incoming data
   traffic in order to transport it from a source interface to one or
   more destination interfaces.

   The exact distinction between forwarding and switching is sometimes
   subject for discussion.  We note that the process is often referred
   to as switching when performed at the link layer and forwarding when
   performed at the network layer.  Here we will refer to and use the
   term "forwarding" to make the discussion easier.
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   More specifically we define forwarding as the process of taking data
   from an interface, determining the outgoing interface(s) and sending
   the traffic there.  The outgoing interface is determined using the
   forwarding table and information found in the header or otherwise
   associated with the traffic.  Information in the header may be
   changed during forwarding.

   The term "lookup" can be used when referring to the general work done
   by the forwarding engine when determining the outgoing interface(s).

12.1.2 Forwarding Information Storage

   There is a trade-off between the amount of forwarding information to
   store in the headers and in the forwarding table located in the
   forwarding element.

   One possible scheme would be to let each packet be forwarded
   according to a number of predetermined hops, e.g.  the next outgoing
   interface for each hop would be stored in a list in the header.  This
   would require minimal amount of state in the forwarding elements but
   the possibility to adapt to changes in the underlying topology would
   not be a local problem but a global one.  The scheme in its purest
   form would also be difficult to scale for large networks mainly
   because all network elements would have to know the state of all
   links in the world.  The model described in this paragraph is often
   referred to as "strict source routing".

   Another alternative is to put only a destination address in the
   header and let each network element make the forwarding decision
   based on the address and information in the forwarding table.  This
   conserves the header space required, but more memory and processing
   power is needed in the network elements.  This model is often
   referred to as hop-by-hop routing.

12.1.3 Destination Address Versus Flow/Circuit Identifier

   When determining the outgoing interface based on the destination
   addresses, the network element typically has to perform a longest
   prefix match search.  This process is relatively expensive to
   implement in hardware compared to using flow or circuit identifiers.

   Flow/circuit identifiers can be globally or locally assigned in a
   network element.  It is relatively easy to perform a lookup to find
   the outgoing interface and flow/circuit identifier based on the
   incoming flow/circuit identifier.  The drawback here is that some
   type of signalling is needed to set up these lookup tables.  Also, if
   each identifier is associated with a flow, there may be scalability
   problems when there are a lot of flows.
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12.1.4 Soft Versus Hard Lookup State

   Lookup state in a network element can be classified either as hard or
   soft.  The general notion of soft and hard state has been discussed
   by Chiappa in a short technical note [14].

   Hard state is here defined to mean that it must be removed explicitly
   by a signalling message.

   Soft state is defined as a state that must be refreshed by some means
   to continue to exist.  For example, a timer could be associated with
   the state which is removed when the timer expires.  What resets the
   timer could for example be the traffic flow or some signalling
   refresh message.

12.2 Forwarding Models

   In this section we give an overview of different models which network
   elements can use to handle data transport.

12.2.1 Hop-by-Hop

   In hop-by-hop forwarding, each router uses a forwarding table for
   determining how packets to different destinations should be
   forwarded.  Each router has to examine every packet header.  Router
   implementers are however free to optimise forwarding decisions by
   caching results from previous lookups.  Load sharing and forwarding
   based on other fields than the destination address is possible, but
   not in a very coordinated way between routers.

   Hop-by-hop forwarding is the predominant forwarding technique used in
   the Internet so far.

12.2.2 Packet Carried Explicit Route

   The path through the network is determined as the packet enters the
   area where packet carried explicit routes are used.  This can be done
   either by the source host or by a network element.  This information
   is inserted into the header of the packet and the following network
   elements use the path information for forwarding.  Packet carried
   explicit route is also known as source routing.

   Strict source routing means that the packet should take exactly the
   specified path, while loose source routing means that the packet may
   also traverse other forwarding elements between two addresses in the
   list.

   This model is theoretically possible in IPv4, but for practical and
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   security reasons it is not used much.

12.2.3 Signalled Explicit Route

   In a signalled explicit path, a connection has to be set up before
   any communication can take place.  Network elements in the path have
   to store some state regarding how to forward packets in that
   particular flow.

   The connection set-up may be initiated manually, by the source, or be
   driven by the traffic received by routers.

   Examples of protocols using this technique today are MPLS and ATM.

12.2.4 Flow Based Forwarding

   Flow labels can be used for identifying a number of packets that
   should be processed equally by the network.  Routers may use the flow
   information in order to optimise their forwarding.  All the
   information required for forwarding should also be available from the
   packet header without looking at the flow label.  The flow label can
   be set by the source host or by a router in the network.  In some
   architectures it may also be modified at the border between areas.

   The use of flows is somewhat specified in IPv6 [10].

12.2.5 Combining the Different Models

   Different forwarding models could be used in different parts of the
   network.  In a hierarchy with two levels, for example, the top level
   could use the packet carried explicit route model while different sub
   segments may use any model they want.  This of course has to be
   coordinated at the control plane level.

12.3 Forwarding Mechanisms

   Some mechanisms for increased availability and resource utilization
   have to be implemented in the forwarding element.

12.3.1 Load Sharing

   Issues in the control plane regarding load sharing over several links
   or paths was discussed in Section 10.3.  When the control plane has
   informed the forwarding plane of several alternative paths, there has
   to be an algorithm for selecting which path to use.  In a circuit-
   switched network this is typically done during connection set-up for
   each flow.  Even though the current Internet architecture does not
   guarantee that reordering will not occur, it is avoided as it has a
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   negative effect on TCP traffic.  Because of this, naive approaches
   such as random or round-robin selection cause problems, see RFC 2991
   [46].  In the absence of a flow label in IPv4, a common practice is
   to load balance based on a hash calculated from values such as source
   address, destination address, source port, and destination port.

12.3.2 Simultaneous Forwarding over Multiple Paths

   For some applications where loss of communication has a devastating
   effect (telemedicine comes to mind), intermediate networks may not be
   completely trusted despite any QoS guarantees.  One solution for
   making sure that packets still reach their destination without
   interruptions is to send the same information through two or more
   paths that are guaranteed to be completely separate.

12.3.3 Fast Reroute

   Functionality for fast reroute (see Section 10.4) needs support in
   the forwarding plane for optimized performance.  This includes
   detecting failures momentarily and for example the ability to forward
   traffic through a tunnel whose next hop can be changed quickly.

12.3.4 Policy Enforcement

   There often needs to be local policies for which traffic to forward
   and which to drop.  This information may be collected from the
   routing protocol or locally configured.

   One example of this is ingress filtering [17] which is often used in
   order to render it impossible for senders to spoof their source
   address.

   Devices whose main purpose is forwarding policy enforcement are
   usually referred to as firewalls.  General-purpose forwarding
   elements also usually have some basic firewalling mechanisms, such as
   filtering based on for example source address and port number.
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