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Status of this Memo

This document is an Internet-Draft and is in full conformance with
all provisions of Section 10 of RFC2026 [1].

Internet-Drafts are working documents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups may also distribute working documents as Internet-
Drafts.

Internet-Drafts are draft documents valid for a maximum of six
months and may be updated, replaced, or obsoleted by other documents
at any time. It is inappropriate to use Internet- Drafts as
reference material or to cite them other than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://www.ietf.org/ietf/1id-abstracts. txt

The list of Internet-Draft Shadow Directories can be accessed at
http://www.ietf.org/shadow.html.

Abstract

Real-time optical path setup is a fundamental requirement for agile
optical networks and signaling is a mechanism to achieve automatic
fast path setup. Our objective is to define extensions to both CR-
LDP and RSVP-TE that address this requirement. CR-LDP and RSVP-TE
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are defined in [CR-LDP] and [RSVP], respectively, for path setup
within a MPLS domain. In this draft, we specify mechanisms, TLVs and
Objects required to support Optical Label Switched Path setup.
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1. Introduction
There has been an increasing interest recently in agile optical
networks. Agility in optical networks implies fast end-to-end
optical path setup and restoration. One way to set up an optical
path through an agile optical network quickly is to use signaling
together with dynamic routing. Routing is used to collect
information on network topology and resources, pass states around
and compute the optimal paths from one node to the others.
Signaling is used to setup, maintain, modify/renegotiate and tear
down these paths.
CR-LDP and RSVP-TE are defined in [CR-LDP] and [RSVP], respectively.
They both support constraint-based routed label switched paths.
Therefore, it is natural to extend them to set up optical paths in
an agile optical network.
The extensions defined in this draft provide support for Optical
Label Switched Path (OLSP) setup, maintenance, and teardown in
optical networks by introducing five new types of TLVs/Objects and
procedures related to CR-LDP/RSVP-TE.
2. Agile Optical Network Overview

An optical MPLS-enabled network consists of Optical Label Switching
Routers (OLSR) and point-to-point links. The OLSRs are
interconnected by links in a mesh topology. There are two types of
interfaces in this network: Optical Node-to-Node Interface (ONNI)
between two OLSRs and Optical User-Network Interface (OUNI) between
customer premise equipment (CPE) and OLSRs. The signaling protocol
defined in this draft may serve as part of both ONNI and OUNI. An
agile MPLS-enabled optical network is an optical network with fast
OLSP setup and restoration. In this network, the control component
of an OLSR consists of a routing protocol (OSPF or IS-IS, for
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example) and a signaling protocol (CR-LDP or RSVP-TE, for example).
All control information can be exchanged through dedicated control
channels or independent signaling networks as discussed in [Sigarch]
and [OLXC]. The means to accomplish this is for further study.

An OLSR can be anyone of the following types of optical cross-
connects equipped with the control component described above:

1. Switching at fiber level

2. Cross-connect at Lambda level only

3. Cross-connect at sub-Lambda level only (for an example, SONET/SDH
DXCs, etc.)

4. Cross-connect at both Lambda and sub-Lambda levels

An OLSR can be a Lambda conversion-capable (CC) OLSR or a Lambda
conversion-incapable (CI) OLSR. A CC-OLSR is an OLSR that is capable
of cross connecting between any wavelengths, and a CI-OLSR is one
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that can only cross-connect the same wavelength between different
interfaces.

There are two types of links, service-transparent (ST) links and
service-aware (SA) links. A ST-link is a link providing transparent
bit transmission, and the interfaces on both ends of this link
simply perform bitwise input and output operation. An ST-Link can
accept data at any bit rate below a certain maximum bit rate and any
protocol format. A pure optical link in which the signal remains in
optical form from the link input interface to the link output
interface is an example of a ST-link. An SA-1link is a link in which
interfaces on both ends will handle the payload according to
protocol format and/or data bit rate before transmitting and after
receiving. An 0C-192 link is an example of a SA-link.

In an MPLS-enabled optical network, an LSP is an optical path
between two OUNIs. An LSP may consist of a fiber bundle, just single
fiber, the concatenation of multiple Lambdas, just one Lambda,
groups of sub-Lambda channels, or just one sub-Lambda. The label in
an MPLS-enabled agile optical network may represent any of the
following:

1. A fiber bundle

2. An arbitrary number of fibers in that bundle

3. A single fiber

4. An arbitrary number of Lambdas within a fiber

5. A single Lambda

6. An arbitrary number of sub-Lambda channels

7. A single sub-Lambda channel
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In the proposal described in [Lambda], a Lambda is the granularity
of an OLSP. We believe that Lambda granularity is too coarse for a
number of reasons:

1) Bandwidth management and allocation is one issue. We may have,
for example, an 0C-48 encoding Lambda coming into an OLSR and 0C-192
encoding Lambda going out of this OLSR. If our allocation
granularity is only at the Lambda level, we must map the 0C-48 to an
entire 0C-192 pipe and, therefore, we waste three quarters of the
bandwidth.

2) Scalability is another issue. Many routers are interconnected
through an optical network, which requires a lot of optical paths
among them. We may have a similar "n squared" problem that classical
IP over ATM has because we don't want the traffic to cross the
optical network twice even we can have the direct optical path
between the source and destination. We may quickly run out of
Lambdas if these optical paths are Lambda paths, as opposed to sub-
Lambda paths. The development of Lambda merging technology may
alleviate this problem. However, this type of technology is not
available yet. In this draft the granularity of OPLS can be multiple
fibers, a single fiber, multiple Lambdas, a single Lambda, different
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levels of sub-Lambdas, and groups at all fiber, Lambda and sub-
Lambda levels.

The Optical Trail Descriptor (OTD) contains the attributes of an
optical trail. OTD defines the service type and the channel group.
The service type can be SONET, Ethernet, etc. The Channel group can
be a Lambda group, an 0C-48 group, etc. The Optical Interface Type
(OIT) defines the OUNI types. When an OLSP Request is generated, the
OTD and requested OIT of OUNI interface of the egress OLSR must be
specified.

2.1 Compatibility Check

To set up an OLSP in agile optical networks, we must make sure that
all links crossed by the OLSP are compatible with the OTD. The
compatibility check must be performed at each SA-link. A new type of
TLV/0Object, OTD TLV/Object is defined to encode the OTD information.

ST or SA information is the property of links. The routing protocol
will carry this information. When ER-LSPs are calculated, this
information will be taken into consideration.
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2.2 Optical User-Network Interface Check

To set up an OLSP in agile optical networks, we must make sure that
both the input interface of the ingress OLSR and the output
interface of the egress OLSR have the same type of OUNI. The OUNI
check must be performed at the egress OLSR or at both the Ingress
and the Egress OLSRs. A new type of TLV/Object, the OIT TLV/Object,
is defined to encode the OIT information.

A routing protocol may carry optical interface information about
particular OUNI, and may take this information into account when
computing paths for optical trails.

2.3 Optical Information Distribution

In order to propagate optical state information and calculate the
available paths, extensions to OSPF/IS-IS are defined in [ROUTING].
The Optical LSA/LSP extension advertises the available resource
information. This extension is an opaque LSA/LSP.

2.4 Composite Labels

The signaling protocols for MPLS explicitly routed LSPs use a label
which is passed backwards from destination to source to construct
the actual data-path. As each label is received for a particular
output, a new label is allocated for the corresponding input. Thus
the switching from input label/interface to output label/interface
is programmed. To accommodate the switching of entire fibers,
Lambdas within those fibers and sub-Lambdas, we introduce the
concept of a composite label. This composite label allows the
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signaling protocol to establish entire fiber/Lambda and/or sub-
Lambda paths using a single end to end mapping/resv message without
having to run recursive instances of the signaling protocol.
Composite labels do not however preclude the use of recursive
signaling instances should this prove necessary for administrative
or scalability reasons. One important effect of a composite label is
that sub-Lambdas may result in the allocation of new Lambda, which
may in turn result in the allocation of entire fibers.

A composite label has a somewhat complex TLV format, so as an aid to
understanding them we introduce the following ASCII representation

for a composite label:

{ <Fiber>*.<Lambda>*.<Sub-Lambda>* }*
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Composite labels travel within a mapping/resv message and behave in
a manner similar to normal shim or other in-band labels. This means
that a mapping/resv message can control the switching of an entire
fiber on some input bundle to an entire fiber on some output bundle,
an entire Lambda to a corresponding Lambda, or a sub-Lambda to sub-
Lambda. Many other mapping/sub-mapping combinations exist, and what
is legal is dictated by what is supported by the switching hardware
being traversed.

Example: The receipt of mapping/resv with the label F7.*.* may cause
the generation of a mapping/resv with the label F4.*.*. The result
would be that fiber 4 on the input bundle would be mapped entirely
to fiber 7 on the output bundle.

Example: The receipt of mapping/resv with the label F7.L4.* may
cause the generation of a mapping/resv with the label F4.L62.*. The
result would be that the fiber 4, Lambda 62 would be mapped
completely to fiber 7 Lambda 4 on the output port.

Example: The receipt of mapping/resv with the label F1.L1.{0-2} may
cause the generation of mapping/resv with the label F3.L2.{4-63}. The
result would be that fiber 3 Lambda 2, timeslots 4,5,6 would be
mapped to fiber 1, Lambda 1, timeslots ©, 1 and 2 on the output
port.

Example: The receipt of mapping/resv with the label F1.{L1,L2}.* may
cause the generation of mapping/resv with the label F3.{L7,L9}.*.
The result would be that fiber 3, Lambdas 7 and 9 would be mapped
into fiber 1, Lambdas 1 and 2 respectively on the output port.

There are numerous other combinations, limited only by the electro-
optical transformations that can be done by any specific switch.

Example: The receipt of a mapping/resv with the label
F1.L1.{0-47,48-95,96-143,144-191} may cause the generation of a

mapping/resv with the label {F2.L4.0-47, F2.L5.0-47, F2.L6.0-47,
F2.L7.0-47}. The result is that 48 timeslots on four Lambdas 4,5,6
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and 7 on fiber 2, would be mapped into all 192 timeslots on the
output fiber 1, on Lambda 1. The inverse of this example is also
possible. So a composite label with 4 Lambdas and timeslots when
received, may result in the generation of a single Lambda and
timeslot set. This represents an inverse multiplexing capability by
the switch being traversed.

The Appendix of this document shows some examples of the actual
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formats for some different ASCII representations of composite
labels.

3. Extensions to CR-LDP
3.1 Messages and TLVs that are affected by the extensions

Any messages, TLVs, and procedures not defined explicitly in this
document are defined in [LDP] or [CR-LDP].

The following subsections serve as a cross-reference to [LDP] and
[CR-LDP] and as an indication of additional functionality beyond
what is defined in [LDP] and [CR-LDP]. "Optional" in the following
text is relative to [LDP] or [CR-LDP]. The TLV has to be used if
specified here.

3.1.1 Initialization Message

The Initialization message is as defined in Section 3.5.3 of [LDP]
and is exchanged during LDP peer session initialization to agree
upon the common set of parameters to be used when setting up LSPs.
The message is used by OLSRs during the initialization with the
following extensions:

- The Optical Session Parameters TLV must be used as an optional TLV
- The procedures to handle Initialization message are augmented by

the procedures for processing of the Optical Session Parameters TLV
as defined in Section 4

3.1.2 Label Request Message

The Label Request message is as defined in Section 3.5.8 of [LDP]
and Section 3.2 of [CR-LDP] and used for setting up OLSPs with the
following extensions:

- The OIT TLV must be used as an optional TLV

- The OTD TLV must be used as an optional TLV

- Lambda Set TLV is an optional TLV

- The procedures to handle the Label Request message are augmented

by the procedures for processing of the OIT, OTD and Lambda Set TLVs
as defined in Section 5

3.1.3 Label Mapping Message
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The Label Mapping message is as defined in Section 3.5.7 of [LDP]
and Section 3.3 of [CR-LDP] and used for setting up OLSPs with the
following extensions:

- The Optical Label TLV must be used as the Label TLV.

- The Label Mapping procedures are limited to downstream on demand
ordered control mode with conservative label retention mode.

- The procedures to handle the Label Mapping message are augmented
by the procedures for processing of the Optical Label TLV as defined
in Section 5.

3.1.4 Notification Message

The Notification message is as defined in Section 3.5.1 of [LDP] and
Section 3.3 of [CR-LDP]. The Status TLV encoding is as defined in
Section 3.4.7 of [LDP]. New status codes are defined in Section 5.6
to signal error notifications associated with the establishment of
an OLSP and the processing of the Optical-TLVs. The Notification
message may also carry an OIT or OTD TLV. When the OUNI check or
compatibility check fails, the ingress OLSR can updates its database
correctly by taking into account the actual OUNI type or the link
attributes contained in the OIT or OTD TLV.

3.1.5 Release, Withdraw and Abort Messages

The Label Release, Label Withdraw and Label Abort messages are used
as specified in [LDP] to clear OLSPs. These messages may also carry
the Optical Label TLV.

3.2 Optical TLV extensions

The messages defined in [LDP] and [CR-LDP] optionally carry one or
more of the optional Optical TLVs defined in this section. In this
specification, the following TLVs are defined:

- Optical Session Parameters TLV

- Optical Interface Type TLV

- Optical Trail Descriptor TLV

- Optical Label TLV

- Lambda Set TLV

3.2.1 Optical Session Parameters TLV

The Optical Session Parameters TLV is used when an LDP session
manages label exchange for Optical Link to specify Optics-specific
session parameters.
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0 1 2 3
012345678901 23456789012345678901
B s T S ST ST S s ol S U S Sy S Sy S

[0]0] Optical Sess Parms | Length |
|1 (6x6503) I I
+ot-t-t-t-t-F-F-F-F-F-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| M | N | Reserved

B T e n b e e T e el e T P P Sy S S S
| Optical Label Range Component 1 |
tot-t-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-t-F-F-F-F-F-F-+-+-+
| Optical Label Range Component 2 |
BT R b E b e e ok T e S T TP SN S S Sy S o
I I
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Optical Label Range Component N |
Bk e e e R e ik o R e e e e R e e R e b ik ioE L S P S

M is a 3-bit field that specifies the Multiplexing Capabilities of
an OLSR. The following values are supported in this version:

Value Meaning
0 Multiplexing not supported
1 SONET/SDH multiplexing supported
2 others (e.g., GE multiplexing supported)

N is a 4-bit field that specifies the number of optical label range
components.

The encoding for an Optical Label Range Component is:
0 1 2 3

012345678901 23456789012345678901
T e D e S RS

| Fiber ID | Reserved |
B T e n b e e T e el e T P P Sy S S S
| Maximum Lambda ID | Minimum Lambda ID |

+ot-F-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-F-+-+-+
Fiber ID is a 16-bit field that identifies one fiber.

Maximum Lambda ID is a 16-bit field that specifies the lower bound
of a block of Lambdas that are supported by the originating OLSR.
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Minimum Lambda ID is a 16-bit field that specifies the lower bound
of a block of Lambdas that are supported by the originating OLSR.

3.2.2 Optical Interface Type TLV
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The OIT TLV is used to represent the traffic characteristics of a
User-Network interface. It is carried by Request message. The OIT
TLV encoding is as follows:

(C] 1 2 3
012345678901 23456789012345678901
B R S s T S S s ST L S S

(U1 Optical Interface Type | Length |
Il (0x0910) I I
+-t-t-F-t-F-F-F-F-F-F-F-F-F-F-+-F-F-F-F-F-F-F-+-F-F-F-F-F-F+-+-+-+
| Sub-TLVs |

ottt -t-tot-t-t-t-t-t-t-d-F-t-t-F-t-t-t-F-t-t-t-F-F-t-F-F-+-+-+
U bit refers to Unknown TLV bit as defined in [LDP].

Length specifies the length of the value field in bytes.

3.2.2.1 Service Type Mask

0 1 2 3
0123456789061 234567890612345678901
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Type = 1 | Length |
Bk T e S R e s o R e S e e e e R Ik EE T L S P S
| Service Type ID 1 |
+ot-t-t-t-F-F-F-F-F-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Service Type ID 2 |
tot-t-t-t-totototototot-t-t-t-t-t-F-F-FoF-F-t-t-t-F-t-F-F-F-+-+-+
I I
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+
| Service Type ID n |
tot-t-t-t-t-F-F-t-t-t-t-t-t-t-F-F-F-F-F-F-F-t-t-t-F-t-F-F-F-+-+-+

Length specifies the length of the value field in bytes.
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Service Type ID identifies each service type by a unique 32-bit
number. The following numbers are defined in this version:

Service

Type ID Description
0 IP

1 ATM

2 Frame Relay

3 SONET

4 GE

5 FDDI
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3.2.2.2 Control Protocol Mask

0 1 2 3
0123456789061 234567890612345678901
tot-t-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-t-F-F-F-F-F-F-+-+-+
| Type = 2 | Length |
-+ttt -ttt -ttt -+ -+-+-+
| Control Protocol ID 1 |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Control Protocol ID 2 |
Bk e e e R e ik o R e e e e R e e R e b ik ioE L S P S
I I
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Control Protocol ID n |
tot-t-t-totototototototott-t-tot ottt Fotot-t-t-t-F-F-F-+-+-+

Length specifies the length of the value field in bytes.

Control Protocol identifies each control protocol by a unique 32-bit
number. The following numbers are defined in this version:

Protocol
Type ID Description
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5 DVMRP
6 PIM
7 IS-IS
8 PNNI

3.2.3 Optical Trail Descriptor TLV

The OTD TLV represents the characteristics of an optical trail. The
optical trail may consist of one or more channel groups of different
granularity. All members within a group must have the same
granularity, but different group types may be mixed into one OTD
TLV. OTD TLV 1is carried by Request message and its encoding is as
follows:

Fan et al. Expires September 2000 11
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0] 1 2 3

0123456789061 234567890612345678901

+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+
[0]0] Optical Trail Desc | Length |
|1 (6x0920) I I
B e T S S b a s s o s e e S
| Channel Group 1 |
B T S I e o o ot S S S S S S S T S S S S
| Channel Group 2 |
ottt tototototototototototototot ottt otototot ottt -t-+-+
I R I
B T e n b e e T e el e T P P Sy S S S
| Channel Group n |
B s e sl T S S S s SEE SR S e R e b =

Length specifies the length of the value field in bytes.

Channel Group describes the components of an optical trail. The
encoding of the Channel Group is:

0 1 2 3
012345678901 234567890123456789¢01
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BT R b E b e e ok T e S T TP SN S S Sy S o
Channel Group Type | Number of Group Members |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+

The Channel Group Type defined in this version is as follows:

Channel
Group
Type Description
1 Fiber
2 Lambda
3 GE
4 10 GE
5 0C-3/STM-1
6 0C-3c
7 0C-12/STM-4
8 0C-12c
9 0C-48/STM16
10 0C-48c
11 0C-192/STM-64
12 0C-192c
13 0C-768/STM-256
14 0C-768c
Fan et al. Expires September 2000 12
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Number of Group Members specifies the number of members within the
group.

3.2.4 Optical Label TLV

Optical Label TLVs encode optical labels. A simple composite optical
Label, noted as F.L.S, is described in 2.4 and is encoded here. The
multiple F.L.S can be used to compose an optical Label representing
one or more channel groups of different granularity. Optical Label
TLVs are carried by the messages used to advertise, request, release
and withdraw label mappings.

0 1 2 3
0123456789061 234567890612345678901
ottt tototototototototot ottt ottt otototot ottt -t-+-+
[U|F] Optical Label (0x0930) | Length |
BT R b E b e e ok T e S T TP SN S S Sy S o
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| Label Component 1 |
+ot-t-t-t-F-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-Ft-F-F-F-F-F+-+-+-+-+
| Label Component 2 |
ottt -ttt -ttt -F-F-+-+-+

T

| Label Component n |
B T S I e o o ot S S S S S S S T S S S S

U bit refers to Unknown TLV bit as defined in [LDP].

F bit refers to Forward unknown TLV bit as defined in [LDP].

Length specifies the length of the value field in bytes.

Label Component encodes F.L.S for a channel group and is as follows:

0 1

2 3

©12345678901234567890123456789601
B s st T e SPE U S Sy S S s o S S

| Channel Group Type

Number of Group Members |

B S T S ST S T L s st P S RS

| Line Rate Encoding Type

Length |

Bk T e S R e s o R e S e e e e R Ik EE T L S P S
| Channel Group ID |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+

Channel Group Type is defined in 3.2.3.

Number of Group Member is defined in 3.2.3.

Line Rate Encoding Type specifies the top encoding protocol.
Examples of encoding type include SONET (0C-192, 0C-48, etc.) and
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Ethernet (GE and 10 GE). The type value is the same as channel group
type, plus one more, the transparent bit service. The transparent

bit service type value is 0.

Length specifies the length of field following this field in bytes.

Fiber ID is a 16-bit field to specify the fiber.

The Lambda ID is a 16-bit field that identifies a Lambda. All the
Lambda IDs will be 0x0000 if the group type is fiber. Both Fiber ID
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and Lambda ID have to be consistent between the two peers. The means
to achieve this is out of the scope of this document.

Channel Group ID specifies one channel group and is aligned with 4-
octet boundary and the format depends on Channel Group Type. The
content of the Channel Group ID depends on the channel group type.
The Channel Group ID is as follows:

1) For fiber and Lambda group types

0 1 2 3
©12345678901234567890123456789601

B T n s T e e e e e ek sk s P TP TR S S S S S
| Fiber ID | Lambda ID |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
I I
B e b b ek s o e e S e e e e ek sk S P P TP S S S S S T
| Fiber ID Lambda ID |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+

2) For SONET/SDH group type

0 1 2 3
0123456789061 234567890612345678901
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Fiber ID | Lambda ID |
B b ek o e e e e e e e ke it A T e e e st et ST T
| Channel ID |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+

The channel ID consists of all STS-1s/STM-1s identified in the bit
Mask. The 0 bit in the first 4-octet corresponds to the first STS-
1/STM-1. If group ID bit masks in the last 4-octet are less than 32-
bits, it should be left justified in this field and succeeding bits
should be set to 0. If the encoding type is 0C-192, for example, the
group type is 0C-48 and the one member in this group, then the
Channel ID is 24 bytes long with only 48 bits being set. See
appendix A for more details.

3.2.5 Lambda Set TLV
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Lambda Set TLV represents the set of current available Lambdas. It
is useful when trying to setup OLSP through CI-OLSR(s). This TLV is
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carried by Request message and encoded as follows:

0 1 2 3
©12345678901234567890123456789601
B R e s S e T e R st o S S

[U|F] Lambda Set (0x0940) | Length |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Fiber ID | Lambda ID |

B S s st T o e S T ot o S S

+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Fiber ID Lambda ID |
ottt -t-tot-t-t-t-t-t-t-d-F-t-t-F-t-t-t-F-t-t-t-F-F-t-F-F-+-+-+
U bit refers to Unknown TLV bit as defined in [LDP].

F bit refers to Forward unknown TLV bit as defined in [LDP].

Length specifies the length of the value field in bytes.

Lambda ID is defined in 3.2.4.

4. Extensions to RSVP-TE
4.1 Messages and Objects Affected by the Extensions

Any messages, objects, and procedures not defined explicitly in this
document are defined in the [RSVP] Specifications.

The following subsections serve cross-reference to the [RSVP]
documents and indicate of additional functionality beyond what is

defined in [RSVP]. "Optional" in the following text is relative to
[RSVP]. If defined in this specification the TLV has to be used.

4.1.1 Path Message
The Path message is as defined in Section 3.1 of [RSVP] and with the

following extensions:
- The optical label request object must be used as an optional

object.

- The optical trail descriptor object must be used as an optical
object.

- The optical interface type object must be used as an optical
object.

- Lambda object is an optional object.

- The procedures to handle the Path message are augmented by the
procedures for processing of optical label request, OIT, OTD and
Lambda set objects as defined in Section 5.
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The format of the Path message is as follows:

<Path Message> ::= <Common Header> [ <INTEGRITY> ]
<SESSION> <RSVP_HOP>
<TIME_VALUES>
[ <EXPLICIT_ROUTE> ]
<OPTICAL LABEL_REQUEST>
<OPTICAL TRAIL DESCRIPTOR>
<OPTICAL INTERFACE TYPE>
[ <LAMBDA SET> ]
[ <SESSION_ATTRIBUTE> ]
[ <POLICY_DATA> ... ]
[ <sender descriptor> ]

<sender descriptor> ::= <SENDER_TEMPLATE> [ <SENDER_TSPEC> ]
[ <ADSPEC> ]
[ <RECORD_ROUTE> ]

4.1.2 Resv Message

The Resv message is as defined in Section 3.2 of [RSVP] and with the

following extensions:

- The optical label must be used as an optional object.

- The procedures to handle the Resv message are augmented by the
procedure for the processing of optical label objects as defined
in Section 5.

The format of Resv message is the same as that in Section 3.2 of
[RSVP] except for the replacement the LABEL object with the
OPTICAL_LABEL object.

4.1.3 PathErr and ResVvErr Messages
The PathErr and ResvErr message may also carry optical objects.
4.2 Optical Object Extensions

The messages defined in [RSVP] optically carry one or more of the
optical objects defined in this section. In this specification, the
following optical objects are defined:

- OPTICAL_LABEL_REQUEST object

- OPTICAL_TRAIL_DESCRIPTOR object

- OPTICAL_INTERFACE_TYPE object

- OPTICAL_LABEL object

- LAMBDA_SET object
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4.2.1 Optical Label Request Object
The OPTICAL_LABEL_REQUEST object is carried in the Path message.
0 1 2 3

012345678901 234567890123456789601
e

| Length | Class-Num=19 | C-Type = TBD |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Reserved | L3PID |

B e T S S b a s s o s e e S
| Optical Label Range Component 1 |
B T S I e o o ot S S S S S S S T S S S S
| Optical Label Range Component 2 |
B s ST S s s o S S e b ot ok Sk s
I I
B T e n b e e T e el e T P P Sy S S S
| Optical Label Range Component n |
ottt tototototototototot ottt ottt otototot ottt -t-+-+

Length specifies the object length in bytes.

Reserved is a reserved field. It MUST be set to zero on transmission
and MUST be ignored on receipt.

L3PID identifies the layer 3 protocol using this path. Standard
Ethertype values are used.

Optical Label Range Component is defined in Section 3.2.1.

4.2.2 Optical Interface Type

This OPTICAL_INTERFACE_TYPE object is carried in the Path message.
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(C] 1 2 3
012345678901 23456789012345678901
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+
| Length | Class-Num=19 | C-Type = TBD |
tot-t-t-t-F-F-F-t-t-t-t-t-t-F-F-F-F-F-F-F-F-t-t-F-F-F-F-F-F-+-+-+
| Sub-objects
ottt -ttt -ttt -F-F-+-+-+

Length specifies the object length in bytes.
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Sub-objects Are Service Type TLV and Control Protocol TLV defined
in Section 3.2.2.1 and 3.2.2.2.

4.2.3 Optical Trail Descriptor Object
The OPTICAL_TRAIL_DESCRIPTOR object is carried in the Path message.

(0] 1 2 3
©1234567890123456789012345678901

B T e n b e e T e el e T P P Sy S S S
| Length | Class-Num=19 | C-Type = TBD |
ottt tototototototototot ottt ottt otototot ottt -t-+-+
| Channel Group 1 |
BT R b E b e e ok T e S T TP SN S S Sy S o
| Channel Group 2 |
+ot-t-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
I I
B T n s T e e e e e ek sk s P TP TR S S S S S
| Channel Group n |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+

Length specifies the object length in bytes.

Channel Group is defined in Section 3.2.3.

4.2.4 Optical Label Object
This OPTICAL_LABEL object is carried in the Resv message.

0 1 2 3
©1234567890123456789012345678901
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Length | Class-Num=19 | C-Type = TBD |
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BT R b E b e e ok T e S T TP SN S S Sy S o
| Label Component 1 |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Label Component 2 |
Bk e e e R e ik o R e e e e R e e R e b ik ioE L S P S
I . I
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Label Component n |
Bl o e S R e o R T e e R R ke at (e R L e S e e e e ah s

Length specifies the object length in bytes.

Label Component is defined in Section 3.2.4.
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4.2.5 Lambda Set Object
This LAMBDA_SET object is carried in the Path message.
(C] 1 2 3

012345678901 23456789012345678901
B s T S ST ST S s ol S U S Sy S Sy S

| Length | Class-Num=19 | C-Type = TBD |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Fiber ID | Lambda ID |

B ST e T ST S e e S S S T St T S

tot-t-t-t-t-F-F-t-t-t-t-t-t-t-F-F-F-F-F-F-F-t-t-t-F-t-F-F-F-+-+-+
| Fiber ID Lambda ID |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+

Length specifies the object length in bytes.

Lambda ID is defined in Section 3.2.4

5 Processing of Optical TLVs and Optical Objects

5.1 Processing of Optical Session Parameters TLV/Optical Label Request
Object
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A receiving OLSR MUST calculate the intersection between the
received range and its own support range. The intersection is the
range in which the OLSR may allocate and accept labels. If the
intersection of ranges is NULL, the OLSR must send a Notification
message with the error code "Session Rejected/Parameters Label
Range" in response to the Initialization message and not establish
the session in CR-LDP case, or should send a PathErr message with
the error code "Routing problem" and the error value "MPLS label
allocation failure" in RSVP case.

5.2 Processing of Optical Interface Type TLV/Object

When an edge OLSR receives a Request or Path message, it retrieves
the OIT field from the message and compares the value of every
attribute with that of the requested user-network interface. If all
the attributes match, the OIT check is successful. Otherwise, this
OLSR generates a Notification or PathErr message to indicate the
mismatch. The error code is defined in Section 5.6.

For the tandem OLSR, the OIT TLV or Object remains untouched.

5.3 Processing of Optical Trail Descriptor TLV/Object
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When an OLSR receives a Request or Path message over a SA-link, it
retrieves the OTD field from the message and assigns a Label based
on the OTD field. When an OLSR sends a Request or Path to next hop
over a SA-link, it performs the compatibility check first. The
Request or Path message is sent out if the check is successful.
Otherwise, this OLSR generates a Notification or PathErr message to
indicate the compatibility check failure. The Error code is defined
in Section 5.6.

The compatibility check must be performed at each SA-link to make
sure this link can support the certain type of optical trail as
requested. A requested optical trail for example, could be an 0C-48
trail and may be built over an 0C-192 link. The compatibility check
will be successful if this link can support 0C-48 multiplexing and
an 0C-48 channel is available. Otherwise, the compatibility check
will fail.

The label is assigned based on the OTD field when Mapping or Resv
message is handled.

5.4 Processing of Optical Label TLV/Object


https://datatracker.ietf.org/doc/html/draft-fan-mpls-lambda-signaling-00.txt

The processing of Optical Label TLV or Object is similar to that of
non-optical label TLV or Object. When an OLSR receives an Optical
Label TLV or Object from the Mapping or Resv message, the OLSR
updates its Label Information Table with the new label and also
configures its connection table based on the Label.

5.5 Processing of Lambda Set TLV/Object

When a CI-OLSR receives a Request or Path message and checks the
existence of Lambda Set TLV or Object. If the Request or Path
message contains a Lambda Set TLV or Object, this CI-OLSR calculates
the intersection between the received Lambda set and its own
available Lambda set, and replace the Lambda Set TLV or Object field
by the intersection Lambda set if the intersection is not NULL.
Otherwise, this CI-OLSR generates a Notification or PathErr message
to indicate NULL intersection. If the Request or Path message
doesn't have a Lambda Set TLV or Object, this CI-OLSR adds a Lambda
Set TLV or Object with its own available Lambda set.

When a CC-OLSR receives a Request or Path message and removes the
Lambda Set TLV or Object if there is one. This CC-OLSR can assign a
Label for this OLSP only from the Lambda set contained in Lambda Set
TLV or Object.

5.6 Error codes
In the Optical-TLV and Optical-Object processing described above,
certain errors need to be reported as part of the Notification,
PathErr or ResvErr Message. This section defines the status codes
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for the errors described in this specification. At present, these
codes are not exhaustive.

Status Code Type

Interface OIT Mismatch 0x05000001
Compatibility Check Failure 0Xx05000002
Bad OIT TLV/Object OXx05000003
Bad OTD TLV/Object 0x05000004
Bad Optical Label TLV/Object 0Xx05000005
Bad Lambda Set TLV/Object OXx05000006

NULL intersection 0x05000007
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o

. Security Considerations

This draft does not introduce any new security considerations beyond
those specified in [LDP], [CR-LDP], and [RSVP].
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Appendix A
This appendix gives more examples of the optical label.

1) F.<L1, L2>.*
This is for an optical trail of a Lambda group with no sub-Lambda
groups.

(0] 1 2 3
©12345678901234567890123456789601

B T e n b e e T e el e T P P Sy S S S
[UIF] 0x0930 | 16 |
B s e sl T S S S s SEE SR S e R e b =
I 2 I 2 I
BT R b E b e e ok T e S T TP SN S S Sy S o
I 0 I 8 I
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Fiber ID | Lambda ID 1 |
B T n s T e e e e e ek sk s P TP TR S S S S S
| Fiber ID | Lambda ID 2 |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
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2) F.L.<S1, S2>

This is for an optical trail of two sub-Lambda groups (one 0C-48
group with two members and one 0C-12 group with one member).

0] 1 2 3
0123456789061 234567890612345678901
tot-t-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-t-F-F-F-F-F-F-+-+-+
[U|F] 0x0930 | 64 |
B T n s o T e e T e e E ek Sk S S S S A
| 9 | 2 I
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| 11 | 28 |
Bk T e S R e s o R e S e e e e R Ik EE T L S P S
| Fiber ID | Lambda ID |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+

ottt Channel ID 1 +-+-+-+

+-d-t-+- .. +-+-+-+
I I
tot-t-t-t-t-F-F-t-t-t-t-t-t-t-F-F-F-F-F-F-F-t-t-t-F-t-F-F-F-+-+-+
I 7 I 1 I
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| 11 | 28 |
tot-t-t-t-F-F-F-t-t-t-t-t-t-F-F-F-F-F-F-F-F-t-t-F-F-F-F-F-F-+-+-+
| Fiber ID | Lambda ID |
B T S I e o o ot S S S S S S S T S S S S

ottt Channel ID 2 +-t-+-+

+ot-t-t- . +-+-+-+

T e D e S RS

The Channel ID 1 is 192-bits long and with 96 bits being set. The
Channel ID 2 is 192-bits long with only 12 bits being set. Each bit
represents an STS-1.
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Full Copyright Statement

"Copyright (C) The Internet Society (date). All Rights Reserved.
This document and translations of it may be copied and furnished to
others, and derivative works that comment on or otherwise explain it
or assist in its implementation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any
kind, provided that the above copyright notice and this paragraph
are included on all such copies and derivative works. However, this
document itself may not be modified in any way, such as by removing
the copyright notice or references to the Internet Society or other
Internet organizations, except as needed for the purpose of
developing Internet standards in which case the procedures for
copyrights defined in the Internet Standards process must be
followed, or as required to translate it into languages other than
English.

The limited permissions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.
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