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Abstract

   This document defines the overall architecture of a COMS based
   network slicing system.  COMS works on the top level network slice
   orchestrator which directly communicates with the network slice
   provider and enables the technology-independent network slice
   management.

Status of This Memo

   This Internet-Draft is submitted in full conformance with the
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   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1.  Introduction

   Deploying network slices on a common infrastructure logically
   requires at least three steps as shown in Figure 1:

   Step 1: Slice physical/logical resources including connectivity,
   storage, computing resources from the infrastructure.  The sliced
   resources couldn't be used directly, just as people is unable to use
   a computer with only hardware resources.

   Step 2: Install protocols and make some necessary configurations to
   make the sliced resources usable.  Following up the former example,
   this step is to install an operating system on the computer.  Just as
   there are kinds of operating systems (e.g., Linux, Windows, MacOS,
   etc.) could be selected, there are a variety of technologies (e.g.,
   VPN, SFC, Flex-E, etc.) could be used to support the network slicing.

   Step 3: Implement services on slice, just like installing
   applications on the operating system.  This is really a slice in the
   eyes of customer until this step.
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           +------------------+
          /                  /
         /   Service Slice  /  ===> Implement services
        /                  /
       +------------------+
           +------------------+
          /                  /
         /  Network Slice   /  ===> Install protocol/configuration
        /                  /        to make resource usable
       +------------------+
           +------------------+
          /                  /
         /  Resource Slice  /  ===> Slice physical/logical resources
        /                  /        from infrastructure
       +------------------+

                  Figure 1: Three Levels Network Slicing

   This document will explain how COMS (Common Operation and Management
   on network Slices) works during these three steps, and define the
   architecture of COMS.  Architecture discussed in this document is
   assumed to be used only inside Transport Network region, and the end-
   to-end network slice/slicing also just refers to the slice/slicing
   across multiple TN domains in this document.

2.  Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].

   Other network slicing related words used in this document are
   interpreted as description in [COMS-PS].

   Notations used in this document are interpreted as follows:

   T(x->y): end-to-end delay from x to y;

   B(x->y): bandwidth from x to y;

   S(x): storage space of x.

3.  Overall Architecture

   This section provides the overall architecture for a COMS based
   network slicing system as shown in Figure 2.  If multiple such kind
   of systems deployed in different domains, these systems may stitches

https://datatracker.ietf.org/doc/html/rfc2119
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   together through the method discussed in [Stitching-Management] and
   [Stitching-Data].  COMS works on the top network orchestrator inside
   Transport Network region, which directly receives the network slice
   service profile, operation and management requests for network
   slices.  Based on received information, the network orchestrator will
   select the most appropriate implementation technologies, and map the
   technology independent requests into the technology specific
   configuration information that will be sent to the corresponding
   network slice controller/orchestrator downwards.

                                      | Network Slice
                                      | Service Profile
                                      |
           +--------------------------v----------------------------+
           |                                                       |
           |     Top Level Network Orchestrator based on COMS      |
           |                                                       |
           +--------------------------+----------------------------+
                                      |
  +--------+------------------+-------+-----------+----------------+
  |        |                  |                   |                |
  | +------v--------+  +------v--------+  +-------v-------+   +----v----+
  | |               |  |               |  |               |   |         |
  | | NS Ctrlr/Orch |  | NS Ctrlr/Orch |  | NS Ctrlr/Orch |   |   ...   |
  | |               |  |               |  |               |   |         |
  | +-------+-------+  +-------+-------+  +-------+-------+   +----+----+
  |         |                  |                  |                |
  |         |                  |                  |                |
==v=========v==================v==================v================v=====
=                                                                       =
= +------------+ +------------+ +------------+ +------------+ +-------+ =
= |Connectivity| | Computing  | |  Storage   | |Generalized | |  ...  | =
= |            | |            | |            | |Functions   | |       | =
= +------------+ +------------+ +------------+ +------------+ +-------+ =
=                                                                       =
=========================================================================

                  Figure 2: Overall Architecture of COMS

4.  Advanced Architecture

   This section discusses the detailed architecture of a COMS based
   network slicing system through an example shown in Figure 3.  We do
   not intend to design the inner framework of the top network
   orchestrator but to explain how COMS works.  Four components insides
   the top network orchestrator are logical components that could be
   converged sometimes.
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   o  Common Information Model: can be understood as the template,
      according to which the received network slice service profile is
      translated.

   o  Split Service Profile into Domains: the end-to-end service profile
      is split into the service profiles inside different domains.

   o  Select Specific Implementation Technologies: there may be multiple
      available implementation technologies inside a domain, select the
      most appropriate one according to the service profile.  As
      Figure 3's example shows, since the end-to-end delay in Domain 1 is
      very small, the Flex-E will be selected.  While in Domain 2 two
      storage units are required, the NFV technology will be selected.

   o  Map to Selected Technologies: necessary mapping to the controller/
      orchestrator of selected technologies.

                                   |Network Slice Service Profile
                                   |
**************************************************************************
*Top Level Network Orchestrator based on COMS                            *
*                                  |                                     *
*  +-------------------------------v ---------------------------------+  *
*  |Common Information Model                                          |  *
*  | ................................................................ |  *
*  | . ~~~~~~~   T(A->B)<=10ms; B(A->B)>=10M         ~~~~~~~        . |  *
*  | . ~  A  ~---------------------------------------~  B  ~ S(B)=1G. |  *
*  | . ~~~~~~~                                       ~~~~~~~        . |  *
*  | .     |     T(A->C)<=20ms; B(A->C)>=10M         ~~~~~~~        . |  *
*  | .     +-----------------------------------------~  C  ~ S(C)=2G. |  *
*  | .                                               ~~~~~~~        . |  *
*  | ................................................................ |  *
*  +--------------------------------+---------------------------------+  *
*                                   |                                    *
*  +--------------------------------v---------------------------------+  *
*  |Split Service Profile into Domains                                |  *
*  |................................. ................................|  *
*  |.    Domain 1                   . .Domain 2                      .|  *
*  |.                T(A->D)<=2ms   . .    T(D->B)<=8ms   S(B)=1G    .|  *
*  |.       ~~~~~~~  B(A->D)>=10M ~~~~~~~  B(D->B)>=10M   ~~~~~~~    .|  *
*  |.       ~  A  ~ --------------~  D  ~-----------------~  B  ~    .|  *
*  |.       ~~~~~~~               ~~~~~~~                 ~~~~~~~    .|  *
*  |.           |    T(A->E)<=2ms   . .    T(E->C)<=18ms  S(C)=2G    .|  *
*  |.           |    B(A->E)>=10M ~~~~~~~  B(E->C)>=10M   ~~~~~~~    .|  *
*  |.           +-----------------~  E  ~-----------------~  C  ~    .|  *
*  |.                             ~~~~~~~                 ~~~~~~~    .|  *
*  |..................................................................|  *
*  +---------------------------------+--------------------------------+  *
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*                                    |                                   *
*  +---------------------------------v---------------------------------+ *
*  |Select Specific Implementation Technologies                        | *
*  |    .............................   ............................   | *
*  |    .Domain 1                   .   .Domain 2                  .   | *
*  |    .        Flex-E             .   .         VPN+NFV          .   | *
*  |    .............................   ............................   | *
*  +---------------+----------------------------------+----------------+ *
*                  |                                  |                  *
*  +---------------v----------------------------------v----------------+ *
*  |Map to Selected Technologies                                       | *
*  +---------+------------------------+--------------------+-----------+ *
**************************************************************************
             |                        |                    |
    *********v***********    *********v********  **********v*********
    * Flex-E Controller *    * VPN Controller *  * NFV Orchestrator *
    *********+***********    *********+********  **********+*********
             |                        |                    |
    *********v***********    *********v********************v*********
    *  Physical/Logical *    *            Physical/Logical          *
    *  Resources inside *    *            Resources inside          *
    *  Domain 1         *    *            Domain 2                  *
    *********************    ****************************************

                  Figure 3: Advanced Architecture of COMS

5.  Integration with NFV

   This section details the integration of the NFV framework [NFV-MANO]
   in the COMS architecture.

   Network slice providers aim to accommodate a myriad of use cases and
   application scenarios from multiple tenants over a common network
   infrastructure.  To that end, network slice providers build up
   multiple network slice instances (NSIs), each customized to serve the
   specific service demands of a particular tenant.  An NSI is a logical
   self-contained network instance that network slice providers offer to
   a tenant, and that a tenant can consume.  Although NSIs may span
   across multiple network segments (e.g., RAN, transport, and core
   network), this document only considers the transport network domain.

   NFV may play a key role in network slicing, enabling its realization
   in a cost-efficient manner.  Using the flexibility and virtualization
   capabilities that the NFV framework brings, a network slice provider
   can create and operate multiple NSIs over a common shared network
   infrastructure with isolation guarantees in terms of performance,
   management, security, and privacy [Ordonez-Network-Slicing].  To
   provide the tenant with the required performance and functionality,



Geng, et al.             Expires August 3, 2018                 [Page 6]



Internet-Draft               Network slicing                January 2018

   an NSI includes one or more network services, each consisting of a
   chained set of compostable atomic units called virtualized network
   functions (VNFs).  These VNFs are software-based implementations of
   network functions that rely on computing, storage, and connectivity
   resources for their execution and communication.  To simultaneously
   serve the requirements of multiple NSIs, the network slice provider
   makes use of the resources that are at its disposal, and efficiently
   orchestrate them across NSIs.  Although the network slice provider
   can own these resources, we consider it rents them from one or more
   infrastructure owners following the Infrastructure-as-a-Service
   (IaaS) paradigm.  In this case, the network slice provider takes the
   role of a network infrastructure tenant.  Note that each of the three
   actors presented here (network infrastructure owner, network slice
   provider, and network slice tenant) defines a different
   administrative domain.

   The NSIs shown in Figure 4 run parallel on a common shared transport
   network infrastructure.  The transport network infrastructure
   consists of connectivity resources that may span across multiple
   administrative domains (i.e., different network infrastructure
   owners).  These resources include WAN nodes and links providing
   reachability across geographically remote data centers, where the
   VNFs from different NSIs run.  In particular, they connect together
   the network connectivity endpoints (e.g., gateways) of those data
   centers.

   To simultaneously serve the connectivity needs of the NSIs using
   resources within its administrative domain, each network
   infrastructure owner has a WAN Infrastructure Manager (WIM).  The WIM
   is a NFV functional block that performs control-management actions
   over the underlying connectivity resources to deploy and operate a
   number of L2/L3 virtual topologies with different levels of
   abstractions.  To enforces the connectivity required by an NSI, the
   WIM abstracts the resources under its management, and creates a
   customized virtual topology that logically connects the data centers
   hosting the NSI's VNFs.  The resources of each data center are
   managed with a Virtual Infrastructure Manager (VIM).  This NFV
   functional block play a similar role to the WIM, but extending their
   management domain to computing and storage resources.

   The transport network resources, managed by the underlying network
   infrastructure owners using their WIMs/VIMs are delivered to the
   network slice provider logically placed on top of them.  The network
   slice provider makes use of these resources to deploy and operate the
   NSIs that are under its management.  For this end, it may rely on the
   NFV Orchestrator (NFVO) functionality.  According to the NFV
   framework, NFVO is a functional block with two well-defined
   functionalities: resource orchestration and network service
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   orchestration.  The former focuses on orchestrating network
   infrastructure resources across multiple VIMs/WIMs, while the latter
   performs lifecycle management operations (e.g., instantiation,
   scaling, updating, termination, etc.) over the network service(s)
   built using those resources.  Due to the different scope of these two
   set of functions, the NFVO may be logically split into two functional
   blocks: Resource Orchestrator and Network Service Orchestrator.
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       ^        +---------------------------------------------------------+
       |        |             Cross-Segment Slice Manager                 |
       |        +-------------------------^-------------------------------+
       |                                  |
       |              +-------------------v------------------------+
       |              |    Transport Network Slice Orchestrator    <------+
       |              +----------------------------------^-----^---+      |
       |                                                 |     |          |
       |           +------------------------------------ | ----+------+   |
       |           |                 NSI M               |            |   |
       |        +--------------------------------------- | --------+  |   |
       |        |                 NSI 1                  |         |  |   |
                | +---------------------------+      +---v---+     |  |   |
    Network     | |   Tenant SDN Controller   <------>  OSS  |     |  |   |
    Slice       | +--^-------^--------^----+--+      +---^---+     |  |   |
    Provider    |    |       |        |    |             |         |  |   |
    Domain      | +--v--+ +--v--+     | +--v--+   +------v-------+ |  |   |
                | | VNF | | VNF |  .. | | VNF |   |   Network    | |  |   |
       |        | +--^--+ +--^--+     | +--^--+   |   Service    | |  |   |
       |        |    |       |        |    |      | Orchestrator | |  |   |
       |        |    | +-----+--------v--+ |      +------^-------+ |  |   |
       |        |    +-> vSwitch/vRouter <-+             |         |-++   |
       |        |      +-----------------+               |         | |    |
       |        +--------------------------------------- | --------+ |    |
       |                                                 |           |    |
       |      +------------------------------------------v-----------v--+ |
       +      |                    Resource Orchestrator                <-+
              +--------^-------------------^-------------------^--------+
   +-------+           |                   |                   |
                 +-----v-----+       +-----v-----+       +-----v-----+
       +         |    WIM    |  ...  |    VIM    |  ...  |    WIM    |
       |         +-----+-----+       +-----+-----+       +-----+-----+
                       |                   |                   |
   Network     +-------+------+   +-----------------+   +------+-------+
Infrastructure | Connectivity |   | +-------------+ |   | Connectivity |
    Owner      |   Resources  |   | |  Computing/ | |   |   Resources  |
    Domain     +--------------+   | |   Storage/  | |   +--------------+
                                  | |Connectivity | |
       |                          | |  Resources  | |
       |                          | +-------------+ |
       |                          |   Data Center   |
       v                          +-----------------+

        Figure 4: Integration of NFV framework in COMS architecture

   To orchestrate the resources that are at its disposal (those provided
   by the underlying network infrastructure owners), the network slice
   provider has a single Resource Orchestrator.  The main role of the
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   Resource Orchestrator is to dispatch this finite set of resources
   across the operative NSIs in an optimal way, with the aim of
   simultaneously satisfying their (potentially diverging) performance
   requirements.  To bring multiplexing gains and cost savings in this
   task, the Resource Orchestrator may take advantage of resource
   sharing.  Resource sharing introduces flexibility and efficiency in
   slice provisioning, as network slice provider's resources can be
   dynamically allocated and released across NSIs according to the time-
   varying resource requirements that their tenants impose.  This
   approach requires an adequate resource management framework for the
   Resource Orchestrator that carefully finds an optimal solution,
   enabling resource sharing among NSIs when necessary, while preserving
   their performance isolation.

   As shown in Figure 4, each of the operative NSIs serving a network
   slice tenant comprises a tenant SDN controller, a Network Service
   Orchestrator, and an Operation Support System (OSS).  On the one
   hand, the tenant SDN controller configures the VNFs at application
   level, and chains them to dynamically build up the network service(s)
   that are required in the NSI.  For VNF configuration management, the
   tenant SDN controller uses southbound configuration protocols such as
   NETCONF.  For VNF chaining management, it leverages the networking
   capabilities provided by virtual switches/routers, sending them
   appropriate forwarding instructions using southbound control
   protocols such as OpenFlow.  On the other hand, the Network Service
   Orchestrator manages the lifecycle of the network service(s).
   Finally, the OSS performs the intra-NSI management, bridging the gap
   between the Network Service Orchestrator and the tenant SDN
   controller, and coordinating their operations and management data.
   The OSS is also the entry point of the NSI, providing management
   capability exposure to external blocks.  By way of example, the
   network slice tenant can use the OSS to gain access to the NSI and
   operate it at its convenience.

   The description given above focuses on run-time phase, assuming the
   NSIs are operative, and omitting the deployment steps referred in

Section 1.  To trigger the deployment of a network slice, the network
   slice provider needs other functional blocks.  These functional
   blocks include a Cross-Segment Slice Manager, and one or more Network
   Slice Domain Orchestrators.  The Cross-Segment Slice Manager receives
   a network slice service profile from the tenant.  This profile
   contains the (end-to-end) slice requirements.  The Cross-Segment
   Slice Manager decompose these requirements into one or more network
   slice domain slice requirements, and send them to the respective
   Network Slice Domain Orchestrators (e.g., RAN Slice Orchestrator,
   Transport Network Slice Orchestrator, Core Network Slice
   Orchestrator).  Since the architecture discussed in this document is
   assumed to be inside the transport network domain, we only consider
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   the Network Slice Transport Orchestrator.  The Network Slice
   Transport Orchestrator uses the network slice transport requirements
   to determine which VNFs and network service(s) are required, and what
   are their resource requirements.  Once checked the Resource
   Orchestrator can provision them, the steps for deploying the slice
   begin.  First, the Resource Orchestrator creates the resource slice.
   Then, the OSS takes over the resource slice and configures it,
   resulting in a networking slice.  Finally, the OSS (assisted by the
   Network Service Orchestrator and the Tenant SDN controller),
   instantiates one or more network services (and their constituent
   VNFs) over this networking slice to realize a service slice, making
   it usable for the network slice tenant.

6.  Security Considerations

   There is no security problems introduced by this document.

7.  IANA Considerations

   There is no IANA action required by this document.
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