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Abstract

This document describes a mechanism to collect the Traffic
Engineering and Policy information that is locally available in a
node and advertise it into BGP Link State (BGP-LS) updates. Such
information can be used by external components for path computation,
re-optimization, service placement, network visualization, etc.

Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
"OPTIONAL" in this document are to be interpreted as described in BCP
14 [RFC2119] [RFC8174] when, and only when, they appear in all
capitals, as shown here.

Status of This Memo

This Internet-Draft is submitted in full conformance with the
provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
working documents as Internet-Drafts. The list of current Internet-
Drafts is at https://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maximum of six months
and may be updated, replaced, or obsoleted by other documents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite them other than as "work in progress."
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Introduction

In many network environments, traffic engineering (TE) policies are
instantiated into various forms:

0 MPLS Traffic Engineering Label Switched Paths (TE-LSPs).
o IP based tunnels (IP in IP, GRE, etc).

0 Segment Routing (SR) Policies as defined in
[I-D.ietf-spring-segment-routing-policy]

0 Local MPLS cross-connect configuration

All this information can be grouped into the same term: TE Policies.
In the rest of this document we refer to TE Policies as the set of
information related to the various instantiation of polices: MPLS TE
LSPs, IP tunnels (IPv4 or IPv6), SR Policies, etc.

TE Polices are generally instantiated at the head-end and are based
on either local configuration or controller based programming of the
node using various APIs and protocols, e.g., PCEP or BGP.

In many network environments, the configuration and state of each TE
Policy that is available in the network is required by a controller
which allows the network operator to optimize several functions and
operations through the use of a controller aware of both topology and
state information.
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One example of a controller is the stateful Path Computation Element
(PCE) [REC8231], which could provide benefits in path reoptimization.
While some extensions are proposed in Path Computation Element
Communication Protocol (PCEP) for the Path Computation Clients (PCCs)
to report the LSP states to the PCE, this mechanism may not be
applicable in a management-based PCE architecture as specified in
section 5.5 of [RFC4655]. As illustrated in the figure below, the
PCC is not an LSR in the routing domain, thus the head-end nodes of
the TE-LSPs may not implement the PCEP protocol. In this case a
general mechanism to collect the TE-LSP states from the ingress LERs
is needed. This document proposes an TE Policy state collection
mechanism complementary to the mechanism defined in [RFC8231].

I
Service | | TED |<-+----------- >
Request | ----- | TED synchronization
| | | | mechanism (for example,
\% | | | routing protocol)
————————————— Request/ | \ |
[ | Response|  ----- |
| NMS [<--=------ +> | PCE | |
| | RS |
Service |
Request |
\Y
—————————— Signaling R TR
| Head-End | Protocol | Adjacent |
| Node [<-----n---- >| Node |

Figure 1. Management-Based PCE Usage

In networks with composite PCE nodes as specified in section 5.1 of

[RFC4655], PCE is implemented on several routers in the network, and

the PCCs in the network can use the mechanism described in [RFC8231]
to report the TE Policy information to the PCE nodes. An external
component may also need to collect the TE Policy information from all
the PCEs in the network to obtain a global view of the LSP state in
the network.

In multi-area or multi-AS scenarios, each area or AS can have a child
PCE to collect the TE Policies in its own domain, in addition, a
parent PCE needs to collect TE Policy information from multiple child
PCEs to obtain a global view of LSPs inside and across the domains
involved.


https://datatracker.ietf.org/doc/html/rfc8231
https://datatracker.ietf.org/doc/html/rfc4655#section-5.5
https://datatracker.ietf.org/doc/html/rfc8231
https://datatracker.ietf.org/doc/html/rfc4655#section-5.1
https://datatracker.ietf.org/doc/html/rfc4655#section-5.1
https://datatracker.ietf.org/doc/html/rfc8231
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N

In another network scenario, a centralized controller is used for
service placement. Obtaining the TE Policy state information is
quite important for making appropriate service placement decisions
with the purpose to both meet the application's requirements and
utilize network resources efficiently.

The Network Management System (NMS) may need to provide global
visibility of the TE Policies in the network as part of the network
visualization function.

BGP has been extended to distribute link-state and traffic
engineering information to external components [REC7752]. Using the
same protocol to collect Traffic Engineering Policy and state
information is desirable for these external components since this
avoids introducing multiple protocols for network information
collection. This document describes a mechanism to distribute
traffic engineering policy information (MPLS, SR, IPv4 and IPv6) to
external components using BGP-LS.

Carrying TE Policy Information in BGP

TE Policy information is advertised in BGP UPDATE messages using the
MP_REACH_NLRI and MP_UNREACH_NLRI attributes [RFC4760]. The "Link-
State NLRI" defined in [REC7752] is extended to carry the TE Policy
information. BGP speakers that wish to exchange TE Policy
information MUST use the BGP Multiprotocol Extensions Capability Code
(1) to advertise the corresponding (AFI, SAFI) pair, as specified in
[REC4760]. New TLVs carried in the Link_State Attribute defined in
[REC7752] are also defined in order to carry the attributes of a TE
Policy in the subsequent sections.

The format of "Link-State NLRI" is defined in [RFC7752] as follows:

0] 1 2 3
©012345678901234567890123456789¢01
+-+-F-F-+-+-F-F-+-F-F-F-+-F-F-F-F-F-F-F-F-F-F-+-F-F-F-+-F-F+-+-+-+
| NLRI Type | Total NLRI Length |
+ot-F-t-F-t-t-F-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
I I
// Link-State NLRI (variable) //

T T S S T ) Lt Sor SEr Sy RS

A new "NLRI Type" is defined for TE Policy Information as following:

0 NLRI Type: TE Policy NLRI (value TBD see IANA Considerations
Section 9.1).


https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc4760
https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc4760
https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc7752
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The format of this new NLRI type is defined in Section 3 below.
3. TE Policy NLRI

This document defines the new TE Policy NLRI-Type and its format as
shown in the following figure:

0 1 2 3
©12345678901234567890123456789601
+-t-F-F-t-+-+-+-+
| Protocol-ID |
+ot-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+

| Identifier |
| (64 bits) |
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
// Headend (Node Descriptors) //
B b n e n e T e e b T ST S S Sy S S
// TE Policy Descriptors (variable) //

+ot-F-t-F-t-t-F-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
where:

0 Protocol-ID field specifies the component that owns the TE Policy
state in the advertising node. The following new Protocol-IDs are
defined (values TBD see IANA Considerations Section 9.2) and apply
to the TE Policy NLRI:

R —— e +
| Protocol-ID | NLRI information source protocol |
B o e o e e e e eooo-o- +
| TBD |  RSVP-TE |
| TBD [ Segment Routing |
R e +

o "Identifier" is an 8 octet value as defined in [REC7752].

o "Headend" consists of a Local Node Descriptor (TLV 256) as defined
in [RFEC7752].

o "TE Policy Descriptors" consists of one or more of the TLVs listed
as below: (values TBD see IANA Considerations Section 9.3):


https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc7752
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[ SR oo e e e e e oo +
| Codepoint | Descriptor TLVs |
S oo e e e mmmmmooo- +
| TBD | Tunnel ID |
| TBD | LSP ID |
| TBD | IPv4/6 Tunnel Head-end address [
| TBD | IPv4/6 Tunnel Tail-end address |
| TBD | SR Policy Candidate Path |
| TBD | Local MPLS Cross Connect [
Fommee e e e e e e e eeemeememeeaeaaa- +

The Local Node Descriptor TLV MUST include the following Node
Descriptor TLVs:

0 BGP Router-ID (TLV 516) [I-D.ietf-idr-bgpls-segment-routing-epe],
which contains a valid BGP Identifier of the local node.

0 Autonomous System Number (TLV 512) [RFC7752], which contains the
ASN or AS Confederation Identifier (ASN) [REC5065], if
confederations are used, of the local node.

The Local Node Descriptor TLV SHOULD include the following Node
Descriptor TLVs:

o IPv4 Router-ID of Local Node (TLV 1028) [RFC7752], which contains
the IPv4 TE Router-ID of the local node when one is provisioned.

o IPv6 Router-ID of Local Node (TLV 1029) [REC7752], which contains
the IPv6 TE Router-ID of the local node when one is provisioned.

The Local Node Descriptor TLV MAY include the following Node
Descriptor TLVs:

0 Member-ASN (TLV 517) [I-D.ietf-idr-bgpls-segment-routing-epe],
which contains the ASN of the confederation member (i.e. Member-
AS Number), if BGP confederations are used, of the local node.

o Node Descriptors as defined in [REC7752].

[+

TE Policy Descriptors

This sections defines the TE Policy Descriptors TLVs which are used
to describe the TE Policy being advertised by using the new BGP-LS TE
Policy NLRI type defined in Section 3.


https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc5065
https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc7752
https://datatracker.ietf.org/doc/html/rfc7752
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4.1. Tunnel Identifier (Tunnel ID)

The Tunnel Identifier TLV contains the Tunnel ID defined in [REC3209]

and is used for RSVP-TE protocol TE Policies. It has the following
format:

(C] 1 2 3
012345678901 23456789012345678901
e T e R e S S e e S S S a o S

| Type | Length |
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
| Tunnel ID |

e S b bk b S S S S S
where:

0o Type: TBD (see IANA Considerations Section 9.3)
o Length: 2 octets.
0 Tunnel ID: 2 octets as defined in [RFC3209].

4.2. LSP Identifier (LSP ID)

The LSP Identifier TLV contains the LSP ID defined in [RFC3209] and
is used for RSVP-TE protocol TE Policies. It has the following
format:

0] 1 2 3
012345678901 234567890123456789601
T e ST S P S Ay R St SPEp Sy Sy

| Type | Length |
Fot-t-F-t-t-F-t-F-t-t-F-t-F-t-F-F-t-F-t-F-F-t-F-F-t-F-t-F-F-+-+-+
| LSP ID |

Fot-t-t -ttt tot-t-t-t-t-t-+-+

where:
o Type: TBD (see IANA Considerations Section 9.3)
o Length: 2 octets.

0 LSP ID: 2 octets as defined in [REC3209].


https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
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4.3. 1IPv4/IPv6 Tunnel Head-End Address

The IPv4/IPv6 Tunnel Head-End Address TLV contains the Tunnel Head-
End Address defined in [REC3209] and is used for RSVP-TE protocol TE
Policies. It has following format:

(C] 1 2 3
012345678901 23456789012345678901
e T e R e S S e e S S S a o S

| Type I Length |
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
// IPv4/IPv6 Tunnel Head-End Address (variable) //

B e n e e T s b T S S Sy Sy S S
where:

0o Type: TBD (see IANA Considerations Section 9.3)

o Length: 4 or 16 octets.

When the IPv4/IPv6 Tunnel Head-end Address TLV contains an IPv4
address, its length is 4 (octets).

When the IPv4/IPv6 Tunnel Head-end Address TLV contains an IPv6
address, its length is 16 (octets).

4.4. 1IPv4/IPv6 Tunnel Tail-End Address

The IPv4/IPv6 Tunnel Tail-End Address TLV contains the Tunnel Tail-
End Address defined in [RFC3209] and is used for RSVP-TE protocol TE
Policies. It has following format:

0] 1 2 3
012345678901 234567890123456789601
T e ST S P S Ay R St SPEp Sy Sy

| Type | Length |
+-+-F-F-+-+-F-F-+-F-F-F-+-F-F-F-F-F-F-+-F-F-+-+-F-F-F-+-F-F+-+-+-+
// IPv4/IPv6 Tunnel Tail-End Address (variable) //

totototototototototototototototototototototototototot-totot-F-+-+
where:

o Type: TBD (see IANA Considerations Section 9.3)

o Length: 4 or 16 octets.

When the IPv4/IPv6 Tunnel Tail-end Address TLV contains an IPv4
address, its length is 4 (octets).


https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
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When the IPv4/IPv6 Tunnel Tail-end Address TLV contains an IPv6
address, its length is 16 (octets).

4.5. SR Policy Candidate Path Descriptor

The SR Policy Candidate Path Descriptor TLV identifies a Segment
Routing Policy candidate path (CP) as defined in
[I-D.ietf-spring-segment-routing-policy] and has the following
format:

(C] 1 2 3
©12345678901234567890123456789601
B e n e e T s b T S S Sy Sy S S
| Type | Length |
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
|Protocol-origin]| Flags | RESERVED |
B b n e n e T e e b T ST S S Sy S S
| Endpoint (4 or 16 octets) //
B e o S e s s s o e e e S S
| Policy Color (4 octets) |
B b e e n e T e T e S S S s
[ Originator AS Number (4 octets) [
totototototototototototototototototototototototototot-totot-F-+-+
[ Originator Address (4 or 16 octets) //
B e e ok T e e e T e b e S S S e
[ Discriminator (4 octets) [
+ot-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+

where:
o Type: TBD (see IANA Considerations Section 9.3)
o Length: variable (valid values are 24, 36 or 48 octets)
0 Protocol-Origin : 1 octet field which identifies the protocol or

component which is responsible for the instantiation of this path.
Following protocol-origin codepoints are defined in this document.

Fomm e e oo s +
| Code Point | Protocol Origin |
S U . N T e N . +
| 1 | PCEP |
| 2 | BGP SR Policy |
| 3 | Local (via CLI, Yang model through NETCONF, gRPC, etc.) |
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H

o Flags: 1 octet field with following bit positions defined. Other
bits SHOULD be cleared by originator and MUST be ignored by
receiver.

01234567
ottt
|[E[O] |
B S S

where:

* E-Flag : Indicates the encoding of endpoint as IPv6 address
when set and IPv4 address when clear

* 0-Flag : Indicates the encoding of originator address as IPv6
address when set and IPv4 address when clear

0 Reserved : 2 octets which SHOULD be set to @ by originator and
MUST be ignored by receiver.

0o Endpoint : 4 or 16 octets (as indicated by the flags) containing
the address of the endpoint of the SR Policy

o Color : 4 octets that indicates the color of the SR Policy
0 Originator ASN : 4 octets to carry the 4 byte encoding of the ASN

of the originator. Refer [I-D.ietf-spring-segment-routing-policy]
Sec 2.4 for details.

0o Originator Address : 4 or 16 octets (as indicated by the flags) to
carry the address of the originator. Refer
[I-D.ietf-spring-segment-routing-policy] Sec 2.4 for details.

o Discriminator : 4 octets to carry the discrimator of the path.
Refer [I-D.ietf-spring-segment-routing-policy] Sec 2.5 for
details.

Local MPLS Cross Connect

The Local MPLS Cross Connect TLV identifies a local MPLS state in the
form of incoming label and interface followed by an outgoing label
and interface. Outgoing interface may appear multiple times (for
multicast states). It is used with Protocol ID set to "Static
Configuration" value 5 as defined in [REC7752].

The Local MPLS Cross Connect TLV has the following format:


https://datatracker.ietf.org/doc/html/rfc7752
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0 1 2 3
©1234567890123456789012345678901
totot-t-t-tot-t-tot-t-t-tot-F-t-t-t-t-t-t-t-t-t-t-t-Ft-t-t-F-+-+-+
| Type | Length |
ottt -ttt -ttt -ttt -ttt -t -F-F-F-F-+-+-+
| Incoming label (4 octets) |
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
| Outgoing label (4 octets) |
B b n e n e T e e b T ST S S Sy S S
// Sub-TLVs (variable) //
totod-tototototototototototototototototototototototot-totot-F-+-+
where:
o Type: TBD (see IANA Considerations Section 9.3)
o Length: variable.
o Incoming and Outgoing labels: 4 octets each.
0 Sub-TLVs: following Sub-TLVs are defined:
* Interface Sub-TLV
* Forwarding Equivalent Class (FEC)
The Local MPLS Cross Connect TLV:
MUST have an incoming label.
MUST have an outgoing label.

MAY contain an Interface Sub-TLV having the I-flag set.

MUST contain at least one Interface Sub-TLV having the I-flag
unset.

MAY contain multiple Interface Sub-TLV having the I-flag unset.
This is the case of a multicast MPLS cross connect.

MAY contain a FEC Sub-TLV.

The following sub-TLVs are defined for the Local MPLS Cross Connect
TLV (values TBD see IANA Considerations Section 9.3):
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Y ot e e e e e e eeo— oo +
| Codepoint | Descriptor TLV |
Fomm e Fmm e e e e e e e e +
| TBD | MPLS Cross Connect Interface |
| TBD | MPLS Cross Connect FEC [
Fommmm e aaaas - +

These are defined in the following sub-sections.
4.6.1. MPLS Cross Connect Interface

The MPLS Cross Connect Interface sub-TLV is optional and contains the
identifier of the interface (incoming or outgoing) in the form of an
IPv4 address or an IPv6 address.

The MPLS Cross Connect Interface sub-TLV has the following format:

0 1 2 3
0123456789061 234567890612345678901
+ot-t-t-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Type | Length [
Bk e T e R e e eh ek R S e e T R e R S b ik st ;T S S P

+-t-F-t -ttt -+-+
Flags
e e R i st

+ot-t-t-t-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Local Interface Identifier (4 octets) |
B b ek o e e e e S e e b b b b ek sk sk T P S TP S S S S S S
// Interface Address (4 or 16 octets) //
ottt -t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
where:
0o Type: TBD (see IANA Considerations Section 9.3)
0o Length: 9 or 21.
o Flags: 1 octet of flags defined as follows:
01234567
tototot-tot-t-t+-+
|I] I

Fot-totob-tot-t-+

where:
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* I-Flag is the Interface flag. When set, the Interface Sub-TLV
describes an incoming interface. If the I-flag is not set,
then the Interface Sub-TLV describes an outgoing interface.

0 Local Interface Identifier: a 4 octet identifier.

o Interface address: a 4 octet IPv4 address or a 16 octet IPv6
address.

4.6.2. MPLS Cross Connect FEC

The MPLS Cross Connect FEC sub-TLV is optional and contains the FEC
associated to the incoming label.

The MPLS Cross Connect FEC sub-TLV has the following format:

0 1 2 3
©12345678901234567890123456789601
totot-t-t-tot-t-tot-t-t-tot-F-t-t-t-t-t-t-t-t-t-t-t-Ft-t-t-F-+-+-+
| Type | Length |
ottt -ttt -ttt -ttt -ttt -t -F-F-F-F-+-+-+
| Flags | Masklength | Prefix (variable) //
totod-tototot-tototot-t-totot-t-todtot-t-tot-t-t-tot-t-t-F-F-+-+-+
// Prefix (variable) //
B b n e n e T e e b T ST S S Sy S S

where:

0 Type: TBD (see IANA Considerations Section 9.3)

o Length: variable.

0o Flags: 1 octet of flags defined as follows:
01234567
+-t-t-t-F-t-+-+-+
[4] |
-ttt -t-t-F+-+-+

where:

* 4-Flag is the IPv4 flag. When set, the FEC Sub-TLV describes
an IPv4 FEC. If the 4-flag is not set, then the FEC Sub-TLV
describes an IPv6 FEC.

0 Mask Length: 1 octet of prefix length.
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5.

0 Prefix: an IPv4 or IPv6 prefix whose mask length is given by the "
Mask Length" field padded to an octet boundary.

MPLS-TE Policy State TLV

A new TLV called "MPLS-TE Policy State TLV", is used to describe the
characteristics of the MPLS-TE Policy and it is carried in the
optional non-transitive BGP Attribute "LINK_STATE Attribute" defined
in [REC7752]. These MPLS-TE Policy characteristics include the
characteristics and attributes of the policy, its dataplane, explicit
path, Quality of Service (QoS) parameters, route information, the
protection mechanisms, etc.

The MPLS-TE Policy State TLV has the following format:
0 1 2 3

©12345678901234567890123456789601
Fotototodtotototot oottt ottt oottt ottt ottt oboto bttt

| Type | Length |
+-t-F-t-t-F-F-F-t-F-t-F-F-F-F-F-F-F-t-F-F-F-t-+-F-F-F-+-F-F+-+-+-+
| Object-origin | Address Family| RESERVED [

I e e e e R R e e e T e e e o R R R R e e R e R et T T
+-t-F-t-t-F-F-F-t-F-t-F-F-F-F-F-F-F-t-F-F-F-t-+-F-F-F-+-F-F+-+-+-+
// MPLS-TE Policy State Objects (variable) //
ottt -t-F-t-t-t-F-t-F-F-F-F-F-F-F-t-F-F-F-t-F-F-F-F-F-F-F-+-+-+
where:

MPLS-TE Policy State TLV

0o Type: TBD (see IANA Considerations Section 9.3)

0o Length: the total length of the MPLS-TE Policy State TLV not
including Type and Length fields.

0 Object-origin: identifies the component (or protocol) from which

the contained object originated. This allows for objects defined
in different components to be collected while avoiding the
possible codepoint collisions among these components. Following
object-origin codepoints are defined in this document.


https://datatracker.ietf.org/doc/html/rfc7752
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Fommmmo oo o e e e +
| Code | Object [
| Point | Origin [
Fomm e e oo o Fom e e +
| 1 | RSVP-TE |
| 2 | PCEP |
| 3 | Local/Static |
Fommmm oo oo +

0 Address Family: describes the address family used to setup the
MPLS-TE policy. The following address family values are defined
in this document:

S JERUpEp e +
| Code | Dataplane |
| Point [ |
Fommmmo oo Fom e o e +
| 1 | MPLS-IPv4 |
| 2 | MPLS-IPV6 |
Fommmmo oo o e e e +

0 RESERVED: 16-bit field. SHOULD be set to 0 on transmission and
MUST be ignored on receipt.

o TE Policy State Objects: Rather than replicating all these objects
in this document, the semantics and encodings of the objects as
defined in RSVP-TE and PCEP are reused.

The state information is carried in the "MPLS-TE Policy State
Objects" with the following format as described in the sub-sections
below.

5.1. RSVP Objects

RSVP-TE objects are encoded in the "MPLS-TE Policy State Objects"
field of the MPLS-TE Policy State TLV and consists of MPLS TE LSP
objects defined in RSVP-TE [RFC3209] [RFC3473]. Rather than
replicating all MPLS TE LSP related objects in this document, the
semantics and encodings of the MPLS TE LSP objects are re-used.
These MPLS TE LSP objects are carried in the MPLS-TE Policy State
TLV.

When carrying RSVP-TE objects, the "Object-Origin" field is set to
"RSVP-TE".

The following RSVP-TE Objects are defined:

0 SENDER_TSPEC and FLOW_SPEC [RFC2205]


https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3473
https://datatracker.ietf.org/doc/html/rfc2205

Previdi, et al. Expires November 3, 2019 [Page 16]



Internet-Draft TE Policy State Distribution using BGP-LS May 2019

0 SESSION_ATTRIBUTE [RFC3209]
0 EXPLICIT_ROUTE Object (ERO) [RFC3209]
0 ROUTE_RECORD Object (RRO) [RFC3209]
0 FAST_REROUTE Object [RFC4090]
0 DETOUR Object [RFC4090]
0 EXCLUDE_ROUTE Object (XRO) [RFC4874]
0 SECONDARY_EXPLICIT_ROUTE Object (SERO) [RFC4873]
0 SECONDARY_RECORD_ROUTE (SRRO) [RFC4873]
0 LSP_ATTRIBUTES Object [RFC5420]
0 LSP_REQUIRED_ATTRIBUTES Object [RFC5420]
0 PROTECTION Object [RFC3473][RFC4872][RFC4873]
0 ASSOCIATION Object [RFC4872]
0 PRIMARY_PATH_ROUTE Object [REC4872]
0 ADMIN_STATUS Object [RFC3473]
0 LABEL_REQUEST Object [RFC3209][RFC3473]
For the MPLS TE LSP Objects listed above, the corresponding sub-
objects are also applicable to this mechanism. Note that this list
is not exhaustive, other MPLS TE LSP objects which reflect specific
characteristics of the MPLS TE LSP can also be carried in the LSP
state TLV.

5.2. PCEP Objects
PCEP objects are encoded in the "MPLS-TE Policy State Objects" field
of the MPLS-TE Policy State TLV and consists of PCEP objects defined
in [REC5440]. Rather than replicating all MPLS TE LSP related
objects in this document, the semantics and encodings of the MPLS TE
LSP objects are re-used. These MPLS TE LSP objects are carried in

the MPLS-TE Policy State TLV.

When carrying PCEP objects, the "Object-Origin" field is set to
"PCEP".


https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc4090
https://datatracker.ietf.org/doc/html/rfc4090
https://datatracker.ietf.org/doc/html/rfc4874
https://datatracker.ietf.org/doc/html/rfc4873
https://datatracker.ietf.org/doc/html/rfc4873
https://datatracker.ietf.org/doc/html/rfc5420
https://datatracker.ietf.org/doc/html/rfc5420
https://datatracker.ietf.org/doc/html/rfc3473
https://datatracker.ietf.org/doc/html/rfc4873
https://datatracker.ietf.org/doc/html/rfc4872
https://datatracker.ietf.org/doc/html/rfc4872
https://datatracker.ietf.org/doc/html/rfc3473
https://datatracker.ietf.org/doc/html/rfc3209
https://datatracker.ietf.org/doc/html/rfc5440
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o

The following PCEP Objects are defined:
0 METRIC Object [RFC5440]
0 BANDWIDTH Object [RFC5440]

For the MPLS TE LSP Objects listed above, the corresponding sub-
objects are also applicable to this mechanism. Note that this list
is not exhaustive, other MPLS TE LSP objects which reflect specific
characteristics of the MPLS TE LSP can also be carried in the TE
Policy State TLV.

SR Policy State TLVs

Segment Routing Policy (SR Policy) architecture is specified in
[I-D.ietf-spring-segment-routing-policy]. A SR Policy can comprise
of one or more candidate paths (CP) of which at a given time one and
only one may be active (i.e. installed in forwarding and usable for
steering of traffic). Each CP in turn may have one or more SID-List
of which one or more may be active; when multiple are active then
traffic is load balanced over them.

This section defines the various TLVs which enable the headend to
report the state of an SR Policy, its CP(s), SID-List(s) and their
status. These TLVs are carried in the optional non-transitive BGP
Attribute "LINK_STATE Attribute" defined in [REC7752] and enable the
same consistent form of reporting for SR Policy state irrespective of
the Protocol-0Origin used to provision the policy. Detailed procedure
is described in Section 7 .

.1. SR Binding SID

The SR Binding SID (BSID) is an optional TLV that provides the BSID
and its attributes for the SR Policy CP. The TLV MAY also optionally
contain the Provisioned BSID value for reporting when explicitly
provisioned.

The TLV has the following format:


https://datatracker.ietf.org/doc/html/rfc5440
https://datatracker.ietf.org/doc/html/rfc5440
https://datatracker.ietf.org/doc/html/rfc7752
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0] 1 2 3
012345678901 234567890123456789601
e

| Type | Length |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| BSID Flags | RESERVED |
B e T S S b a s s o s e e S
| Binding SID (4 or 16 octets) //
B T S I e o o ot S S S S S S S T S S S S
| Provisioned Binding SID (optional, 4 or 16 octets) //

B s ST S s s o S S e b ot ok Sk s
where:

o Type: TBD (see IANA Considerations Section 9.3)

o Length: variable (valid values are 12, 16, 24 or 40 octets)

0 BSID Flags: 2 octet field that indicates attribute and status of

the Binding SID (BSID) associated with this CP. The following bit
positions are defined and the semantics are described in detail in

[I-D.ietf-spring-segment-routing-policy]. Other bits SHOULD be
cleared by originator and MUST be ignored by receiver.

0] 1
0123456789012345
e T S e T Jor T S S i s
IDIBJUIS|L|F] |
dototototototototototobototot-t-+

where:

* D-Flag : Indicates the dataplane for the BSIDs and if they are
16 octet SRv6 SID when set and are 4 octet SR/MPLS label value
when clear.

* B-Flag : Indicates the allocation of the value in the BSID
field when set and indicates that BSID is not allocated when
clear.

* U-Flag : Indicates the provisioned BSID value is unavailable
when set.

* S-Flag : Indicates the BSID value in use is specified or

provisioned value when set and dynamically allocated value when

clear.
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* L-Flag : Indicates the BSID value is from the Segment Routing
Local Block (SRLB) of the headend node when set and is from the
local label pool when clear

* F-Flag : Indicates the BSID value is one allocated from dynamic
range due to fallback (e.g. when specified BSID is unavailable)
when set.

0 RESERVED: 2 octets. SHOULD be set to O by originator and MUST be
ignored by receiver.

0o Binding SID: It indicates the operational or allocated BSID value
for the CP based on the status flags.

0 Provisioned BSID: Optional field used to report the explicitly
provisioned BSID value as indicated by the S-Flag being clear.

The BSID fields above are 4 octet carrying the MPLS Label or 16
octets carrying the SRv6 SID based on the BSID D-flag. When carrying
the MPLS Label, as shown in the figure below, the TC, S and TTL
(total of 12 bits) are RESERVED and SHOULD be set to © by originator
and MUST be ignored by the receiver.

0 1 2 3
©12345678901234567890123456789601
Fotototototototototototototototot oottt ottt -ttt
| Label | TC |S]| TTL |
e s s e s ST U S ey S S S 3

(]
N

SR Candidate Path State

The SR Candidate Path (CP) State TLV provides the operational status
and attributes of the SR Policy at the CP level. The TLV has the
following format:

0] 1 2 3
012345678901 23456789012345678901
B

| Type | Length |
B T e n b e e T e el e T P P Sy S S S
| Priority | RESERVED | Flags |

tot-t-t-t-F-F-F-t-t-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Preference (4 octets) |
BT R b E b e e ok T e S T TP SN S S Sy S o

where:
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0 Type: TBD (see IANA Considerations Section 9.3)
0o Length: 12 octets

0 Priority : 1 octet value which indicates the priority of the CP.
Refer Section 2.12 of [I-D.ietf-spring-segment-routing-policy].

0 RESERVED: 1 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

o Flags: 2 octet field that indicates attribute and status of the
CP. The following bit positions are defined and the semantics are
described in detail in [I-D.ietf-spring-segment-routing-policy].
Other bits SHOULD be cleared by originator and MUST be ignored by
receiver.

0] 1
012345678901 2345
B e T b 2 ST S s
ISIAIBIE|V[O|D|C|T|T] |
B R R S s S S

where:

* S-Flag : Indicates the CP is in administrative shut state when
set

* A-Flag : Indicates the CP is the active path (i.e. one
provisioned in the forwarding plane) for the SR Policy when set

* B-Flag : Indicates the CP is the backup path (i.e. one
identified for path protection of the active path) for the SR
Policy when set

* E-Flag : Indicates that the CP has been evaluated for validity
(e.g. headend may evaluate CPs based on their preferences) when
set

* V-Flag : Indicates the CP has at least one valid SID-List when
set

* 0-Flag : Indicates the CP was instantiated by the headend due
to an on-demand-nexthop trigger based on local template when
set. Refer Section 8.5 of
[I-D.ietf-spring-segment-routing-policy].

* D-Flag : Indicates the CP was delegated for computation to a
PCE/controller when set
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N

w

* C-Flag : Indicates the CP was provisioned by a PCE/controller
when set

* I-Flag : Indicates the CP will perform the "drop upon invalid"
behavior when no other active path is available for this SR
Policy and this path is the one with best preference amongst
the available CPs. Refer Section 8.2 of
[I-D.ietf-spring-segment-routing-policy].

* T-Flag : Indicates the CP has been marked as eligible for use
as Transit Policy on the headend when set. Refer Section 8.3
of [I-D.ietf-spring-segment-routing-policy].

o Preference : 4 octet value which indicates the preference of the
CP. Refer Section 2.7 of
[I-D.ietf-spring-segment-routing-policy].

SR Candidate Path Name

The SR Candidate Path Name TLV is an optional TLV that is used to
carry the symbolic name associated with the candidate path. The TLV
has the following format:

0 1 2 3
©012345678901234567890123456789601
B S s st T o e S T ot o S S

| Type | Length |
+-t-F-t-t-F-F-F-F-F-F-F-F-F-F-+-F-F-F-F-F-F-F-+-F-F-F-+-F-F+-+-+-+
| Candidate Path Symbolic Name (variable) //

ottt -t-tot-t-t-t-t-t-t-d-F-t-t-F-t-t-t-F-t-t-t-F-F-t-F-F-+-+-+
where:

0 Type: TBD (see IANA Considerations Section 9.3)

o Length: variable

o CP Name : Symbolic name for the CP. It is a string of printable
ASCII characters without a NULL terminator.

SR Candidate Path Constraints

The SR Candidate Path Constraints TLV is an optional TLV that is used
to report the constraints associated with the candidate path. The
constraints are generally applied to a dynamic candidate path which
is computed by the headend. The constraints may also be applied to
an explicit path where the headend is expected to validate that the
path expresses satisfies the specified constraints and the path is to
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be invalidated by the headend when the constraints are no longer met

(e.g. due to topology changes).
The TLV has the following format:
0 1 2 3

012345678901 23456789012345678901
T e T D e S RS

| Type | Length |
FotodtototototototototototototoFototot-toFototot-Fot-tot-t-F-t-F-+
| Flags | RESERVED |
B e S e e S S S e D s St
| MTID |  Algorithm | RESERVED |
Fotodtototototototototodtototototototot ottt otoFototot oottt
| sub-TLVs (variable) //

+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
where:
0o Type: TBD (see IANA Considerations Section 9.3)

o Length: variable

o Flags: 2 octet field that indicates the constraints that are being

applied to the CP. The following bit positions are defined and

the other bits SHOULD be cleared by originator and MUST be ignored

by receiver.

0] 1
0123456789012345
e S S S S T ok o S S s
IDIPIUJA|T] |
dototototototototototobototot-t-+

where:

* D-Flag : Indicates that the CP needs to use SRv6 dataplane when

set and SR/MPLS dataplane when clear

* P-Flag : Indicates that the CP needs to use only protected SIDs

when set

* U-Flag : Indicates that the CP needs to use only unprotected
SIDs when set

* A-Flag : Indicates that the CP needs to use the SIDs belonging

to the specified SR Algorithm only when set
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* T-Flag: Indicates that the CP needs to use the SIDs belonging
to the specified topology only when set

0 RESERVED: 2 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

0 MTID : Indicates the multi-topology identifier of the IGP topology
that is preferred to be used when the path is setup. When the
T-flag is set then the path is strictly useing the specified
topology SIDs only.

0 Algorithm : Indicates the algorithm that is preferred to be used
when the path is setup. When the A-flag is set then the path is
strictly using the specified algorithm SIDs only.

0 RESERVED: 1 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

0 sub-TLVs: optional sub-TLVs MAY be included in this TLV to
describe other constraints.

The following constraint sub-TLVs are defined for the SR CP
Constraints TLV.

6.4.1. SR Affinity Constraint

The SR Affinity Constraint sub-TLV is an optional sub-TLV that is
used to carry the affinity constraints [RFC2702] associated with the
candidate path. The affinity is expressed in terms of Extended Admin
Group (EAG) as defined in [RFC7308]. The TLV has the following
format:

0] 1 2 3
012345678901 23456789012345678901
S

| Type | Length |
B b b e e T e b e =
| Excl-Any-Size | Incl-Any-Size | Incl-All-Size | RESERVED |
ottt tototototototototot ottt ottt otototot ottt -t-+-+
| Exclude-Any EAG (optional, variable) //
BT R b E b e e ok T e S T TP SN S S Sy S o
| Include-Any EAG (optional, variable) //
B s e sl T S S S s SEE SR S e R e b =
| Include-All EAG (optional, variable) //

B s st T e SPE U S Sy S S s o S S

where:


https://datatracker.ietf.org/doc/html/rfc2702
https://datatracker.ietf.org/doc/html/rfc7308
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6.4.2.

Type: TBD (see IANA Considerations Section 9.3)

Length: variable, dependent on the size of the Extended Admin
Group. MUST be a multiple of 4 octets.

Exclude-Any-Size : one octet to indicate the size of Exclude-Any
EAG bitmask size in multiples of 4 octets. (e.g. value 0
indicates the Exclude-Any EAG field is skipped, value 1 indicates
that 4 octets of Exclude-Any EAG is included)

Include-Any-Size : one octet to indicate the size of Include-Any
EAG bitmask size in multiples of 4 octets. (e.g. value O
indicates the Include-Any EAG field is skipped, value 1 indicates
that 4 octets of Include-Any EAG is included)

Include-All-Size : one octet to indicate the size of Include-All
EAG bitmask size in multiples of 4 octets. (e.g. value 0
indicates the Include-All EAG field is skipped, value 1 indicates
that 4 octets of Include-All EAG is included)

RESERVED: 1 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

Exclude-Any EAG : the bitmask used to represent the affinities to
be excluded from the path.

Include-Any EAG : the bitmask used to represent the affinities to
be included in the path.

Include-All EAG : the bitmask used to represent the all affinities
to be included in the path.

SR SRLG Constraint

The SR SRLG Constraint sub-TLV is an optional sub-TLV that is used to
carry the Shared Risk Link Group (SRLG) values [RFC4202] that are to
be excluded from the candidate path. The TLV has the following
format:

1 2 3

012345678901234567890123456789601

FodotototototototototototototoF-totot-tototoF-totot-b-tot-F-t-t+-+

Type | Length |

B ST e T ST S e e S S S T St T S

SRLG Values (variable, multiples of 4 octets) //

e

where:


https://datatracker.ietf.org/doc/html/rfc4202
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6.4.

0 Type: TBD (see IANA Considerations Section 9.3)

o Length: variable, dependent on the number of SRLGs encoded. MUST
be a multiple of 4 octets.

0 SRLG Values : One or more SRLG values (each of 4 octets).
3. SR Bandwidth Constraint

The SR Bandwidth Constraint sub-TLV is an optional sub-TLV that is
used to indicate the desired bandwidth availability that needs to be
ensured for the candidate path. The TLV has the following format:

0] 1 2 3
012345678901 23456789012345678901
B s e sl T S S S s SEE SR S e R e b =
| Type | Length |
B T n s o T e e T e e E ek Sk S S S S A
| Bandwidth |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+

where:
0o Type: TBD (see IANA Considerations Section 9.3)
o Length: 8 octects

0 Bandwidth : 4 octets which specify the desired bandwidth in unit
of bytes per second in IEEE floating point format.

4.4. SR Disjoint Group Constraint

6.

The SR Disjoint Group Constraint sub-TLV is an optional sub-TLV that
is used to carry the disjointness constraint associated with the
candidate path. The disjointness between two SR Policy Candidate
Paths is expressed by associating them with the same disjoint group
identifier and then specifying the type of disjointness required
between their paths. The computation is expected to achieve the
highest level of disjointness requested and when that is not possible
then fallback to a lesser level progressively based on the levels
indicated.

The TLV has the following format:
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0] 1 2 3
012345678901 234567890123456789601
e

| Type | Length |
+-t-F-F-+-F-F-F-F-F-F-F-F-F-F-+-F-F-F-F+-F-F-F-+-F-F-F-F-F-F+-+-+-+
| Request-Flags | Status-Flags | RESERVED |

B e T S S b a s s o s e e S
| Disjoint Group Identifier |
B T S I e o o ot S S S S S S S T S S S S

where:
0 Type: TBD (see IANA Considerations Section 9.3)
o Length: 12 octets

0 Request Flags : one octet to indicate the level of disjointness
requested as specified in the form of flags. The following flags
are defined and the other bits SHOULD be cleared by originator and
MUST be ignored by receiver.

01234567
Fototototot ottt
ISINILIF|T] |
tot-tot-tot-t-t-+

where:
* S-Flag : Indicates that SRLG disjointness is requested
* N-Flag : Indicates that node disjointness is requested when
* L-Flag : Indicates that link disjointness is requested when

* F-Flag : Indicates that the computation may fallback to a lower
level of disjointness amongst the ones requested when all
cannot be achieved

* I-Flag : Indicates that the computation may fallback to the
default best path (e.g. IGP path) in case of none of the
desired disjointness can be achieved.

o Status Flags : one octet to indicate the level of disjointness
that has been achieved by the computation as specified in the form
of flags. The following flags are defined and the other bits
SHOULD be cleared by originator and MUST be ignored by receiver.
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01234567
I I e S S
[SINJLIFITIX] |
o -t-t-F-t-F+-+-+
where:
* S-Flag : Indicates that SRLG disjointness is achieved
* N-Flag : Indicates that node disjointness is achieved

* L-Flag : Indicates that link disjointness is achieved

* F-Flag : Indicates that the computation has fallen back to a
lower level of disjointness that requested.

* I-Flag : Indicates that the computation has fallen back to the
best path (e.g. IGP path) and disjointness has not been
achieved

* X-Flag : Indicates that the disjointness constraint could not
be achieved and hence path has been invalidated

0 RESERVED: 2 octets. SHOULD be set to O by originator and MUST be
ignored by receiver.

0o Disjointness Group Identifier : 4 octet value that is the group
identifier for a set of disjoint paths

6.5. SR Segment List

The SR Segment List TLV is used to report the SID-List(s) of a
candidate path. The TLV has following format:
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0 1 2 3
©012345678901234567890123456789601
tot-t-t-t-t-F-F-t-t-t-t-t-t-t-F-F-F-F-F-F-F-t-t-t-F-t-F-F-F-+-+-+
| Type | Length |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Flags | RESERVED |
tot-t-t-t-F-F-F-t-t-t-t-t-t-F-F-F-F-F-F-F-F-t-t-F-F-F-F-F-F-+-+-+
| MTID |  Algorithm | RESERVED |
B T S I e o o ot S S S S S S S T S S S S
| Weight (4 octets) |
+ot-t-t-t-F-F-F-t-t-t-t-t-t-F-F-F-F-F-F-F-F-F-t-F-F-F-F-F-+-+-+-+
| sub-TLVs (variable) //
B T e n b e e T e el e T P P Sy S S S

where:

0o Type: TBD (see IANA Considerations Section 9.3)

o Length: variable

0 Flags: 2 octet field that indicates attribute and status of the
SID-List.The following bit positions are defined and the semantics
are described in detail in

[I-D.ietf-spring-segment-routing-policy]. Other bits SHOULD be
cleared by originator and MUST be ignored by receiver.

(0] 1
012345678901 2345
dototototototototototobototot-t-+
IDIEICIVIRIF|A|T|M] |
dotototodtototodt oottt oottt

where:

* D-Flag : Indicates the SID-List is comprised of SRv6 SIDs when
set and indicates it is comprised of SR/MPLS labels when clear.

* E-Flag : Indicates that SID-List is an explicit path when set
and indicates dynamic path when clear.

* C-Flag : Indicates that SID-List has been computed for a
dynamic path when set. It is always reported as set for
explicit paths.

* V-Flag : Indicates the SID-List has passed verification or its
verification was not required when set and failed verification
when clear.
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* R-Flag : Indicates that the first Segment has been resolved
when set and failed resolution when clear.

* F-Flag : Indicates that the computation for the dynamic path
failed when set and succeeded (or not required in case of
explicit path) when clear

* A-Flag : Indicates that all the SIDs in the SID-List belong to
the specified algorithm when set.

* T-Flag : Indicates that all the SIDs in the SID-List belong to
the specified topology (identified by the multi-topology ID)
when set.

* M-Flag : Indicates that the SID-list has been removed from the
forwarding plane due to fault detection by a monitoring
mechanism (e.g. BFD) when set and indicates no fault detected
or monitoring is not being done when clear.

0 RESERVED: 2 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

0 MTID : 2 octet that indicates the multi-topology identifier of the
IGP topology to be used when the T-flag is set.

o Algorithm: 1 octet that indicates the algorithm of the SIDs used
in the SID-List when the A-flag is set.

0 RESERVED: 1 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

0 Weight: 4 octet field that indicates the weight associated with
the SID-List for weighted load-balancing. Refer Section 2.2 and
2.11 of [I-D.ietf-spring-segment-routing-policy].

0 Sub-TLVs : variable and contains the ordered set of Segments and
any other optional attributes associated with the specific SID-
List.

The SR Segment sub-TLV (defined in Section 6.6) MUST be included as
an ordered set of sub-TLVs within the SR Segment List TLV when the
SID-List is not empty. A SID-List may be empty in certain cases
(e.g. for a dynamic path) where the headend has not yet performed the
computation and hence not derived the segments required for the path;
in such cases, the SR Segment List TLV SHOULD NOT include any SR
Segment sub-TLVs.
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6.6. SR Segment

The SR Segment sub-TLV describes a single segment in a SID-List. One
or more instances of this sub-TLV in an ordered manner constitute a
SID-List for a SR Policy candidate path. It is a sub-TLV of the SR
Segment List TLV and has following format:

0 1 2 3
01234567890123456789012345678901
B T n s o T e e T e e E ek Sk S S S S A
| Type | Length |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| Segment Type | RESERVED | Flags |
B e b b ek s o e e S e e e e ek sk S P P TP S S S S S T
| SID (4 or 16 octets) //
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
// Segment Descriptor (variable) //
ottt -t-tot-t-t-t-t-t-t-d-F-t-t-F-t-t-t-F-t-t-t-F-F-t-F-F-+-+-+
// Sub-TLVs (variable) //
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+

where:
0o Type: TBD (see IANA Considerations Section 9.3)
o Length: variable

0 Segment Type : 1 octet which indicates the type of segment (refer
Section 6.6.1 for details)

0 RESERVED: 1 octet. SHOULD be set to 0 by originator and MUST be
ignored by receiver.

0 Flags: 2 octet field that indicates attribute and status of the
Segment and its SID. The following bit positions are defined and
the semantics are described in detail in
[I-D.ietf-spring-segment-routing-policy]. Other bits SHOULD be
cleared by originator and MUST be ignored by receiver.

0] 1
©123456789012345
e S g SR S ST S S i S
ISIEIVIRIA] |
e T T TS S Sy g

where:
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* S-Flag : Indicates the presence of SID value in the SID field
when set and that no value is indicated when clear.

* E-Flag : Indicates the SID value is explicitly provisioned
value (locally on headend or via controller/PCE) when set and
is a dynamically resolved value by headend when clear

* V-Flag : Indicates the SID has passed verification or did not
require verification when set and failed verification when
clear.

* R-Flag : Indicates the SID has been resolved or did not require
resolution (e.g. because it is not the first SID) when set and
failed resolution when clear.

* A-Flag : Indicates that the Algorithm indicated in the Segment
descriptor is valid when set. When clear, it indicates that
the headend is unable to determine the algorithm of the SID.

0o SID : 4 octet carrying the MPLS Label or 16 octets carrying the
SRv6 SID based on the Segment Type. When carrying the MPLS Label,
as shown in the figure below, the TC, S and TTL (total of 12 bits)
are RESERVED and SHOULD be set to © by originator and MUST be
ignored by the receiver.

(C] 1 2 3
012345678901 23456789012345678901
B S S e e s o S e e S S T Aor e RS
| Label | TC |S| TTL |
e e S e s ol ST U Sy S S Sy Sy S e S et s e RS

0 Segment Descriptor : variable size Segment descriptor based on the
type of segment (refer Section 6.6.1 for details)

0 Sub-Sub-TLVs : variable and contains any other optional attributes
associated with the specific SID-List.

Currently no Sub-Sub-TLV of the SR Segment sub-TLV is defined.
6.6.1. Segment Descriptors

[I-D.ietf-spring-segment-routing-policy] section 4 defines multiple
types of segments and their description. This section defines the

encoding of the Segment Descriptors for each of those Segment types
to be used in the Segment sub-TLV describes previously in

Section 6.6.



Previdi, et al. Expires November 3, 2019 [Page 32]



Internet-Draft TE Policy State Distribution using BGP-LS May 2019

The following types are currently defined (suggested values, to be
assigned by IANA):

| Type | Segment Description

Invalid

SR-MPLS Label

SRv6 SID as IPv6 address

SR-MPLS Prefix SID as IPv4 Node Address

SR-MPLS Prefix SID as IPv6 Node Global Address
SR-MPLS Adjacency SID as IPv4 Node Address & Local
Interface ID

I I I
I I I
I I I
I I I
I I I
I I I
I I I
| 6 | SR-MPLS Adjacency SID as IPv4 Local & Remote Interface |
| | Addresses |
| 7 | SR-MPLS Adjacency SID as pair of IPv6 Global Address & |
| | Interface ID for Local & Remote nodes |
| 8 | SR-MPLS Adjacency SID as pair of IPv6 Global Addresses for |
| | the Local & Remote Interface |
| 9 | SRv6 END SID as IPv6 Node Global Address |
| 10 | SRv6 END.X SID as pair of IPv6 Global Address & Interface ID |
| | for Local & Remote nodes |
| 11 | SRv6 END.X SID as pair of IPv6 Global Addresses for the |
| | Local & Remote Interface |
S JEpupp NS +

6.6.1.1. Type 1: SR-MPLS Label

The Segment is SR-MPLS type and is specified simply as the label.
The format of its Segment Descriptor is as follows:

0 1 2 3
©012345678901234567890123456789601
+-t-t-t-t-F+-+-+-+
| Algorithm |
-ttt -+-+-+

Where:
o Algorithm: 1 octet value that indicates the algorithm used for

picking the SID. This is valid only when the A-flag has been set
in the Segment TLV.
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6.6.1.2. Type 2: SRv6 SID

The Segment is SRv6 type and is specified simply as the SRv6 SID
address. The format of its Segment Descriptor is as follows:

0] 1 2 3
012345678901 23456789012345678901
B S

| Algorithm |
+-t-t-t-t-t-+-+-+

Where:

o Algorithm: 1 octet value that indicates the algorithm used for
picking the SID. This is valid only when the A-flag has been set
in the Segment TLV.

6.6.1.3. Type 3: SR-MPLS Prefix SID for IPv4

The Segment is SR-MPLS Prefix SID type and is specified as an IPv4
node address. The format of its Segment Descriptor is as follows:

(C] 1 2 3
012345678901234567890123456789601
+-d-t-t-F-F-F+-+-+
| Algorithm |
B s ST S s s o S S e b ot ok Sk s
| IPv4 Node Address (4 octets)
B T S I e o o ot S S S S S S S T S S S S

Where:

o Algorithm: 1 octet value that indicates the algorithm used for
picking the SID

o IPv4 Node Address: 4 octet value which carries the IPv4 address
associated with the node

6.6.1.4. Type 4: SR-MPLS Prefix SID for IPvé6

The Segment is SR-MPLS Prefix SID type and is specified as an IPv6
global address. The format of its Segment Descriptor is as follows:
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0 1 2 3
©012345678901234567890123456789601
+ot-t-t-F+-+-+-+-+

| Algorithm |
+-t-F-F-+-F-F-F-F-F-F-F-F-F-F-+-F-F-F-F+-F-F-F-+-F-F-F-F-F-F+-+-+-+
| IPv6 Node Global Address (16 octets)

ottt -t-F-t-t-F-F-t-t-F-F-t-t-F-F-t-F-F-F-F-F-F-F-F-F-F-F-+-+-+

Where:

o Algorithm: 1 octet value that indicates the algorithm used for
picking the SID

o IPv6 Node Global Address: 16 octet value which carries the IPv6
global address associated with the node

6.6.1.5. Type 5: SR-MPLS Adjacency SID for IPv4 with Interface ID

The Segment is SR-MPLS Adjacency SID type and is specified as an IPv4
node address along with the local interface ID on that node. The
format of its Segment Descriptor is as follows:

(C] 1 2 3
012345678901234567890123456789601
B T S I e o o ot S S S S S S S T S S S S
| IPv4 Node Address (4 octets) |
B s ST S s s o S S e b ot ok Sk s
| Local Interface ID (4 octets) |
B T e n b e e T e el e T P P Sy S S S

Where:

0 IPv4 Node Address: 4 octet value which carries the IPv4 address
associated with the node

0 Local Interface ID : 4 octet value which carries the local
interface ID of the node identified by the Node Address

6.6.1.6. Type 6: SR-MPLS Adjacency SID for IPv4 with Interface Address

The Segment is SR-MPLS Adjacency SID type and is specified as a pair
of IPv4 local and remote addresses. The format of its Segment
Descriptor is as follows:
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0 1 2 3
©012345678901234567890123456789601
ottt totot-totototot-totot-t-toF-t-t-t-t-t-t-t-t-t-t-F-F-+-+-+
| IPv4 Local Address (4 octets) |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| IPv4 Remote Address (4 octets) |
B e T S S b a s s o s e e S

Where:

o IPv4 Local Address: 4 octet value which carries the local IPv4
address associated with the node

0o IPv4 Remote Address: 4 octet value which carries the remote IPv4
address associated with the node's neighbor. This is optional and
MAY be set to O when not used (e.g. when identifying point-to-
point links).

6.6.1.7. Type 7: SR-MPLS Adjacency SID for IPv6 with interface ID

The Segment is SR-MPLS Adjacency SID type and is specified as a pair
of IPv6 global address and interface ID for local and remote nodes.
The format of its Segment Descriptor is as follows:

0 1 2 3
012345678901 23456789012345678901
B s ST S s s o S S e b ot ok Sk s
| IPv6 Local Node Global Address (16 octets) |
B T e n b e e T e el e T P P Sy S S S
| Local Node Interface ID (4 octets) |
ottt tototototototototot ottt ottt otototot ottt -t-+-+
| IPv6 Remote Node Global Address (16 octets) |
BT R b E b e e ok T e S T TP SN S S Sy S o
| Remote Node Interface ID (4 octets) |
tot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-Ft-F-F-F-F-F+-+-+-+

Where:

o IPv6 Local Node Global Address: 16 octet value which carries the
IPv6 global address associated with the local node

o0 Local Node Interface ID : 4 octet value which carries the
interface ID of the local node identified by the Local Node
Address

o IPv6 Remote Node Global Address: 16 octet value which carries the
IPv6 global address associated with the remote node. This is
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optional and MAY be set to O when not used (e.g. when identifying
point-to-point 1links).

o Remote Node Interface ID : 4 octet value which carries the
interface ID of the remote node identified by the Remote Node
Address. This is optional and MAY be set to © when not used (e.g.
when identifying point-to-point 1links).

6.6.1.8. Type 8: SR-MPLS Adjacency SID for IPv6 with interface address

The Segment is SR-MPLS Adjacency SID type and is specified as a pair
of IPv6 Global addresses for local and remote interface addresses.
The format of its Segment Descriptor is as follows:

(C] 1 2 3
©1234567890123456789012345678901
ottt -ttt -ttt -F-F-+-+-+
| Global IPv6 Local Interface Address (16 octets) |
B e T S S b a s s o s e e S
| Global IPv6 Remote Interface Address (16 octets) |
B T S I e o o ot S S S S S S S T S S S S

Where:

0o 1IPv6 Local Address: 16 octet value which carries the local IPv6
address associated with the node

o 1IPv6 Remote Address: 16 octet value which carries the remote IPv6
address associated with the node's neighbor

6.6.1.9. Type 9: SRv6 END SID as IPv6 Node Address

The Segment is SRv6 END SID type and is specified as an IPv6 global
address. The format of its Segment Descriptor is as follows:

0 1 2 3
01234567890123456789012345678901
-t -F-t-t-+-+-+

| Algorithm |
+-t-t-F-t-F-F-F-F-F-F-F-F-F-F-+-F-F-F-F-F-F-F-+-F-F-F-F-F-F+-+-+-+
| IPv6 Node Global Address (16 octets)
tot-t-t-t-F-t-t-F-F-t-t-F-F-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+

Where:

o Algorithm: 1 octet value that indicates the algorithm used for
picking the SID
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o 1IPv6 Node Global Address: 16 octet value which carries the IPv6
global address associated with the node

6.6.1.10. Type 10: SRv6 END.X SID as interface ID

The Segment is SRv6 END.X SID type and is specified as a pair of IPv6

global address and interface ID for local and remote nodes. The
format of its Segment Descriptor is as follows:

0 1 2 3
012345678901 23456789012345678901
tot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-Ft-F-F-F-F-F+-+-+-+
| IPv6 Local Node Global Address (16 octets) |
B T n s T e e e e e ek sk s P TP TR S S S S S
| Local Node Interface ID (4 octets) |
+ot-t-t-t-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+-+
| IPv6 Remote Node Global Address (16 octets) |
B e b b ek s o e e S e e e e ek sk S P P TP S S S S S T
| Remote Node Interface ID (4 octets) |
+ot-t-t-t-F-F-F-F-F-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+

Where:

0o IPv6 Local Node Global Address: 16 octet value which carries the
IPv6 global address associated with the local node

0o Local Node Interface ID : 4 octet value which carries the
interface ID of the local node identified by the Local Node
Address

o IPv6 Remote Node Global Address: 16 octet value which carries the
IPv6 global address associated with the remote node. This is

optional and MAY be set to © when not used (e.g. when identifying

point-to-point links).

0 Remote Node Interface ID : 4 octet value which carries the
interface ID of the remote node identified by the Remote Node

Address. This is optional and MAY be set to O when not used (e.g.

when identifying point-to-point 1links).

6.6.1.11. Type 11: SRv6 END.X SID as interface address

The Segment is SRv6 END.X SID type and is specified as a pair of IPv6

Global addresses for local and remote interface addresses. The
format of its Segment Descriptor is as follows:
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0 1 2 3
©012345678901234567890123456789601
ottt totot-totototot-totot-t-toF-t-t-t-t-t-t-t-t-t-t-F-F-+-+-+
| Global IPv6 Local Interface Address (16 octets) |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+
| Global IPv6 Remote Interface Address (16 octets) |
B e T S S b a s s o s e e S

Where:

o 1IPv6 Local Address: 16 octet value which carries the local IPv6
address associated with the node

o IPv6 Remote Address: 16 octet value which carries the remote IPv6
address associated with the node's neighbor

»
~

SR Segment List Metric

The SR Segment List Metric sub-TLV describes the metric used for
computation of the SID-List. It is used to report the type of metric
used in the computation of a dynamic path either on the headend or
when the path computation is delegated to a PCE/controller. When the
path computation is done on the headend, it is also used to report
the calculated metric for the path.

It is a sub-TLV of the SR Segment List TLV and has following format:
0 1 2 3

©12345678901234567890123456789601
B S s st T o e S T ot o S S

| Type | Length |
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+
| Metric Type | Flags | RESERVED |

tot-t-t-t-totototototot-t-t-t-t-t-F-F-FoF-F-t-t-t-F-t-F-F-F-+-+-+
| Metric Margin
+ot-t-t-t-F-F-F-F-t-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+
| Metric Bound
+ot-t-t-t-F-F-F-F-t-t-t-t-t-F-F-F-F-F-F-F-F-F-Ft-F-F-F-F-F+-+-+-+-+
| Metric Value
ottt -ttt -ttt -F-F-+-+-+

where:
0o Type: TBD (see IANA Considerations Section 9.3)

o Length: variable
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0 Metric Type : 1 octet field which identifies the type of metric
used for path computation. Following metric type codepoints are
defined in this document.

B e +
| Code Point | Metric Type |
B SIS, T +
| 0 | IGP Metric |
| 1 | Min Unidirectional Link Delay [RFC7471] |
| 2 | TE Metric [RFC3630] |
B SR, oo m e e e e e mmmme—oo- +

0o Flags: 1 octet field that indicates the validity of the metric
fields and their semantics. The following bit positions are
defined and the other bits SHOULD be cleared by originator and
MUST be ignored by receiver.

01234567
Fototototot ottt
IMIA|B|V] |
Fot-tot-tot-t-t-+

where:

* M-Flag : Indicates that the metric margin allowed for path
computation is specified when set

* A-Flag : Indicates that the metric margin is specified as an
absolute value when set and is expressed as a percentage of the
minimum metric when clear.

* B-Flag : Indicates that the metric bound allowed for the path
is specified when set.

* V-Flag : Indicates that the metric value computed is being
reported when set.

0 RESERVED: 2 octets. SHOULD be set to © by originator and MUST be
ignored by receiver.

0 Metric Margin : 4 octets which indicate the metric margin value
when M-flag is set. The metric margin is specified as either an
absolute value or as a percentage of the minimum computed path
metric based on the A-flag. The metric margin loosens the
criteria for minimum metric path calculation up to the specified
metric to accomodate for other factors such as bandwidth
availability, minimal SID stack depth and maximizing of ECMP for
the SR path computed.


https://datatracker.ietf.org/doc/html/rfc7471
https://datatracker.ietf.org/doc/html/rfc3630
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7.

0 Metric Bound : 4 octects which indicate the maximum metric value
that is allowed when B-flag is set. If the computed path metric
crosses the specified bound value then the path is considered as
invalid.

0 Metric Value : 4 octets which indicate the metric value of the
computed path when V-flag is set. This value is available and
reported when the computation is successful and a valid path is
available.

Procedures

The BGP-LS advertisements for the TE Policy NLRI are originated by
the headend node for the TE Policies that are instantiated on its
local node.

For MPLS TE LSPs signaled via RSVP-TE, the NLRI descriptor TLVs as
specified in Section 4.1, Section 4.2, Section 4.3 and Section 4.4
are used. Then the TE LSP state is encoded in the BGP-LS Attribute
field as MPLS-TE Policy State TLV as described in Section 5. The
RSVP-TE objects that reflect the state of the LSP are included as
defined in Section 5.1. When the TE LSP is setup with the help of
PCEP signaling then another MPLS-TE Policy State TLV SHOULD be used
to to encode the related PCEP objects corresponding to the LSP as
defined in Section 5.2.

For SR Policies, the NLRI descriptor TLV as specified in Section 4.5
is used. An SR Policy candidate path (CP) may be instantiated on the
headend node via a local configuration, PCEP or BGP SR Policy
signaling and this is indicated via the SR Protocol Origin. Then the
SR Policy Candidate Path's attribute and state is encoded in the BGP-
LS Attribute field as SR Policy State TLVs and sub-TLVs as described
in Section 6. The SR Candidate Path State TLV as defined in

Section 6.2 is included to report the state of the CP. The SR BSID
TLV as defined in Section 6.1 is included to report the BSID of the
CP when one is either provisioned or allocated by the headend. The
constraints for the SR Policy Candidate Path are reported using the
SR Candidate Path Constraints TLV as described in Section 6.4.The SR
Segment List TLV is included for each of the SID-List(s) associated
with the CP. Each SR Segment List TLV in turn includes SR Segment
sub-TLV(s) to report the segment(s) and their status. The SR Segment
List Metric sub-TLV is used to report the metric values and
constraints for the specific SID List.

When the SR Policy CP is setup with the help of PCEP signaling then
another MPLS-TE Policy State TLV MAY be used to to encode the related
PCEP objects corresponding to the LSP as defined in Section 5.2
specifically to report information and status that is not covered by
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=]

9.

the defined TLVs under Section 6. In the event of a conflict of
information, the receiver MUST prefer the information originated via
TLVs defined in Section 6 over the PCEP objects reported via the TE
Policy State TLV.

Manageability Considerations

The Existing BGP operational and management procedures apply to this
document. No new procedures are defined in this document. The
considerations as specified in [RFC7752] apply to this document.

In general, it is assumed that the TE Policy head-end nodes are
responsible for the distribution of TE Policy state information,
while other nodes, e.g. the nodes in the path of a policy, MAY report
the TE Policy information (if available) when needed. For example,
the border routers in the inter-domain case will also distribute LSP
state information since the ingress node may not have the complete
information for the end-to-end path.

IANA Considerations

This document requires new IANA assigned codepoints.

.1. BGP-LS NLRI-Types

IANA maintains a registry called "Border Gateway Protocol - Link
State (BGP-LS) Parameters" with a sub-registry called "BGP-LS NLRI-
Types".

The following codepoints is suggested (for early allocation by IANA):

Feommmm - o m e e e e e e a oo B +
| Type | NLRI Type | Reference |
+o-mmm- o mm e e e emeeeeaaaaaa TRy +
| 5 | TE Policy NLRI type | this document |
+o-mmo- o m e e e e e oooo - B +

.2. BGP-LS Protocol-IDs

IANA maintains a registry called "Border Gateway Protocol - Link
State (BGP-LS) Parameters" with a sub-registry called "BGP-LS
Protocol-IDs".

The following Protocol-ID codepoints are suggested (for early
allocation by IANA):


https://datatracker.ietf.org/doc/html/rfc7752
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S —— oo e e e e e e oo S +
| Protocol-ID | NLRI information source protocol | Reference |
U oo o e e e emaoaooo- Fom e e oo oo oo +
| 8 | RSVP-TE | this document |
| 9 | Segment Routing | this document |
T e - +
9.3 BGP-LS TLVs

IANA maintains a registry called "Border Gateway Protocol - Link
State (BGP-LS) Parameters" with a sub-registry called "Node Anchor,
Link Descriptor and Link Attribute TLVs".

The following TLV codepoints are suggested (for early

IANA):

TLV Code |
Point |

[
N
[©]
N

Tunnel ID TLV

LSP ID TLV

IPv4/6 Tunnel Head-end address TLV
IPv4/6 Tunnel Tail-end address TLV

SR

Policy CP Descriptor TLV

MPLS Local Cross Connect TLV
MPLS Cross Connect Interface TLV
MPLS Cross Connect FEC TLV
MPLS-TE Policy State TLV

SR
SR
SR
SR
SR
SR
SR
SR
SR
SR
SR

I
|
I
I
I
I
I
I
I
BSID TLV |
CP State TLV |
CP Name TLV |
CP Constraints TLV |
Segment List TLV |
Segment sub-TLV |
Segment List Metric sub-TLV |
Affinity Constraint sub-TLV |
SRLG Constraint sub-TLV |
Bandwidth Constraint sub-TLV |
Disjoint Group Constraint sub-TLV |

BGP-LS SR Policy Protocol Origin

allocation by

Value defined
in
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document
this document

This document requests IANA to maintain a new sub-registry under
"Border Gateway Protocol - Link State (BGP-LS) Parameters". The new
registry is called "SR Policy Protocol Origin" and contains the
codepoints allocated to the "Protocol Origin" field defined in
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Section 4.5. The registry contains the following codepoints
(suggested values, to be assigned by IANA):

Fomm e e oo g +
| Code Point | Protocol Origin |
S CRUp - N N . +
| 1 | PCEP |
| 2 | BGP SR Policy |
| 3 | Local (via CLI, Yang model through NETCONF, gRPC, etc.) |
S CRUp - e T e N . +

9.5. BGP-LS TE State Object Origin

This document requests IANA to maintain a new sub-registry under
"Border Gateway Protocol - Link State (BGP-LS) Parameters". The new
registry is called "TE State Path Origin" and contains the codepoints
allocated to the "Object Origin" field defined in Section 5. The
registry contains the following codepoints (suggested values, to be
assigned by IANA):

Fommmmo oo Fom e o e +
| Code | Object |
| Point | Origin |
Fommmmo oo o e e e +
| 1 | RSVP-TE |
| 2 | PCEP |
| 3 | Local/Static |
Fommmme oo - e e e e +

9.6. BGP-LS TE State Address Family

This document requests IANA to maintain a new sub-registry under
"Border Gateway Protocol - Link State (BGP-LS) Parameters". The new
registry is called "TE State Address Family" and contains the
codepoints allocated to the "Address Family" field defined in

Section 5. The registry contains the following codepoints (suggested
values, to be assigned by IANA):

Y S +
| Code | Address |
| Point | Family |
B o e e e oo oo +
| 1 | MPLS-IPv4 |
| 2 | MPLS-IPvV6 |
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9.7. BGP-LS SR Segment Descriptors

This document requests IANA to maintain a new sub-registry under
"Border Gateway Protocol - Link State (BGP-LS) Parameters". The new
registry is called "SR Segment Descriptor Types" and contains the
codepoints allocated to the "Segment Type" field defined in

Section 6.6 and described in Section 6.6.1. The registry contains
the following codepoints (suggested values, to be assigned by IANA):

| Code | Segment Description |

Invalid

SR-MPLS Label

SRv6 SID as IPv6 address

SR-MPLS Prefix SID as IPv4 Node Address

SR-MPLS Prefix SID as IPv6 Node Global Address
SR-MPLS Adjacency SID as IPv4 Node Address & Local
Interface ID

I I I
I I I
I I I
I I I
I I I
I I I
I I I
| 6 | SR-MPLS Adjacency SID as IPv4 Local & Remote Interface |
| | Addresses |
| 7 | SR-MPLS Adjacency SID as pair of IPv6 Global Address & |
| | Interface ID for Local & Remote nodes |
| 8 | SR-MPLS Adjacency SID as pair of IPv6 Global Addresses for |
| | the Local & Remote Interface |
| 9 | SRv6 END SID as IPv6 Node Global Address |
| 10 | SRv6 END.X SID as pair of IPv6 Global Address & Interface ID |
| | for Local & Remote nodes |
| 11 | SRv6 END.X SID as pair of IPv6 Global Addresses for the |
| | Local & Remote Interface |
tommm oo ot oo o o o e o o o e o o e o o e oo oo +

9.8. BGP-LS Metric Type

This document requests IANA to maintain a new sub-registry under
"Border Gateway Protocol - Link State (BGP-LS) Parameters". The new
registry is called "Metric Type" and contains the codepoints
allocated to the "metric type" field defined in Section 6.7. The
registry contains the following codepoints (suggested values, to be
assigned by IANA):
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B . +
| Code Point | Metric Type |
B SIS, T +
| 0 | IGP Metric |
| 1 | Min Unidirectional Link Delay [RFC7471] |
| 2 | TE Metric [RFC3630] |
B SR, oo m e e e e e mmmme—oo- +

10. Security Considerations

Procedures and protocol extensions defined in this document do not
affect the BGP security model. See [RFC6952] for details.
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