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Abstract

The SHIM6 protocol is a layer 3 shim for providing locator agility
below the transport protocols, so that multihoming can be provided
for IPv6 with failover and load sharing properties, without assuming
that a multihomed site will have a provider independent IPv6 address
prefix which is announced in the global IPv6 routing table. The
hosts in a site which has multiple provider allocated IPv6 address
prefixes, will use the shimé protocol specified in this document to
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setup state with peer hosts, so that the state can later be used to
failover to a different locator pair, should the original one stop

working.

Table of Contents

1. Introduction
1.1 Goals
1.2 Non-Goals . .
1.3 Locators as Upper- layer Identlflers
1.4 IP Multicast .o
1.5 Renumbering Implications
1.6 Placement of the shim
1.7 Traffic Engineering
2. Terminology
2.1 Definitions .
2.2 Notational Conventlons
3. Assumptions
4. Protocol Overview
4.1 Context Tags
4.2 Context Forking
4.3 API Extensions
4.4  Securing shimé .
4.5 Overview of Shim Control Messages
4.6  Extension Header Order
5. Message Formats

Common shimé Message Format

5.1

5.2 Payload Extension Header Format

5.3 Common Shimé Control header

5.4 I1 Message Format

5.5 R1 Message Format

5.6 I2 Message Format

5.7 R2 Message Format

5.8 Rlbis Message Format

5.9 I2bis Message Format .

5.10 Update Request Message Format

5.11 Update Acknowledgement Message Format

5.12 Keepalive Message Format

5.13 Probe Message Format

5.14 Option Formats . e e e
5.14.1 Responder Validator Optlon Format
5.14.2 Locator List Option Format
5.14.3 Locator Preferences Option Format
5.14.4 CGA Parameter Data Structure Option Format
5.14.5 CGA Signature Option Format
5.14.6 ULID Pair Option Format
5.14.7 Forked Instance Identifier Optlon Format
5.14.8 Probe Option Format

BlelSleE e €[ 2|

& 1E RIS &SR SERERRRERRERBLRERKIKIRE
N wiNNRkPROowODIdwWwRFR@GERNOOORIBPBPINVNI,FOLGOIOCONOBGIOININIIRIOIN O oo o



Nordmark & Bagnulo Expires September 5, 2006 [Page 2]



Internet-Draft Shim6é Protocol March 2006

5.14.9 Reachability Option Format .
5.14.10 Payload Reception Report Option Format

6. Conceptual Model of a Host
6.1 Conceptual Data Structures
6.2 Context States .
7. Establishing ULID-Pair Contexts
7.1 Unigness of Context Tags
7.2 Locator Verification
7.3 Normal context establlshment
7.4 Concurrent context establishment
7.5 Context recovery
7.6  Context confusion
7.7 Sending I1 messages
7.8 Retransmitting I1 messages
7.9 Receiving I1 messages
7.9.1 Generating the R1 Valldator .
7.10 Receiving R1 messages and sending I2 messages
7.11 Retransmitting I2 messages
7.12 Receiving I2 messages
7.13 Sending R2 messages .
7.14 Match for Context Confusion
7.15 Receiving R2 messages
7.16 Sending R1lbis messages

7.16.1 Generating the Rilbis Valldator e
7.17 Receiving R1bis messages and sending IZbls messages
7.18 Retransmitting I2bis messages G
7.19 Receiving I2bis messages and sending R2 messages

8 Handling ICMP Error Messages

9. Teardown of the ULID-Pair Context

10. Updating the Peer Ce
.1 Sending Update Request messages

10

10.2 Retransmitting Update Request messages
10.3 Newer Information While Retransmitting
10.4 Receiving Update Request messages

10.5 Receiving Update Acknowledgement messages

11. Sending ULP Payloads
11.1 Sending ULP Payload after a Sw1tch
12. Receiving Packets . .
12.1 Receiving Payload Exten31on Headers
12.2 Receiving Shim Control messages
12.3 Context Lookup
Initial Contact
Protocol constants
Implications Elsewhere
Security Considerations
IANA Considerations
Acknowledgements
Open Issues

O [© W[ INNNNNNNNNNNNNNMNOGD DO OO OO |O | |O 01|00 (001|010 oo oo [ [
REBEREREBECERREFREERREEBIBEBRIEEERRRRIRZEIEEEKEEERRKISE IS S &S &

>REEEEEE



Nordmark & Bagnulo Expires September 5, 2006 [Page 3]



Internet-Draft Shim6é Protocol March 2006

B. Possible Protocol Extensions 92
C. Change Log .o 94
D. Simplified State Machlne .. 97
D.1 Simplified State Machine diagram 102
E. Context Tag Reuse 103
E.1 Context Recovery 103
E.2 Context Confusion . 103
E.3 Three Party Context Confusion 104

F Design Alternatives 105
F.1 Context granularity . e e e e e e 105
F.2 Demult1plex1ng of data packets in sh1m6 communications 105
E.2.1 Flow-label 106
F.2.2 Extension Header 108

F.3 Context Loss Detection 109
F.4 Securing locator sets . . 111
F.5 ULID-pair context establlshment exchange 114
F.6 Updating locator sets 115
FE.7 State Cleanup 115
19. References . 118
19.1 Normative References 118
19.2 Informative References 118
Authors' Addresses 120
Intellectual Property and Copyrlght Statements 121



Nordmark & Bagnulo Expires September 5, 2006 [Page 4]



Internet-Draft Shim6é Protocol March 2006

1. Introduction

This document describes a layer 3 shim approach and protocol for
providing locator agility below the transport protocols, so that
multihoming can be provided for IPv6 with failover and load sharing
properties [15], without assuming that a multihomed site will have a
provider independent IPv6 address which is announced in the global
IPv6 routing table. The hosts in a site which has multiple provider
allocated IPv6 address prefixes, will use the shim6é protocol
specified in this document to setup state with peer hosts, so that
the state can later be used to failover to a different locator pair,
should the original one stop working.

We assume that redirection attacks are prevented using the mechanism
specified in HBA [7].

The reachability detection and failure detection, including how a new
working locator pair is discovered after a failure, is specified in a
separate documents [8] This document allocates message types and
option types for that sub-protocol, and leaves the specification of
the message and option formats as well as the protocol behavior to
that document.

1.1 Goals
The goals for this approach is to:

0 Preserve established communications through certain classes of
failures, for example, TCP connections and application
communications using UDP.

0o Have minimal impact on upper layer protocols in general and on
transport protocols in particular.

0 Address the security threats in [19] through the combination of
the HBA/CGA approach specified in a separate document [7], and
techniques described in this document.

o Do not require an extra roundtrip up front to setup shim specific
state. Instead allow the upper layer traffic (e.g., TCP) to flow
as normal and defer the setup of the shim state until some number
of packets have been exchanged.

0o Take advantage of multiple locators/addresses for load spreading
so that different sets of communication to a host (e.g., different
connections) might use different locators of the host. Note that
this might cause load to be spread unevenly, thus we use the term
"load spreading" instead of "load balancing". This capability
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might enable some forms of traffic engineering, but the details
for traffic engineering, including what requirements can be
satisfied, are not specified in this document, and form part of a
potential extensions to this protocol.

1.2 Non-Goals

The assumption is that the problem we are trying to solve is site
multihoming, with the ability to have the set of site locator
prefixes change over time due to site renumbering. Further, we
assume that such changes to the set of locator prefixes can be
relatively slow and managed; slow enough to allow updates to the DNS
to propagate. But it is not a goal to try to make communication
survive a renumbering event (which causes all the locators of a host
to change to a new set of locators). This proposal does not attempt
to solve the, perhaps related, problem of host mobility. However, it
might turn out that the shim6é protocol can be a useful component for
future host mobility solutions, e.g., for route optimization.

This proposal also does not try to provide a new network level or
transport level identifier namespace separated from the current IP
address namespace. Even though such a concept would be useful to
ULPs and applications, especially if the management burden for such a
name space was negligible and there was an efficient yet secure
mechanism to map from identifiers to locators, such a name space
isn't necessary (and furthermore doesn't seem to help) to solve the
multihoming problem.

1.3 Locators as Upper-layer Identifiers

This approach does not introduce a new identifier name space but
instead uses the locator that is selected in the initial contact with
the remote peer as the preserved upper-level identifier. While there
may be subsequent changes in the selected network level locators over
time in response to failures in using the original locator, the upper
level protocol stack elements will continue to use this upper level
identifier without change.

This implies that the ULID selection is performed as today's default
address selection as specified in RFC 3484 [12]. Some extensions are
needed to RFC 3484 to try different source addresses, whether or not
the shimé protocol is used, as outlined in [13]. Underneath, and
transparently, the multihoming shim selects working locator pairs
with the initial locator pair being the ULID pair. When
communication fails the shim can test and select alternate locators.
A subsequent section discusses the issues when the selected ULID is
not initially working hence there is a need to switch locators up


https://datatracker.ietf.org/doc/html/rfc3484
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front.

Using one of the locators as the ULID has certain benefits for
applications which have long-lived session state, or performs
callbacks or referrals, because both the FQDN and the 128-bit ULID
work as handles for the applications. However, using a single 128-
bit ULID doesn't provide seamless communication when that locator is
unreachable. See [22] for further discussion of the application
implications.

There has been some discussion of using non-routable locators, such
as unique-local addresses [18], as ULIDs in a multihoming solution.
While this document doesn't specify all aspects of this, it is
believed that the approach can be extended to handle such a case.

For example, the protocol already needs to handle ULIDs that are not
initially reachable. Thus the same mechanism can handle ULIDs that
are permanently unreachable from outside their site. The issue
becomes how to make the protocol perform well when the ULID is known
a priori to be not reachable (e.g., the ULID is a ULA), for instance,
avoiding any timeout and retries in this case. 1In addition one would
need to understand how the ULAs would be entered in the DNS to avoid
a performance impact on existing, non-shim6é aware, IPv6 hosts
potentially trying to communicate to the (unreachable) ULA.

1.4 IP Multicast

IP Multicast requires that the IP source address field contain a
topologically correct locator for interface that is used to send the
packet, since IP multicast routing uses both the source address and
the destination group to determine where to forward the packet.

(This isn't much different than the situation with widely implemented
ingress filtering [10] for unicast.)

While in theory it would be possible to apply the shim re-mapping of
the IP address fields between ULIDs and locators, the fact that all
the multicast receivers would need to know the mapping to perform,
makes such an approach difficult in practice. Thus it makes sense to
have multicast ULPs operate directly on locators and not use the
shim. This is quite a natural fit for protocols which use RTP [14],
since RTP already has an explicit identifier in the form of the SSRC
field in the RTP headers. Thus the actual IP address fields are not
important to the application.

In summary, IP multicast will not need the shim to remap the IP
addresses.

This doesn't prevent the receiver of multicast to change its
locators, since the receiver is not explicitly identified; the
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destination address is a multicast address and not the unicast
locator of the receiver.

1.5 Renumbering Implications

As stated above, this approach does not try to make communication
survive renumbering in the general case.

When a host is renumbered, the effect is that one or more locators
become invalid, and zero or more locators are added to the host's
network interface. This means that the set of locators that is used
in the shim will change, which the shim can handle as long as not all
the original locators become invalid at the same time.

But IP addresses are also used as ULID, and making the communication
survive locators becoming invalid can potentially cause some
confusion at the upper layers. The fact that a ULID might be used
with a different locator over time open up the possibility that
communication between two ULIDs might continue to work after one or
both of those ULIDs are no longer reachable as locators, for example
due to a renumbering event. This opens up the possibility that the
ULID (or at least the prefix on which it is based) is reassigned to
another site while it is still being used (with another locator) for
existing communication.

Worst case we could end up with two separate hosts using the same
ULID while both of them are communicating with the same host.

This potential source for confusion can be avoided if we require that
any communication using a ULID must be terminated when the ULID
becomes invalid (due to the underlying prefix becoming invalid). If
that behavior is desired, it can be accomplished by explicitly
discarding the shim state when the ULID becomes invalid. The context
recovery mechanism will then make the peer aware that the context is
gone, and that the ULID is no longer present at the same locator(s).

However, terminating the communication might be overkill. Even when
an IPv6 prefix is retired and reassigned to some other site, there is
a very small probability that another host in that site picks the
same 128 bit address (whether using DHCPv6, stateless address
autoconfiguration, or picking a random interface ID [11]). Should
the identical address be used by another host, then there still
wouldn't be a problem until that host attempts to communicate with
the same peer host with which the initial user of the IPv6 address
was communicating.

The protocol as specified in this document does not perform any
action when an address becomes invalid. As we gain further
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understanding of the practical impact of renumbering this might
change in a future version of the protocol.

1.6 Placement of the shim

————————————— IP endpoint
| AH | | ESP | | Frag/reass | | Dest opts | sub-layer

—————— IP routing
| IP | sub-layer

Figure 1: Protocol stack

The proposal uses an multihoming shim layer within the IP layer,
i.e., below the ULPs, as shown in Figure 1, in order to provide ULP
independence. The multihoming shim layer behaves as if it is
associated with an extension header, which would be placed after any
routing-related headers in the packet (such as any hop-by-hop
options, or routing header). However, when the locator pair is the
ULID pair there is no data that needs to be carried in an extension
header, thus none is needed in that case.

Layering AH and ESP above the multihoming shim means that IPsec can
be made to be unaware of locator changes the same way that transport
protocols can be unaware. Thus the IPsec security associations
remain stable even though the locators are changing. This means that
the IP addresses specified in the selectors should be the ULIDs.

Layering the fragmentation header above the multihoming shim makes
reassembly robust in the case that there is broken multi-path routing
which results in using different paths, hence potentially different
source locators, for different fragments. Thus, effectively the
multihoming shim layer is placed between the IP endpoint sublayer,
which handles fragmentation, reassembly, and IPsec, and the IP
routing sublayer, which selects which next hop and interface to use
for sending out packets.

Applications and upper layer protocols use ULIDs which the shimé
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layer will map to/from different locators. The shim6 layer maintains
state, called ULID-pair context, per ULID pairs (that is, applies to
all ULP connections between the ULID pair) in order to perform this
mapping. The mapping is performed consistently at the sender and the
receiver, thus from the perspective of the upper layer protocols,
packets appear to be sent using ULIDs from end to end, even though
the packets travel through the network containing locators in the IP
address fields, and even though those locators might be changed by
the transmitting shimé layer.

The context state in this approach is maintained per remote ULID i.e.
approximately per peer host, and not at any finer granularity. 1In
particular, it is independent of the ULPs and any ULP connections.
However, the forking capability enables shim-aware ULPs to use more
than one locator pair at a time for an single ULID pair.

I I I I
I I I I
I uLp I I I
| | src ULID(A)=L1(A) | | |
| | dst ULID(B)=L1(B) | | | src ULID(A)=L1(A) |
| % | | | dst ULID(B)=L1(B) |
I I I I
I I I I
I I I I
I I I I
I I I I

multihoming shim multihoming shim
| src L2(A) A
| dst L3(B) | src L2(A)
\Y | dst L3(B)
IP IP

Figure 2: Mapping with changed locators

The result of this consistent mapping is that there is no impact on
the ULPs. 1In particular, there is no impact on pseudo-header
checksums and connection identification.

Conceptually one could view this approach as if both ULIDs and
locators are being present in every packet, and with a header
compression mechanism applied that removes the need for the ULIDs to
be carried in the packets once the compression state has been
established. 1In order for the receiver to recreate a packet with the
correct ULIDs there is a need to include some "compression tag" in
the data packets. This serves to indicate the correct context to use
for decompression when the locator pair in the packet is insufficient
to uniquely identify the context.
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1.7 Traffic Engineering

At the time of this writing it is not clear what requirements for
traffic engineering make sense for the shim6é protocol, since the
requirements must both result in some useful behavior as well as be
implementable using a host-to-host locator agility mechanism like
shimé.

Inherent in a scalable multihoming mechanism that separates locators
from identifiers is that each host ends up with multiple locators.
This means that at least for initial contact, it is the remote peer
that needs to select which peer locator to try first. 1In the case of
shimé this is performed by applying RFC 3484 address selection.

This is quite different than the common case of IPv4 multihoming
where the site has a single IP address prefix, since in that case the
peer performs no destination address selection.

Thus in "single prefix multihoming" the site, and in many cases its
upstream ISPs, can use BGP to exert some control of the ingress used
to reach the site. This capability can't easily be recreated in
"multiple prefix multihoming" such as shimé6.

The protocol provides a placeholder, in the form of the Locator
Preferences option, which can be used by hosts to express priority
and weight values for each locator. This is intentionally made
identical to the DNS SRV [9] specification of priority and weight, so
that DNS SRV records can be used for initial contact and the shim for
failover, and they can use the same way to describe the preferences.
The format allows adding additional notions of "metrics" over time.
But the Locator Preference option is merely a place holder when it
comes to providing traffic engineering; in order to use this in a
large site there would have to be a mechanism by which the host can
find out what preference values to use, either statically (e.g., some
new DHCPv6 option) or dynamically.

Thus traffic engineering is listed as a possible extension in
Appendix B.


https://datatracker.ietf.org/doc/html/rfc3484
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2. Terminology

This document uses the terms MUST, SHOULD, RECOMMENDED, MAY, SHOULD
NOT and MUST NOT defined in RFC 2119 [1]. The terms defined in REC
2460 [2] are also used.

2.1 Definitions
This document introduces the following terms:

upper layer protocol (ULP)
A protocol layer immediately above IP. Examples
are transport protocols such as TCP and UDP,
control protocols such as ICMP, routing protocols
such as OSPF, and internet or lower-layer
protocols being "tunneled" over (i.e.,
encapsulated in) IP such as IPX, AppleTalk, or IP

itself.
interface A node's attachment to a link.
address An IP layer name that contains both topological

significance and acts as a unique identifier for
an interface. 128 bits. This document only uses
the "address" term in the case where it isn't
specific whether it is a locator or an
identifier.

locator An IP layer topological name for an interface or
a set of interfaces. 128 bits. The locators are
carried in the IP address fields as the packets
traverse the network.

identifier An IP layer name for an IP layer endpoint. The
transport endpoint name is a function of the
transport protocol and would typically include
the IP identifier plus a port number.
NOTE: This proposal does not specify any new form
of IP layer identifier, but still separates the
identifying and locating properties of the IP
addresses.


https://datatracker.ietf.org/doc/html/rfc2119
https://datatracker.ietf.org/doc/html/rfc2460
https://datatracker.ietf.org/doc/html/rfc2460
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upper-layer identifier (ULID)

address field

FQDN

ULID-pair context

Context tag

Current locator pair

An IP address which has been selected for
communication with a peer to be used by the upper
layer protocol. 128 bits. This is used for
pseudo-header checksum computation and connection
identification in the ULP. Different sets of
communication to a host (e.g., different
connections) might use different ULIDs in order
to enable load spreading.

Since the ULID is just one of the IP locators/
addresses of the node, there is no need for a
separate name space and allocation mechanisms.

The source and destination address fields in the
IPv6 header. As IPv6 is currently specified this
fields carry "addresses". If identifiers and
locators are separated these fields will contain
locators for packets on the wire.

Fully Qualified Domain Name

The state that the multihoming shim maintains
between a pair of Upper-layer identifiers. The
context is identified by a context tag for each
direction of the communication, and also
identified by the pair of ULID and a Forked
Instance Identifier (see below).

Each end of the context allocates a context tag
for the context. This is used to uniquely
associate both received control packets and
payload extension headers as belonging to the
context.

Each end of the context has a current locator
pair which is used to send packets to the peer.
The two ends might use different current locator
pairs though.



Nordmark & Bagnulo Expires September 5, 2006 [Page 13]



Internet-Draft

Default context

Context forking

Shim6é Protocol March 2006

At the sending end, the shim uses the ULID pair
(passed down from the ULP) to find the context
for that pair. Thus, normally, a host can have
at most one context for a ULID pair. We call
this the "default context".

A mechanism which allows ULPs that are aware of
multiple locators to use separate contexts for
the same ULID pair, in order to be able use
different locator pairs for different
communication to the same ULID. Context forking
causes more than just the default context to be
created for a ULID pair.

Forked Instance Identifier (FII)

Initial contact

In order to handle context forking, a context 1is
identified by a ULID-pair and a forked context
identifier. The default context has a FII of
zero.

We use this term to refer to the pre-shim
communication when some ULP decides to start
communicating with a peer by sending and
receiving ULP packets. Typically this would not
invoke any operations in the shim, since the shim
can defer the context establishment until some
arbitrary later point in time.

Hash Based Addresses (HBA)

A form of IPv6 address where the interface ID is
derived from a cryptographic hash of all the
prefixes assigned to the host. See [7].

Cryptographically Generated Addresses (CGA)

A form of IPv6 address where the interface ID is
derived from a cryptographic hash of the public
key. See [6].

CGA Parameter Data Structure (PDS)

The information that CGA and HBA exchanges 1in
order to inform the peer of how the interface ID
was computed. See [6]., [7].
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2.2 Notational Conventions
A, B, and C are hosts. X is a potentially malicious host.
FQDN(A) is the domain name for A.

Ls(A) is the locator set for A, which consists of the locators L1(A),
L2(A), ... Ln(A).

ULID(A) is an upper-layer ID for A. In this proposal, ULID(A) is
always one member of A's locator set.

CT(X) is a context tag assigned by X.

This document also makes use of internal conceptual variables to
describe protocol behavior and external variables that an
implementation must allow system administrators to change. The
specific variable names, how their values change, and how their
settings influence protocol behavior are provided to demonstrate
protocol behavior. An implementation is not required to have them in
the exact form described here, so long as its external behavior is
consistent with that described in this document. See Section 6 for a
description of the conceptual data structures.
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3.

Assumptions

The design intent is to ensure that the shim6é protocol is capable of
handling path failures independently of the number of IP addresses
(locators) available to the two communicating hosts, and
independently of which host detects the failure condition.

In the case when host A and host B have an active shim6 state, with
host A having only one locator and host B having multiple locators,
it might be that host B is trying to send a packet to host A, and has
detected a failure condition with the current locator pair. As host
B has multiple locators it presumably has multiple ISPs. In this
case there are probably alternate egress paths for host B to be able
to try to reach A, but B can not vary the destination address (host A
locator) to select such alternate paths, since A has only one
locator.

This leads to the assumption that a host should be able to cause
different egress paths from its site to be used. The most reasonable
approach to accomplish this is to have the host use different source
addresses and have the source address affect the selection of the
site egress. The details of how this can be accomplished is beyond
the scope of this document, but without this capability the ability
of the shim to try different "paths" by trying different locator
pairs will have limited utility.

The above assumption applies whether or not the ISPs perform ingress
filtering.

In addition, when the site's ISPs perform ingress filtering based on
packet source addresses, shim6é assumes that packets sent with
different source and destination combinations have a reasonable
chance of making it through the relevant ISP's ingress filters. This
can be accomplished in several ways (all outside the scope of this
document), such as having the ISPs relax there ingress filters, or
selecting the egress such that it matches the IP source address
prefix.

Further discussion of this issue is captured in [20].

The shim6é approach assumes that there are no IPv6-to-IPv6 NATs on the
paths, i.e., that the two ends can exchange their own notion of their
IPv6 addresses and that those addresses will also make sense to their
peer.
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4.

Protocol Overview

The shim6 protocol operates in several phases over time. The
following sequence illustrates the concepts:

0 An application on host A decides to contact B using some upper -

o

layer protocol. This results in the ULP on A sending packets to
B. We call this the initial contact. Assuming the IP addresses
selected by Default Address Selection [12] and its extensions [13]
work, then there is no action by the shim at this point in time.
Any shim context establishment can be deferred until later.

Some heuristic on A or B (or both) determine that it is
appropriate to pay the shim6é overhead to make this host-to-host
communication robust against locator failures. For instance, this
heuristic might be that more than 50 packets have been sent or
received, or a timer expiration while active packet exchange is in
place. This makes the shim initiate the 4-way context
establishment exchange.

As a result of this exchange, both A and B will know a list of
locators for each other.

If the context establishment exchange fails, the initiator will
then know that the other end does not support shim6, and will
continue with standard unicast behavior for the session.

Communication continues without any change for the ULP packets.
In particular, there are no shim extension headers added to the
ULP packets, since the ULID pair is the same as the locator pair.
In addition, there might be some messages exchanged between the
shim sub-layers for (un)reachability detection.

At some point in time something fails. Depending on the approach
to reachability detection, there might be some advice from the
ULP, or the shim (un)reachability detection might discover that
there is a problem.

At this point in time one or both ends of the communication need
to probe the different alternate locator pairs until a working
pair is found, and switch to using that locator pair.
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Once a working alternative locator pair has been found, the shim
will rewrite the packets on transmit, and tag the packets with
shim6é Payload extension header, which contains the receiver's
context tag. The receiver will use the context tag to find the
context state which will indicate which addresses to place in the
IPv6 header before passing the packet up to the ULP. The result
is that from the perspective of the ULP the packet passes
unmodified end-to-end, even though the IP routing infrastructure
sends the packet to a different locator.

The shim (un)reachability detection will monitor the new locator
pair as it monitored the original locator pair, so that subsequent
failures can be detected.

In addition to failures detected based on end-to-end observations,
one endpoint might know for certain that one or more of its
locators is not working. For instance, the network interface
might have failed or gone down (at layer 2), or an IPv6 address
might have become deprecated or invalid. In such cases the host
can signal its peer that this address is no longer recommended to
try. Thus this triggers something similar to a failure handling
in that a new, working locator pair must be found.

The protocol also has the ability to express other forms of
locator preferences. A change in any preferences can be signaled
to the peer, which will made the peer record the new preferences.
A change in the preferences might optionally make the peer want to
use a different locator pair. If it makes this decision, it
follows the same locator switching procedure as after a failure
(by verifying that its peer is indeed present at the alternate
locator, etc).

When the shim thinks that the context state is no longer used, it
can garbage collect the state; there is no coordination necessary
with the peer host before the state is removed. There is a
recovery message defined to be able to signal when there is no
context state, which can be used to detect and recover from both
premature garbage collection, as well as complete state loss
(crash and reboot) of a peer.

The exact mechanism to determine when the context state is no
longer used is implementation dependent. An implementation might
use the existence of ULP state (where known to the implementation)
as an indication that the state is still used, combined with a
timer (to handle ULP state that might not be known to the shim
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sub-layer) to determine when the state is likely to no longer be
used.

NOTE: The ULP packets in shim6é can be carried completely unmodified
as long as the ULID pair is used as the locator pair. After a switch
to a different locator pair the packets are "tagged" with a shimé
extension header, so that the receiver can always determine the
context to which they belong. This is accomplished by including an
8-octet shim6é Payload Extension header before the (extension) headers
that are processed by the IP endpoint sublayer and ULPs. If
subsequently the original ULIDs are selected as the active locator
pair then the tagging of packets with the shim6 extension header can
also be stopped.

4.1 Context Tags

A context between two hosts is actually a context between two ULIDs.
The context is identified by a pair of context tags. Each end gets
to allocate a context tag, and once the context is established, most
shim6é control messages contain the context tag that the receiver of
the message allocated. Thus at a minimum the combination of <peer
ULID, local ULID, local context tag> have to uniquely identify one
context. But since the Payload extension headers are demultiplexed
without looking at the locators in the packet, the receiver will need
to allocate context tags that are unique for all its contexts. The
context tag is a 47-bit number (the largest which can fit in an
8-octet extension header).

The mechanism for detecting a loss of context state at the peer that
is currently proposed in this document assumes that the receiver can
tell the packets that need locator rewriting, even after it has lost
all state (e.g., due to a crash followed by a reboot). This is
achieved because after a rehoming event the packets that need
receive-side rewriting, carry the Payload extension header.

4.2 Context Forking

It has been asserted that it will be important for future ULPs, in
particular, future transport protocols, to be able to control which
locator pairs are used for different communication. For instance,
host A and host B might communicate using both VoIP traffic and ftp
traffic, and those communications might benefit from using different
locator pairs. However, the fundamental shim6é mechanism uses a
single current locator pair for each context, thus a single context
can not accomplish this.

For this reason, the shim6é protocol supports the notion of context
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forking. This is a mechanism by which a ULP can specify (using some
API not yet defined) that a context for e.g., the ULID pair <A1, B2>
should be forked into two contexts. 1In this case the forked-off
context will be assigned a non-zero Forked Instance Identifier, while
the default context has FII zero.

The Forked Instance Identifier is a 32-bit identifier which has no
semantics in the protocol other then being part of the tuple which
identifies the context. The hosts can allocate FIIs e.g., as
sequential numbers for any given ULID pair.

No other special considerations are needed in the shim6é protocol to
handle forked contexts.

Note that forking as specified does NOT allow A to be able to tell B
that certain traffic (a 5-tuple?) should be forked for the reverse
direction. The shim6é forking mechanism as specified applies only to
the sending of ULP packets. If some ULP wants to fork for both
directions, it is up to the ULP to set this up, and then instruct the
shim at each end to transmit using the forked context.

4.3 API Extensions

Several API extensions have been discussed for shim6, but their
actual specification is out of scope for this document. The simplest
one would be to add a socket option to be able to have traffic bypass
the shim (not create any state, and not use any state created by
other traffic). This could be an IPV6_DONTSHIM socket option. Such
an option would be useful for protocols, such as DNS, where the
application has its own failover mechanism (multiple NS records in
the case of DNS) and using the shim could potentially add extra
latency with no added benefits.

Some other API extensions are discussed in Appendix B
4.4 Securing shimé
The mechanisms are secured using a combination of techniques:

0 The HBA technique [7] for verifying the locators to prevent an
attacker from redirecting the packet stream to somewhere else.

0 Requiring a Reachability Probe+Reply before a new locator is used
as the destination, in order to prevent 3rd party flooding
attacks.

o The first message does not create any state on the responder.
Essentially a 3-way exchange is required before the responder
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creates any state. This means that a state-based DoS attack
(trying to use up all of memory on the responder) at least
provides an IPv6 address that the attacker was using.

o The context establishment messages use nonces to prevent replay
attacks, and to prevent off-path attackers from interfering with
the establishment.

0 Every control message of the shim6é protocol, past the context
establishment, carry the context tag assigned to the particular
context. This implies that an attacker needs to discover that
context tag before being able to spoof any shim6 control message.
Such discovery probably requires to be along the path in order to
be sniff the context tag value. The result is that through this
technique, the shim6 protocol is protected against off-path
attackers.

4.5 Overview of Shim Control Messages

The shim6 context establishment is accomplished using four messages;
I1, R1, I2, R2. Normally they are sent in that order from initiator
and responder, respectively. Should both ends attempt to set up
context state at the same time (for the same ULID pair), then their
I1 messages might cross in flight, and result in an immediate R2
message. [The names of these messages are borrowed from HIP [25].]

Rlbis and I2bis messages are defined, which are used to recover a
context after it has been lost. A Rilbis message is sent when a shimé
control or Payload extension header arrives and there is no matching
context state at the receiver. When such a message is received, it
will result in the re-creation of the shimé context using the I2bis
and R2 messages.

The peers' lists of locators are normally exchanged as part of the
context establishment exchange. But the set of locators might be
dynamic. For this reason there is a Update Request and Update
Acknowledgement messages, and a Locator List option.

Even when the list of locators is fixed, a host might determine that
some preferences might have changed. For instance, it might
determine that there is a locally visible failure that implies that
some locator(s) are no longer usable. This uses a Locator
Preferences option in the Update Request message.

The mechanism for (un)reachability detection is called Forced
Bidirectional Communication (FBD). The FBD approach uses a Keepalive
message, which is sent when a host has received packets from the
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peer, but the ULP has not given the host an opportunity to send any
packet to the peer. The message type is reserved in this document,
but the message format and processing rules are specified in [8].

In addition, when the context is established and there is a failure
there needs to be a way to probe the set of locator pairs to
efficiently find a working pair. This document reserves an Probe
message type, with the packet format and processing rules specified
in [8].

The above probe and keepalive messages assume we have an established
ULID-pair context. However, communication might fail during the
initial contact (that is, when the application or transport protocol
is trying to setup some communication). This is handled using the
mechanisms in the ULP to try different address pairs as specified in
[12] [13]. 1In the future versions of the protocol, and with a richer
API between the ULP and the shim, the shim might be help optimize
discovering a working locator pair during initial contact. This is
for further study.

4.6 Extension Header Order

Since the shim is placed between the IP endpoint sub-layer and the IP
routing sub-layer in the host, the shim header will be placed before
any endpoint extension headers (fragmentation headers, destination
options header, AH, ESP), but after any routing related headers (hop-
by-hop extensions header, routing header, a destinations options
header which precedes a routing header). When tunneling is used,
whether IP-in-IP tunneling or the special form of tunneling that
Mobile IPv6 uses (with Home Address Options and Routing header type
2), there is a choice whether the shim applies inside the tunnel or
outside the tunnel, which effects the location of the shim6 header.

In most cases IP-in-IP tunnels are used as a routing technique, thus
it makes sense to apply them on the locators which means that the
sender would insert the shim6é header after any IP-in-IP

encapsulation; this is what occurs naturally when routers apply IP-
in-IP encapsulation. Thus the packets would have:

o Outer IP header

o Inner IP header

o Shimé extension header (if needed>
o ULP

But the shim can also be used to create "shimmed tunnels" i.e., where
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an IP-in-IP tunnel uses the shim to be able to switch the tunnel
endpoint addresses between different locators. In such a case the
packets would have:

0 Outer IP header

o Shimé extension header (if needed>

o Inner IP header

o ULP

In any case, the receiver behavior is well-defined; a receiver
processes the extension headers in order. However, the precise
interaction between Mobile IPv6 and shim6 is for further study, but

it might make sense to have Mobile IPv6 operate on locators as well,
meaning that the shim would be layered on top of the MIPv6 mechanism.
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5. Message Formats

The shim6 messages are all carried using a new IP protocol number [to
be assigned by IANA]. The shim6 messages have a common header,
defined below, with some fixed fields, followed by type specific
fields.

The shim6é messages are structured as an IPv6 extension header since
the Payload extension header is used to carry the ULP packets after a
locator switch. The shimé control messages use the same extension
header formats so that a single "protocol number" needs to be allowed
through firewalls in order for shimé to function across the firewall.

5.1 Common shimé Message Format

The first 17 bits of the shim6 header is common for the Payload
extension header and the control messages and looks as follows:

0 1
©012345678901234586
+-t-F-+-+-F-F-F-+-F-F-F-+-F-F+-+-+-+
| Next Header | Hdr Ext Len |[P]|
totot-t-t-tot-t-t-t-t-F-F-F-t-+-+-+

Fields:
Next Header: The payload which follows this header.

Hdr Ext Len: 8-bit unsigned integer. Length of the shim6é header in
8-octet units, not including the first 8 octets.

P: A single bit to distinguish Payload extension headers
from control messages.

5.2 Payload Extension Header Format

The payload extension headers is used to carry ULP packets where the
receiver must replace the content of the source and/or destination
fields in the IPv6 header before passing the packet to the ULP. Thus
this extension header is required when the locators pair that is used
is not the same as the ULID pair.
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(0] 1 2 3
0123456789061234567890612345678901
ottt totot-totototot-totot-t-toF-t-t-t-t-t-t-t-t-t-t-F-F-+-+-+
| Next Header | 0 [1] |

ottt -ttt -F-t-t-F-+-+-+-+-+
| Receiver Context Tag |
B e T S S b a s s o s e e S

Fields:
Next Header: The payload which follows this header.
Hdr Ext Len: 0 (since the header is 8 octets).

P: Set to one. A single bit to distinguish this from the
shim6é control messages.

Receiver Context Tag: 47-bit unsigned integer. Allocated by the
receiver for use to identify the context.

5.3 Common Shim6é Control header

The common part of the header has a next header and header extension
length field which is consistent with the other IPv6 extension
headers, even if the next header value is always "NO NEXT HEADER" for
the control messages; only the payload extension header use the Next
Header field.

The shim6é headers must be a multiple of 8 octets, hence the minimum
size is 8 octets.

The common shim control message header is as follows:
(C] 1 2 3

012345678901 23456789012345678901
B s T e S S s ot S U S S s o S

| Next Header | Hdr Ext Len |0O] Type | Type-specific|0|
+ot-t-t-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F+-+-+-+-+
| Checksum | |

+-t-F-+-+-F-F-F-+-F-F-F-+-+-+-+-+
| Type-specific format |
+ot-t-t-t-F-F-F-F-F-F-t-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-F-+-+-+

Fields:
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Next Header:

Hdr Ext Len:

Type:

Checksum:

Type-specific:

Shim6é Protocol March 2006

8-bit selector. Normally set to NO_NXT_HDR (59).

8-bit unsigned integer. Length of the shim6 header in
8-octet units, not including the first 8 octets.

Set to zero. A single bit to distinguish this from
the shim6 payload extension header.

7-bit unsigned integer. Identifies the actual message
from the table below. Type codes 0-63 will not
trigger Rlbis messages on a missing context, while 64-
127 will trigger Rilbis.

A single bit (set to zero) which allows shim6é and HIP
to have a common header format yet telling shim6 and
HIP messages apart.

16-bit unsigned integer. The checksum is the 16-bit
one's complement of the one's complement sum of the
entire shim6é header message starting with the shimé
next header field, and ending as indicated by the Hdr
Ext Len. Thus when there is a payload following the
shimé header, the payload is NOT included in the shimé6
checksum. Note that unlike protocol like ICMPv6,
there is no pseudo-header checksum part of the
checksum, in order to provide locator agility without
having to change the checksum.

Part of message that is diffe