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Abstract

   In order to solve the inefficient route problem of PMIPv6, a mechanism
   to optimize the route between two mobile nodes within the same PMIPv6
   domain has been proposed. However, this route optimization mechanism
   may result in the out-of-order packet delivery problem.
   In this draft, we propose a mechanism that can resolve the out-of-
   order packet delivery problem by introducing the Flush message that
   notifies the change of the tunnel endpoint and allows the in-order
   delivery of packets even in the case of the route optimization.
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1. Introduction

   The Proxy Mobile IPv6 (PMIPv6) defines the Mobile Access Gateway (MAG)
   for the support of the mobility of mobile nodes (MNs) by the network,
   not by MN themselves [1]. The MAG acts as the default gateway of the
   access link to which an MN is connected. Also, the Localized Mobility
   Anchor (LMA) is defined as the Home Agent (HA) of an MN within the
   PMIPv6 domain. The tunnel between the MAG and the LMA is established
   according to the procedure defined in the PMIPv6. An IP packet from
   an MN (MN1) is received by the MAG that encapsulates the packet with
   the outer header and transmits the encapsulated packet to the LMA
   via tunneling. The LMA removes the outer header of the packet and
   transmits the decapsulated packet to the CN. An IP packet from the
   CN is received by the LMA which encapsulates the packet and transmits
   the encapsulated packet to the MAG via tunneling. Then, the MAG
   decapsulates the received packet and sends the decapsulated packet to
   MN1. If the CN is an MN (MN2) within the same PMIPv6 domain of MN1,
   packets from MN1 are delivered to the LMA via tunneling from
   the MAG (MAG1) of MN1 and then forwarded to the MAG (MAG2) of MN2
   via tunneling. Then MAG2 decapsulates the packets and sends them
   to MN2. This may result in an inefficient route. To resolve this
   problem, a mechanism to provide an optimal route between two MNs
   within the same PMIPv6 domain was proposed [2]. In this mechanism,
   if the LMA which knows that an MN and its CN are within the same
   PMIPv6 domain sends a Route Optimization Initiate (RO Init) message
   to MAG1, MAG1 establishes a tunnel between MAG1 and MAG2 by sending
   an RO Setup message to MAG2. In [2], without the route optimization
   in action, packets from MN1 travel through MAG1, LMA, MAG2, and,
   finally, arrive at MN2. Once the route optimization is completed,
   packets from MN1 are sent to MN2 via MAG1 and MAG2. Hence, packets
   sent before the route optimization may arrive later than those sent
   after the route optimization. This out-of-order packet delivery may
   significantly deteriorate the performance of application programs.

   In this draft, we propose a mechanism that can resolve the
   out-of-order packet delivery problem of [2]. In the proposed
   mechanism, the MAG having received an RO Setup message sends a
   Flush message to another MAG to notify the change of the tunnel
   endpoint. The Flush message is the last packet transmitted via the
   LMA. After transmitting the Flush message, the MAG changes the tunnel
   endpoint and, then, sends packets through the route established by
   the route optimization procedure.
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2. Terminology

   In this draft, we use the terms defined in [1] and [2],
   except for the terms defined in the following.

       Flush: the message that is transmitted to another MAG from a MAG
              to notify that the MAG is going to update its own binding
              cache entry for the MN as soon as it sends out the Flush
              message

3. Protocol Description

      MN1        MAG1              LMA                MAG2        MN2
       |           |                |                  |           |
       |---------->|===============>|=================>|---------->|
       |            Data Packet from MN1 to MN2 via LMA            |
       |           |                |                  |           |
       |           |                |---- RO Init ---->|           |
       |           |                |<-- Ro Init Ack --|           |
       |           |                |                  |           |
       |           |<----------  RO Setup -------------|           |
       |           |--------------->|----------------->|           |
       |          Flush message from MAG1 to MAG2 via LMA          |
       |    (Update Binding         |                  |           |
       |      Cache Entry)          |                  |           |
       |           |---------> RO Setup Ack ---------->|           |
       |           |<---------------|<-----------------|           |
       |          Flush Message from MAG2 to MAG1 via LMA          |
       |           |                |         (Update Binding      |
       |           |                |           Cache Entry)       |
       |           |                |                  |           |
       |           |                |<--- RO Report ---|           |
       |           |                |- RO Report Ack ->|           |
       |---------->|===================================|---------->|
       |      Data Pacekt from MN1 to MN2 via optimized route      |
       |           |                |                  |           |

  Figure 1: Message exchange scenario in case of one LMA in the topology
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   Figure 1 shows the The message exchange scenario considered in the
   proposed mechanism of this draft when when two MNs are registered
   with the same LMA. Once an MN (MN1) connects to the PMIPv6 domain,
   the MAG (MAG1) connected to the same access network of MN1 advertises
   an MN1's home network prefix (MN1-HNP) to MN1 using the procedure
   defined in the PMIPv6 protocol. After that, MAG1 establishes a tunnel
   with the LMA. Then, packets from MN1 are delivered via the tunnel
   between MAG1 and the LMA. If another MN (MN2) connects to the same
   PMIPv6 domain, the MAG (MAG2) connected to MN2 advertises an MN2-HNP
   to MN2, and MAG2 establishes a tunnel with the LMA. After that,
   packets from MN2 are delivered via the tunnel between MAG2 and the
   LMA. In the case when MN1 and MN2 communicate, a packet from MN1 is
   received by MAG1 that encapsulates the packet and forwards it to the
   LMA via the tunnel between them. The LMA decapsulates the packet and
   checks its binding cache entries to see if MN1 and MN2 are registered
   with it. The LMA sends the packet to MAG2 via the tunnel between
   them. MAG2 removes the outer header of the packet and sends it to
   MN2. The LMA sends an RO Init message to MAG2 in order to
   initiate the route optimization procedure, indicating that MN1 and
   MN2 are within the same PMIPv6 domain. After receiving the RO Init
   message, MAG2 sends an RO Setup message to MAG1. Before receiving
   the RO Setup message from MAG2, MAG1 transmits packets from MN1 to
   the LMA via tunneling. Once the RO Setup message from MAG2 is
   received, MAG1 sends a Flush message to MAG2 to notify the update
   of its binding cache entries. The Flush message is the last packet
   delivered from MAG1 to MAG2 via the LMA. Then, MAG1 changes the
   tunnel endpoint for MN2 from the LMA to MAG2, and sends an RO Setup
   Ack message to MAG2. After receiving the RO Setup Ack message from
   MAG1, MAG2 sends a Flush message to MAG1 to notify the change of the
   tunnel endpoint for MN1 from the LMA to MAG1. This Flush message
   becomes the last packet sent from MAG2 to MAG1 via the LMA. After
   that, MAG2 establishes a tunnel with MAG1. Because there exists
   some time delay for the RO Setup message to be delivered from MAG2
   to MAG1 and for the binding cache entries of MAG1 to be updated,
   during this time duration, packets from MN1 are delivered from MAG1
   to MN2 via the LMA and MAG2. After the route optimization procedure
   is completed, packets from MN1 are transmitted to MN2 from MAG1 via
   MAG2. For the prevention of the out-of-order packet delivery, packets
   from MAG1 to MAG2 via the LMA have to be delivered to MN2 ahead of
   those directly delivered from MAG1 to MAG2. In the case when packets
   via the tunnel between the LMA and MAG2 and those via the tunnel
   between MAG1 and MAG2 arrive in an intermingled fashion, MAG2 has to
   deliver to MN2 those packets via the tunnel between the LMA and MAG2
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   prior to those via the tunnel between MAG1 and MAG2, and has to
   buffer the packets through the optimized route for the later delivery
   to MN2. Upon receiving the Flush message, MAG2 delivers the packets
   in the buffer to MN2 with assuming that no more packets from MN1 will
   arrive via the LMA. With this proposed mechanism, we can avoid the
   out-of-order packet delivery problem which can occur when the route
   optimization mechanism is applied.

   Figure 2 shows the message exchange scenario when two MNs are
   registered with the different LMAs. Even though two MNs are
   registered with the different LMAs, time to send Flush message is
   just the same with one LMA case.

   MN1   MAG1             LMA1             LMA2              MAG2   MN2
    |     |                |                |                 |      |
    |<--->|<==============>|<==============>|<===============>|<---->|
    |    Data Packet transfer between MN1 and MN2 via LMA1 and LMA2  |
    |     |                |                |                 |      |
    |     |                |--- RO Init --->|                 |      |
    |     |                |<--Ro Init Ack--|                 |      |
    |     |                |                |--- RO Init ---->|      |
    |     |                |                |<--Ro Init Ack --|      |
    |     |<-----------------  RO Setup ----------------------|      |
    |     |--------------->|--------------->|---------------->|      |
    |     | Flush message from MAG1 to MAG2 via LMA1 and LMA2 |      |
    | (Update Binding      |                |                 |      |
    |  Cache Entry)        |                |                 |      |
    |     |------------------ RO Setup Ack ------------------>|      |
    |     |<---------------|<---------------|<----------------|      |
    |     | Flush Message from MAG2 to MAG1 via LMA2 and LMA1 |      |
    |     |                |                |       (Update Binding  |
    |     |                |                |         Cache Entry)   |
    |     |                |                |                 |      |
    |     |                |                |<-- RO Report ---|      |
    |     |                |                |-RO Report Ack-->|      |
    |     |                |<-RO Report --- |                 |      |
    |     |                |-RO Report Ack->|                 |      |
    |<--->|<=================================================>|<---->|
    |   Data Pacekt transfer between MN1 and MN2 via optimized route |
    |     |                |                |                 |      |

        Figure 2: Message exchange scenario with two relevant LMAs
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4. Flush message format

   Flush message is an extension to [1] and identified by the MH type.
   Details on the message format and options are to be defined.

5. Security Consideration

   There is no special security considerations in this draft.

6. IANA Considerations

   This draft document defines a new Flush message. An MH Type value
   for the Flush message must be assigned by IANA.
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