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Abstract

   BANdwidth Aggregation for interNet Access (BANANA) makes use of a
   subscriber's multiple points of attachment to the Internet to provide
   the subscriber with higher bandwidth and reliability than what is
   provided by any single one of these attachments.

   Various tunnel based methods have been developed to realize BANANA.
   This document specifies a throughput-increasing mechanism that can be
   commonly adopted by bonding tunnels methods. Basically, ingress node
   adaptively adjusts its load distribution function according to the
   quality of the bonding tunnels so as to make best use of the bonding
   bandwidth.

Status of this Memo

   This Internet-Draft is submitted to IETF in full conformance with the
   provisions of BCP 78 and BCP 79.

   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF), its areas, and its working groups.  Note that
   other groups may also distribute working documents as
   Internet-Drafts.

   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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1. Introduction

   BANdwidth Aggregation for interNet Access (BANANA) enables
   subscribers to make use of multiple access technologies to achieve
   reliable and high bandwidth Internet access. Various bonding tunnel
   technologies have been proposed to realize BANANA [GREbond] [GTPbond]
   [MIPbond]. Since per packet traffic distribution is adopted by
   bonding tunnels, latency difference of the two tunnels may cause
   packet disorder to a single traffic flow that is being split across
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   these two tunnels. Therefore, a reordering buffer for the bonding
   tunnels is used at the egress node to restore packet disorder. It is
   referred as "bonding reordering buffer" afterwards in this document.

   The egress node places a limit (see OUTOFORDER_TIMER in [RFC2890]) on
   the time that a packet can wait in the bonding reordering buffer and
   places a limit on the number of packets in the bonding reordering
   buffer (MAX_REORDER_BUFFER, see MAX_PERFLOW_BUFFER in [RFC2890]). Any
   packet that would cause violation of either of the two limits MUST be
   forcibly delivered by the egress node. The bonding reordering buffer
   bloating issue may break these two limits, which lead to the
   mandatory packet delivery therefore causes mass loss of TCP packets.
   The throughput of the bonding tunnels may decrease dramatically. It
   is always important to minimize the usage of the bonding reordering
   buffer (or "Bonding Reordering Buffer Size") in order to reduce the
   possibility of breaking the above two limits.

   BANANA may measure the Round Trip Time (RTT) and data rate of each
   tunnel and monitor the usage of the bonding reordering buffer. Based
   on the measurement, the ingress node may dynamically adjust the
   traffic distribution function in order to achieve a higher throughput
   of the bonding tunnels. For example, it may adaptively update the
   splitting ratio or adaptively arrange the packet sequence into the
   bonding tunnels.

2. Acronyms and Terminology

   CIR: Committed Information Rate [RFC2697]

   RTT: Round Trip Time

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].

3. Problem: Bonding Reordering Buffer Bloating

   Latency difference of the two tunnels causes packet disorder to a
   traffic flow that is split across these two tunnels. The bonding
   reordering buffer based on the bonding sequence number at the egress
   is used to "absorb" this latency difference. Figure 3.1 illustrates
   the operation of the reordering.

https://datatracker.ietf.org/doc/html/rfc2890
https://datatracker.ietf.org/doc/html/rfc2890
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                                            +-+
                                            |7| Bonding Sequence Number
                                            +-+
                                            .4. Sequence Number
                                            ...
    +-+             +----->----Tunnel 1---->------+              +-+
    |8|             |                             |              |1|
    +-+ +--------------+                       +---------------+ +-+
   ---->| Distribution |                       | Recombination |---->
        +--------------+                       +---------------+
                    |                             |   ^|
                    +----->----Tunnel 2---->------+   |v
                          +-+      +-+      +-+    +-------+
                          |6|      |4|      |2|    | +-+-+ |Bonding
                          +-+      +-+      +-+    | |5|3| |Reordering
                          .3.      .2.      .1.    | +-+-+ |Buffer
                          ...      ...      ...    +-------+

            Figure 3.1: Bonding Tunnel Reordering Operation

   [RFC2890] places two limits on the reordering buffer of a tunnel. One
   is the timer limit: OUTOFORDER_TIMER and the other is the size limit:
   MAX_PERFLOW_BUFFER. For bonding tunnels, the first limit is reused
   while the second parameter becomes the maximum bonding reordering
   buffer size of the entire bonding tunnel rather than a specific flow.

   [RFC5681] defines Flight Size as the amount of data that has been
   sent but not yet cumulatively acknowledged. In this document, the
   Flight Size of a tunnel indicates the amount of data that has been
   sent by the ingress node noto this tunnel but not yet pass through
   the reordering buffer (which is not shown in the figure) of this
   tunnel. The Flight Size of the entire bonding tunnel indicates the
   amount of data that has been sent by the ingress node by either
   tunnel but not yet pass through the bonding reordering buffer. From
   the sequence number of the last packet sent by the ingress node and
   the latest sequence number acknowledged by the egress node, the
   ingress node can monitor the Flight Size of a tunnel. For the entire
   bonding tunnel, the egress node might acknowledge the bonding
   sequence number via either of the two tunnels. The maximum bonding
   sequence number acknowledged by both tunnels is the latest
   acknowledged bonding sequence number.

   As shown in Figure 3.1, the Flight Sizes of the tunnels can be used
   to estimate the load of the tunnels and the usage of the bonding
   reordering buffer. Suppose the Flight Size of tunnel_1 is F_1, the
   Flight Size of tunnel_2 is F_2, the Flight Size of the entire bonding
   tunnel is F_B while the Bonding Reordering Buffer Size is B. B can be
   calculated as
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                     B = F_B - F_1 - F_2
                       = 6 - 1 - 3
                       = 2

   The bonding reordering buffer may bloat due to the large delay
   difference of the two tunnels. This bonding reordering buffer
   bloating issue might lead to the violation of the timer and/or the
   buffer size limit. The egress node has to deliver the violating
   packets, which will cause mass packet loss and retransmission of the
   carried TCP traffic. Throughput of the bonded tunnels will drop
   dramatically. Therefore, it always important to minimize the size of
   the bonding reordering buffer.

4. Related Work

   Several TCP congestion-avoidance algorithms are implemented for
   congestion control in the Internet. TCP New Reno, defined by
   [RFC6582], improves retransmission during the fast-recovery phase. In
   the absence of SACK [RFC2018], TCP New Reno responds to partial
   acknowledgments (ACKs that cover new data, but not all the data
   outstanding when loss was detected) and sends the next packet beyond
   the ACKed sequence number. The TCP [BIC] uses binary search to
   iteratively find the proper congestion window size in each time
   interval of RTT. [CUBIC] is a less aggressive and more systematic
   derivative of BIC, in which the window is a cubic function of time so
   that RTT fairness is guaranteed.

   However, traditional TCP congestion-avoidance algorithms are not
   applicable to bonding tunnels due to the following reasons. Bonding
   tunnels adopt per packet other than per flow load balancing. Bonding
   tunnels are established between a pair of network devices rather than
   host-to-host. The ingress node of bonding tunnels is not capable to
   alter the traffic sending rate. It does not keep sending buffers so
   it is not capable to retransmit lost packets either.

   Explicit Congestion Notification (ECN [RFC3168]) notifies impending
   network congestion by setting a mark in the IP header instead of
   dropping packets. When the receiver echoes the congestion indication
   to the sender, the sender should reduce its transmission rate
   accordingly. The ECN mechanism could be applicable to tunnelling
   scenarios, but the mechanism itself must be specifically designed
   [RFC6040].

5. Load Rebalance

   Parameters such as the Round-Trip Time and the packet loss rate of
   each tunnel, the usage of the bonding reordering buffer and the data
   rate of the tunnels might be measured. The measurement could be done

https://datatracker.ietf.org/doc/html/rfc6582
https://datatracker.ietf.org/doc/html/rfc2018
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   in either an one-way or two-way manner. The ECN is a special case of
   such measurement. If the underlying network infrastructure of the
   bonding tunnels support ECN, the congestion indications of ECN could
   be used as measured information as well. The measured information
   might be carried either by data packets or control messages.

   Based on the measured information, the ingress node can judge whether
   one tunnel is already congested so that the traffic proportion to be
   loaded on it should be decreased. The ingress node therefore can
   timely adjusts the traffic distribution function to realize a "load
   rebalance". This load rebalance helps the BANANA system to make best
   use of the bandwidth of the two tunnels, and to reduce the queue
   length in the bonding reordering buffer before the congestion control
   of user's TCP traffic react.

5.1. Adaptive Splitting Ratio

   Coloring mechanism is used to achieve per-packet traffic distribution
   across bonded tunnels [GREbond] [GTPbond]. Coloring mechanism is
   defined by [RFC2697] and [RFC2698]. The Committed Information Rate
   (CIR) determines the traffic rate distributed into a give tunnel. The
   CIR of the primary tunnel is fixed while the CIR of the secondary
   tunnel can be tuned dynamically. The ingress node may monitor the
   latency of the two tunnels via the measurement of RTT. If the latency
   difference of the two tunnels exceeds a pre-configured threshold (a
   value in the range from 0 to 100ms), the CIR for the secondary tunnel
   is decreased (e.g., by a half). Otherwise, its CIR is additively
   increased as high as to the maximum traffic rate of the secondary
   tunnel. As the ingress node tunes the CIR, the traffic splitting
   ratio will be adaptively changed as well.

5.2. Adaptive Sequence Alignment

   The usage of the bonding reordering buffer is timely monitored and
   reported to the ingress node. A threshold for this usage is pre-
   configured according to bandwidth or calculated in real-time
   according to the traffic sending rate. Whenever this threshold is
   detected to be violated, the ingress node intentionally splits the
   next incoming packet parade to the lightly loaded (or faster) tunnel
   until the usage of the bonding reordering buffer drops below the
   threshold.

   Alternatively, a RTT difference threshold could be used in the same
   way, i.e., the ingress node will temporarily stop sending packets to
   the heavily loaded (or slower) tunnel when the RTT difference of the
   two tunnels is detected to be larger than that threshold.

https://datatracker.ietf.org/doc/html/rfc2697
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6. Protocol Extensions

   TBD.

   The specification about protocol extensions in this document is
   intended to be applicable to various bonding tunnel protocols.

7. Security Considerations

   Security should be considered by specific bonding tunnel protocols.

8. IANA Considerations

   This document does not require any allocations by the IANA and
   therefore does not have any new IANA considerations.
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