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Abstract

   This memo provides a design for a congestion control algorithm, for
   media transport, which aims to provide for lower delay and lower loss
   communications.
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1.  Introduction

   This memo outlines DFlow, a congestion control algorithm that aims to
   minimise delay and loss by using delay-based techniques.  The scheme
   is based upon TCP Friendly Rate Control (TFRC) [RFC5348], and adds a
   delay-based congestion detection scheme which feeds into a
   'congestion event history' mechanism based upon TFRC's loss history.
   This then provides for a 'congestion event rate' which drives the TCP
   equation.

   Congestion control that aims to minimise the delay is important for
   real-time streams as high delay can render the communication
   unacceptable [ITU.G114.2003].  On today's Internet a number of paths
   have an excess of buffering which can lead to persistent high
   latencies, which has become known as the Bufferbloat phenomenon.
   These problems are particularly apparent with loss-based congestion
   control schemes such as TCP, as they operate by filling the queues on
   a path till loss occurs, thus maximising the delay.  The unfortunate
   consequence is that loss-based approaches not only lead to high delay
   for their own packets but also introduce delays and losses for all
   other flows that traverse those same filled queues.

   Thus when competing with TCP, without the widespread deployment of
   Active Queue Management that aims to minimise delay, (e.g.  Codel
   [I-D.nichols-tsvwg-codel]), it is not possible to maintain low delay
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   as TCP will do its best to keep the queues full and maximise the
   delay.

   However there are many paths where the flows are not competing
   directly with TCP and where delay may be minimised.

   The DFlow scheme can transport media with low delay and loss on paths
   where there is no direct competition with TCP in the same queue.
   Though we are currently testing some techniques to enable it compete
   with loss-based schemes (at the expense of delay) but they will be
   included in a later version of the draft.  In simulations it has been
   seen to be reasonably fair when competing with other DFlow streams.

2.  Conventions, Definitions and Acronyms

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in RFC

2119 [RFC2119].

3.  Background

   Whilst the existing standard for media transport, Real-time Transport
   Protocol (RTP) [RFC3550], suggests that congestion control should be
   employed, in practice many systems tend to use fixed or variable bit
   rate UDP and do very little or no adaptation to their network
   environment.  Most of the existing work on real-time congestion
   control algorithms has been rooted in TCP-friendly approaches but
   with smoother adaptation cycles.  TCP congestion control is
   unsuitable for interactive media for a number of reasons including
   the fact that it is loss-based so it maximises the latency on a path,
   it changes its transmit rate to quickly for multimedia, and favours
   reliability over timeliness.  Various TCP-friendly congestion control
   algorithms such as TFRC [RFC5348], Sisalem's LDA+ [SisalemLDA.2000],
   and Choi's TCP Friendly Window Control (TFWC) [ChoiTFWC.2007] have
   been devised for media transport, that attempt to smooth the short-
   term variation in sending rate.  More recently there have been
   development of some delay-based schemes which aim to provide for low
   delay.

3.1.  TFRC

   TFRC is a rate based receiver driven congestion control algorithm
   which utilises the Padhye TCP equation to provide a smoothed TCP-
   friendly rate.  The sender explicitly sets the transmission rate,
   using the TCP equation driven by the loss event rate which is
   measured and fed back by the receiver, where a loss event consists of
   one or more packet losses within a single RTT.  It utilises a
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   weighted smoothed loss event rate, and EWMA smoothed RTT, as input to
   the TCP equation which enables it to achieve a smoother rate
   adaptation that provides for a more suitable transport for
   multimedia.  TFRC was primarily aimed at streaming media delivery
   where a smooth rate and TCP-friendliness are more important than low
   latency operation.

   However there are number of issues with TFRC as regards real-time
   media transport:

   Loss-based operation:  Firstly since it is a loss-based based scheme
      the latency is maximised which is a problem for real-time
      transport over heavily buffered paths.  The other problem with
      loss-based protocols is that they rely on a certain level of
      packet loss which can be an issue for media traffic since lost
      media packet cannot usually be retransmitted in time.  This
      problem becomes more of a concern at lower transmission rates
      since the TCP equation requires a corresponding increase in loss
      rates.

   Bursty media flows:  Many media flows exhibit bursty behaviour due to
      a number of factors.  Firstly there may be negative bursts (i.e.
      gaps) due to silence or low motion which can lead oscillatory
      behaviours due to the data-limited and/or idle behaviours.
      Secondly there may be positive bursts (i.e.  larger than normal)
      can also be due to the bursty nature of the media and codec (e.g.
      I-frames) which can be lead to drops or increased latency.  Whilst
      the current version of TFRC [RFC5348] has attempted to address
      some of these issues, they are still a concern.

   Small RTT environments:  When operating in low RTT environments
      (<5ms), such as a LAN, systems implementing TFRC can have problems
      with scheduling packet transmissions as inter-packet timings can
      be lower than application level clock granularity.  Whilst the
      current version of TFRC [RFC5348] has attempted to address these
      issues, they can still be a concern in some low RTT environments.

   Variable packet sizes:  As originally designed TFRC will only operate
      correctly when packet sizes are close to MTU size, and when the
      packet sizes are much smaller fairness issues arise.  Although
      there have been attempts to address this problem for small packets
      [RFC4828], it is not clear how to deal with flows that do vary
      their packet sizes substantially.  However this issue is only
      really a marked problem with lower bit rate video flows or
      variable packet rate audio.

3.2.  Delay-Based schemes

https://datatracker.ietf.org/doc/html/rfc5348
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   In the last few years there has been a renewed interest in the use of
   delay based congestion control for media, with a slightly different
   emphasis to that of the history of TCP based approaches such as
   Jain's CARD, Wang and Crowcroft's Tri-S, Brakmo's Vegas, Tan et al's
   Compound TCP, and more recently Budzisz's CxTCP [BudziszCxTCP.2011].
   Where the primary goal with media based transports is to actually
   minimise the latency of the flow, as opposed to just using delay as
   an early indication of loss.  This is of particular relevance on
   paths with large queues, as is the case with a number of today's
   Internet paths.  In 2007 Ghanbari et al [GhanbariFuzzy.2007] did some
   pioneering work on delay-based video congestion control using fuzzy
   logic based systems.  Recently there has been on going activity in
   the IETF as part of the Low Extra Delay Background Transport (LEDBAT)
   Working Group which aims to provide a less than best effort delay-
   based transport with lower delay.  However [RFC6817] specifies a one-
   way queuing delay target of 100ms which is quite a high baseline for
   interactive media, considering the recommended total one-way delay
   limit for a VoIP call should be less than 150ms [ITU.G114.2003].

4.  Objectives

   The objectives of DFlow are to provide for low delay and low loss
   media transport when possible.  We also aim to provide (in a future
   version of the draft) mechanisms to provide for better burst
   management, and loss-mode operation.

   Lower Delay:  The one-way delay should be kept well within the
      acceptable levels of 150ms, and MUST NOT exceed 400ms
      [ITU.G114.2003].

   Lower Loss:  For media transport it is important to minimise loss as
      it is usually not possible to retransmit within the delay budget
      for many connections.  Whilst modern codecs can tolerate some loss
      it is beneficial to avoid it.  The advantage of low delay
      congestion control is that since it aims to operate within the
      queuing boundaries it generally avoids loss.

   Smoothness:  The media rate should aim to be smooth within the
      constraints of the media, codec, and the network path.  A smooth
      rate generally provides for more palatable media consumption.

   Fairness:  The system should aim to be reasonably fair with itself
      and TCP flows.  Initially we aim for self fairness, and we will
      aim to tackle TCP fairness when we have sufficiently robust loss-
      mode operation.

https://datatracker.ietf.org/doc/html/rfc6817


O'Hanlon & Carlberg     Expires October 26, 2013                [Page 5]



Internet-Draft       DFlow media congestion control           April 2013

   [Burst Management]:  [Due in later rev] We are working on mechanisms
      to manage the bursty nature of media allowing it maintain a
      smoother quality.

   [Loss-based mode]:  [Due in later rev] We are working on mechanisms
      to allow the system to compete with loss-based congestion control
      and maintain throughput, though without additional network support
      it is understood that the delay (and loss) would be largely beyond
      control.

5.  Design Outline

   The DFlow scheme aims to primarily utilise delay measurements to
   drive the congestion control.  It currently utilises some of the core
   aspects of TFRC, such as its rate based operation, utilisation of the
   TCP equation, and its rate smoothing.  It also employs similar
   signalling mechanisms.  However as the design evolves we expect that
   DFlow may diverge further from TFRC.

5.1.  Delay Composition

   The total end-to-end one-way delay (OWD) a packet incurs may be
   considered to consist of four elements; transmission (or
   serialisation), propagation, processing, and queuing delays.  For our
   purposes the first three elements may be considered together as a
   largely static component, termed the base delay.  The base delay
   generally does not change significantly unless the node is mobile or
   the underlying link alters due to something like a route change.  The
   main dynamic element of the delay, which DFlow aims to utilise, is
   the queuing delay.  Taken together with the base delay, the queuing
   delay provides an indication of the actual path latency and also
   provides an insight as to the level of congestion on the path.

5.2.  Delay Measurement

   The notional one-way delay is measured for each packet by comparing
   the sender and receiver timestamps.  Whilst the clocks on the sender
   and receiver are unlikely to be synchronised, it is assumed that
   their offset is relatively constant as the clock skew is generally
   quite small.  Thus the notional OWD may only be used in a relative
   context.  The notional OWD is measured for each packet over two
   sampling periods; Firstly over the longer base_period (typically
   10*RTT) from which the minima are stored as the base_delay.  And
   secondly it is sampled over a shorter period current_period
   (typically 50ms), which is also filtered, usually also using a minima
   filter, and stored as current_delay.  The minima of the OWDs are used
   to reduce noise of the measurements, which can be beneficial in the
   case of variable link types such as wireless.
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5.3.  Congestion Detection

   The delay-based detection algorithm, outlined in Figure 1, operates
   by comparing the current_delay to the base_delay, which gives an
   indication of the queuing delay.  If it exceeds a set congestion
   detection threshold, cd_thresh, then the packet is considered for the
   next stage of detection.  The cd_thresh sets the limit for the
   queuing delay incurred by the flow, and is typically set at 50ms (we
   are also investigating automated thresholds).  Once a flow has
   exceeded its cd_thresh then it undergoes a second test which is based
   upon the gradient of the delay change over two current_period's,
   indicating that delay is on the increase, if it is positive then a
   'congestion event' is flagged.

        If ((base_delay - current_delay) > cd_thresh AND
                  (current_delay - prev_current_delay) > 0)
                DelayCongestionEvent = True

                Figure 1: Congestion Detection pseudo-code

   This algorithm then provides input to the 'congestion interval
   history' mechanism (based on TFRC's 'loss interval history'), which
   is combined with normal input from the TFRC packet loss detection
   mechanisms, from which a 'congestion event rate' is derived which is
   then fed into the TCP equation to determine the send rate.

   Note that we currently disable TFRC's oscillation reduction mechanism
   from [RFC5348] (Section 4.5) as it adversely affects the delay-based
   operation.

   We have performed a number of simulations of the above mechanism in
   operation and have found it to be reasonably fair to itself,
   providing for smooth rates at suitable RTTs.

5.4.  Slow Start

   The delay based congestion detection is not only used during normal
   the congestion avoidance phase of the protocol but it also employed
   during slow start allowing for rapid, lower loss, attainment of the
   operating rate.

5.5.  Loss-mode

   We are actively investigating techniques to enable competitive
   behaviours with loss-based protocol such as TCP.  We aim to develop a
   solution that provides for automatic fallback between loss and delay
   modes.
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6.  Further Work

   The design is still under active development and there is more work
   to be done.  We are seeking feedback on these ideas and future
   directions.

7.  IANA Considerations

   This document makes no requests of IANA.

8.  Security Considerations

   With a congestion control algorithm an attacker can attempt to
   interfere with the protocol to cause rate changes.  However
   encryption of the protocol will largely protect it against such
   threats.
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