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Abstract

This document describes a method by which a Service Provider may use
an IP backbone to provide VPNs for its customers. MPLS is used for
forwarding packets over the backbone, and BGP is used for
distributing routes over the backbone. The primary goal of this
method is to support the case in which a client obtains IP backbone
services from a Service Provider or Service Providers with which it
maintains contractual relationships. The client may be an
enterprise, a group of enterprises which need an extranet, an
Internet Service Provider, an application service provider, another
VPN Service Provider which uses this same method to offer VPNs to
clients of its own, etc. The method makes it very simple for the
client to use the backbone services. It is also very scalable and
flexible for the Service Provider, and allows the Service Provider to
add value.

This document obsoletes RFC 2547.


https://datatracker.ietf.org/doc/html/draft-rosen-rfc2547bis-03.txt
http://www.ietf.org/ietf/1id-abstracts.txt
http://www.ietf.org/shadow.html
https://datatracker.ietf.org/doc/html/rfc2547

Rosen, et al. [Page 2]



Internet Draft draft-rosen-rfc2547bis-03. txt February 2001

Table of Contents

1 Introduction ... it e e e e 4
1.1 Virtual Private Networks . ......... i nnnn. 4
1.2 Edge DEVICES ittt ittt ettt e e 5
1.3 Multiple Forwarding Tables in PES ............ouvunn 6
1.4 VPNs with Overlapping Address Spaces ............... 6
1.5 VPNs with Different Routes to the Same System ...... 7
1.6 SP Backbone ROULEIrS ...ttt ittt i ie st st nas 7
1.7 SECUNI LY ittt i e e e e 8
2 Sites and CES ..t i ittt it e e e e 8
3 VRFs: Per-Site Forwarding Tables in the PEs ........ 9
4 VPN Route Distribution via BGP ...........c.ciivuvnnnn 11
4.1 The VPN-IPv4 Address Family ...........ciiiiinnnnnnn 11
4.2 Encoding of Route Distinguishers ................... 13
4.3 Controlling Route Distribution ..................... 13
4.3.1 The Route Target Attribute ............ ... .. ... .. ... 14
4.3.2 Route Distribution Among PEs by BGP ................ 15
4.3.3 Use of Route Reflectors ..........iiiiiiiiinnnnnnn 17
4.3.4 How VPN-IPv4 NLRI is Carried in BGP ................ 19
4.3.5 Building VPNs using Route Targets .................. 19
4.3.6 Route Distribution Among VRFs in a Single PE ....... 20
5 Forwarding Across the Backbone ..................... 20
6 Maintaining Proper Isolation of VPNs ............... 22
7 How PEs Learn Routes from CES ...........oviivnnnnn 22
8 How CEs learn Routes from PES .........c.iiiiiennnnnn 25
9 Carriers' CarriersS ..ttt it it i e i et e 26
10 Inter-Provider Backbones .......... .. 27
11 Accessing the Internet from a VPN .................. 29
12 Management VPNS ...ttt it e s 31
13 SECUNI LY ittt i i e s 32
13.1 Data Plane ...t e 32
13.2 Control Plane . ...ttt e e e e e 34
13.3 Security of P and PE devices ...........ciiuiiiiniinnn 34
14 Quality of Service ......iiiiiiiii i i e e e 34
15 Scalability ... e s 34
16 Intellectual Property Considerations ............... 35
17 Acknowledgments . ... e 35
18 AUthOrs' AddresSSeS ..t i ittt ittt et 36
19 S = o =Y 0 [ 39
20 Full Copyright Statement .............. .0 iiiiiinn. 40


https://datatracker.ietf.org/doc/html/draft-rosen-rfc2547bis-03.txt

Rosen, et al. [Page 3]



Internet Draft draft-rosen-rfc2547bis-03. txt February 2001

1. Introduction
1.1. Virtual Private Networks

Consider a set of "sites" which are attached to a common network
which we may call the "backbone". Let's apply some policy to create a
number of subsets of that set, and let's impose the following rule:
two sites may have IP interconnectivity over that backbone only if at
least one of these subsets contains them both.

The subsets we have created are "Virtual Private Networks" (VPNs).
Two sites have IP connectivity over the common backbone only if there
is some VPN which contains them both. Two sites which have no VPN in
common have no connectivity over that backbone.

If all the sites in a VPN are owned by the same enterprise, the VPN
is a corporate "intranet". If the various sites in a VPN are owned
by different enterprises, the VPN is an "extranet". A site can be in
more than one VPN; e.g., in an intranet and in several extranets. 1In
general, when we use the term VPN we will not be distinguishing
between intranets and extranets.

We wish to consider the case in which the backbone is owned and
operated by one or more Service Providers (SPs). The owners of the
sites are the "customers" of the SPs. The policies that determine
whether a particular collection of sites is a VPN are the policies of
the customers. Some customers will want the implementation of these
policies to be entirely the responsibility of the SP. Other
customers may want to implement these policies themselves, or to
share with the SP the responsibility for implementing these policies.
In this document, we are primarily discussing mechanisms that may be
used to implement these policies. The mechanisms we describe are
general enough to allow these policies to be implemented either by
the SP alone, or by a VPN customer together with the SP. Most of the
discussion is focused on the former case, however.

The mechanisms discussed in this document allow the implementation of
a wide range of policies. For example, within a given VPN, we can
allow every site to have a direct route to every other site ("full
mesh"), or we can restrict certain pairs of sites from having direct
routes to each other ("partial mesh").

In this document, we are interested in the case where the common
backbone offers an IP service. We are NOT focused on the case where
the common backbone is part of the public Internet, but rather on the
case where it is the backbone network of an SP or set of SPs with
which the customer maintains contractual relationships. That is, the
customer is explicitly purchasing VPN service from the SP, rather
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than purchasing Internet access from it. (The customer may or may
not be purchasing Internet access from the same SP as well.)

The customer itself may be a single enterprise, a set of enterprises
needing an extranet, an Internet Service Provider, an application
service provider, or even another SP which offers the same kind of
VPN service to its own customers.

In the rest of this introduction, we specify some properties which
VPNs should have. The remainder of this document outlines a VPN
model which has all these properties.

1.2. Edge Devices

We suppose that at each site, there are one or more Customer Edge
(CE) devices, each of which is "attached" via some sort of data link
(e.g., PPP, ATM, ethernet, Frame Relay, GRE tunnel, etc.) to one or
more Provider Edge (PE) routers. Routers in the Provider's network
which do not attach to CE devices are known as "P routers".

If a particular site has a single host, that host may be the CE
device. If a particular site has a single subnet, the CE device may
be a switch. 1In general, the CE device can be expected to be a
router, which we call the CE router.

We will say that a PE router is attached to a particular VPN if it is
attached to a CE device which is in that VPN. Similarly, we will say
that a PE router is attached to a particular site if it is attached
to a CE device which is in that site.

When the CE device is a router, it is a routing peer of the PE(s) to
which it is attached, but it is NOT a routing peer of CE routers at
other sites. Routers at different sites do not directly exchange
routing information with each other; in fact, they do not even need
to know of each other at all. As a consequence, the customer has no
backbone or "virtual backbone" to manage, and does not have to deal
with any inter-site routing issues. In other words, in the scheme
described in this document, a VPN is NOT an "overlay" on top of the
SP's network.

With respect to the management of the edge devices, clear
administrative boundaries are maintained between the SP and its
customers. Customers are not required to access the PE or P routers
for management purposes, nor is the SP required to access the CE
devices for management purposes.
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1.3. Multiple Forwarding Tables in PEs

Each PE router maintains a number of separate forwarding tables.
Every site to which the PE is attached must be mapped to one of those
forwarding tables. When a packet is received from a particular site,
the forwarding table associated with that site is consulted in order
to determine how to route the packet. The forwarding table
associated with a particular site S is populated ONLY with routes
that lead to other sites which have at least one VPN in common with
S. This prevents communication between sites which have no VPN in
common.

A PE router is attached to a site by virtue of being the endpoint of
an interface or "sub-interface" (e.g., PVC, VLAN, GRE tunnel, etc.)
whose other endpoint is a CE device. If there are multiple
attachments between a site and a PE router, all the attachments may
be mapped to the same forwarding table, or different attachments may
be mapped to different forwarding tables. When a PE router receives
a packet from a CE device, it knows the interface or sub-interface
over which the packet arrived, and this determines the forwarding
table used for processing that packet. The choice of forwarding
table is NOT determined by the user content of the packet.

Different sites can be mapped to the same forwarding table, but ONLY
if they have all their VPNs in common.

A PE router will also have a "default forwarding table," which is not
associated with any particular VPN site or sites. The default
forwarding table is used for handling traffic which is not VPN
traffic, as well as for VPN traffic which is simply transiting this
router (i.e., traffic which was not received over a sub-interface
whose other endpoint is a CE device, and which is not being sent over
a sub-interface whose other endpoint is a CE device.

1.4. VPNs with Overlapping Address Spaces

If two VPNs have no sites in common, then they may have overlapping
address spaces. That is, a given address might be used in VPN V1 as
the address of system S1, but in VPN V2 as the address of a
completely different system S2. This is a common situation when the
VPNs each use an RFC1918 private address space. (In fact, two VPNs
which do have sites in common may have overlapping address spaces, as
long as the overlapping part of the address space does not belong to
any of the sites which the two VPNs have in common.)

The fact that sites in different VPNs are mapped to different
forwarding tables makes it possible for different VPNs to have
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overlapping address spaces, without creating any ambiguity.

1.5. VPNs with Different Routes to the Same System

Although a site may be in multiple VPNs, it is not necessarily the
case that the route to a given system at that site should be the same
in all the VPNs. Suppose, for example, we have an intranet
consisting of sites A, B, and C, and an extranet consisting of A, B,
C, and the "foreign" site D. Suppose that at site A there is a
server, and we want clients from B, C, or D to be able to use that
server. Suppose also that at site B there is a firewall. We want
all the traffic from site D to the server to pass through the
firewall, so that traffic from the extranet can be access controlled.
However, we don't want traffic from C to pass through the firewall on
the way to the server, since this is intranet traffic.

This means that it needs to be possible to set up two routes to the
server. One route, used by sites B and C, takes the traffic directly
to site A. The second route, used by site D, takes the traffic
instead to the firewall at site B. If the firewall allows the
traffic to pass, it then appears to be traffic coming from site B,
and follows the route to site A.

1.6. SP Backbone Routers

The SP's backbone consists of the PE routers, as well as other
routers ("P routers") which do not attach to CE devices.

If every router in an SP's backbone had to maintain routing
information for all the VPNs supported by the SP, this model would
have severe scalability problems; the number of sites that could be
supported would be limited by the amount of routing information that
could be held in a single router. It is important therefore that the
routing information about a particular VPN is only required to be
present in those PE routers which attach to that VPN. 1In particular,
the P routers should not need to have ANY per-VPN routing information
whatsoever. (This condition may need to be relaxed somewhat when
multicast routing is considered. This is not considered further in
this paper.)

So just as the VPN owners do not have a backbone or "virtual
backbone" to administer, the SPs themselves do not have a separate
backbone or "virtual backbone" to administer for each VPN. Site-to-
site routing in the backbone is optimal (within the constraints of
the policies used to form the VPNs), and is not constrained in any
way by an artificial "virtual topology" of tunnels.
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VPNs may span multiple service providers. There are a number of
possible methods for implementing this, which shall be discussed
later.

1.7. Security

N

VPNs of the sort being discussed here, even without making use of
cryptographic security measures, are intended to provide a level of
security equivalent to that obtainable when a level 2 backbone (e.g.,
Frame Relay) is used. That is, in the absence of misconfiguration or
deliberate interconnection of different VPNs, it is not possible for
systems in one VPN to gain access to systems in another VPN. This is
discussed in more detail in section 13.

Sites and CEs

From the perspective of a particular backbone network, a set of IP
systems constitutes a site if those systems have mutual IP
interconnectivity, and communication among them occurs without use of
the backbone. In general, a site will consist of a set of systems
which are in geographic proximity. However, this is not universally
true. If two geographic locations are connected via a leased line,
over which OSPF is running, and if that line is the preferred way of
communicating between the two locations, then the two locations can
be regarded as a single site, even if each location has its own CE
router. (This notion of "site" is topological, rather than
geographical. If the leased line goes down, or otherwise ceases to
be the preferred route, but the two geographic locations can continue
to communicate by using the VPN backbone, then one site has become
two.)

A CE device is always regarded as being in a single site (though as
we shall see, a site may consist of multiple "virtual sites"). A
site, however, may belong to multiple VPNs.

A PE router may attach to CE devices in any number of different
sites, whether those CE devices are in the same or in different VPNs.
A CE device may, for robustness, attach to multiple PE routers, of
the same or of different service providers. If the CE device is a
router, the PE router and the CE router will appear as router
adjacencies to each other.

While the basic unit of interconnection is the site, the architecture
described herein allows a finer degree of granularity in the control
of interconnectivity. For example, certain systems at a site may be
members of an intranet as well as members of one or more extranets,
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while other systems at the same site may be restricted to being
members of the intranet only.

In some cases, a particular site may be divided by the customer into
several "virtual sites", perhaps by the use of VLANs. Each virtual
site may be a member of a different set of VPNs. For example, if a CE
supports VLANs, and wants each VLAN mapped to a separate VPN, the
packets sent between CE and PE could be contained in the site's VLAN
encapsulation. Then the VLAN tag could be used by the PE, along with
the interface over which the packet is received, to assign the packet
to a particular VPN.

Alternatively, one could divide the interface into multiple "sub-
interfaces" (particularly if the interface is Frame Relay or ATM),
and assign the packet to a VPN based on the sub-interface over which
it arrives. Or one could simply use a different interface for each
virtual site. In any case, only one CE router is ever needed per
site, even if there are multiple virtual sites. Of course, a
different CE router could be used for each virtual site, if that is
desired.

Note that in all these cases, the mechanisms, as well as the policy,
for controlling which traffic is in which VPN are in the hand of the
customer.

If it is desired to have a particular host be in multiple virtual
sites, then that host must determine, for each packet, which virtual
site the packet is associated with. It can do this, e.g., by sending
packets from different virtual sites on different VLANs, or out
different network interfaces.

VRFs: Per-Site Forwarding Tables in the PEs

Each PE router maintains one or more "per-site forwarding tables."
These are known as VRFs, or "VPN Routing and Forwarding" tables.
Every site to which the PE router is attached is associated with one
of these tables. A particular packet's IP destination address is
looked up in a particular VRF only if that packet has arrived
directly from a site which is associated with that table.

It would in fact be more precise to say that in the PE router,
- sub-interfaces may be mapped to VRFs,
- the mapping is many-to-one,
- the VRF in which a packet's destination address is looked up is
determined by the sub-interface over which it is received, and
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- two sub-interfaces may not be mapped to the same VRF unless the
same set of routes is meant to be available to packets received
over either sub-interface.

A sub-interface which is mapped to a VRF may be referred to as a "VRF
sub-interface".

How are the VRFs populated?

As an example, let PE1, PE2, and PE3 be three PE routers, and let
CE1, CE2, and CE3 be three CE routers. Suppose that PE1l learns, from
CE1, the routes which are reachable at CE1's site. If PE2 and PE3
are attached respectively to CE2 and CE3, and there is some VPN V
containing CE1, CE2, and CE3, then PE1l uses BGP to distribute to PE2
and PE3 the routes which it has learned from CE1. PE2 and PE3 use
these routes to populate the VRFs which they associate respectively
with the sites of CE2 and CE3. Routes from sites which are not in
VPN V do not appear in these VRFs, which means that packets from CE2
or CE3 cannot be sent to sites which are not in VPN V.

If a site is in multiple VPNs, the VRF associated with that site
contains routes from the full set of VPNs of which the site is a
member .

A PE generally associates only one VRF to each site, even if it is
multiply connected to that site. However, different sites can share
the same VRF if (and only if) they are meant to use exactly the same
set of routes.

When a PE receives a packet from a directly attached site, it always
looks up the packet's destination address in the VRF which is
associated with that site. However, when a PE receives a packet
which is destined to go to a particular directly attached site, it
does not necessarily need to lookup the packet's destination address
in the VRF (or anywhere else). The packet may already be carrying
enough information (in the form of an MPLS label, see section 5) to
determine the packet's outgoing sub-interface. That is, the packet's
exit point from the backbone may be completely determined by the
information in the VRF associated with its entry point to the
backbone.

This allows the backbone to support multiple different routes to the
same system, where the route followed by a given packet is determined
by the site from which the packet enters the backbone. E.g., one may
have one route to a given system for packets from the extranet (where
the route leads to a firewall), and a different route to the same
system for packets from the intranet (including packets that have
already passed through the firewall).
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A PE router also contains a "default forwarding table", which is not
a VRF. The default forwarding table is used for forwarding packets
that arrive on sub-interfaces which are not associated with any VRF,
and which are not destined to be sent on sub-interfaces associated
with a VRF. The default forwarding table is populated in the normal
way by the routing algorithm of the SP network; it does not contain
routes from the VPNs.

[

VPN Route Distribution via BGP

PE routers use BGP to distribute VPN routes to each other (more
accurately, to cause VPN routes to be distributed to each other).

We allow each VPN to have its own address space, which means that a
given address may denote different systems in different VPNs. If two
routes, to the same IP address prefix, are actually routes to
different systems, it is important to ensure that BGP not treat them
as comparable. Otherwise BGP might choose to install only one of
them, making the other system unreachable. Further, we must ensure
that POLICY is used to determine which packets get sent on which
routes; given that several such routes are installed by BGP, only one
such must appear in any particular VRF.

We meet these goals by the use of a new address family, as specified
below.

4.1. The VPN-IPv4 Address Family

The BGP Multiprotocol Extensions [BGP-MP] allow BGP to carry routes
from multiple "address families". We introduce the notion of the
"VPN-IPv4 address family". A VPN-IPv4 address is a 12-byte quantity,
beginning with an 8-byte "Route Distinguisher (RD)" and ending with a
4-byte IPv4 address. If two VPNs use the same IPv4 address prefix,
the PEs translate these into unique VPN-IPv4 address prefixes. This
ensures that if the same address is used in two different VPNs, it is
possible to install two completely different routes to that address,
one for each VPN.

The RD does not by itself impose any semantics; it contains no
information about the origin of the route or about the set of VPNs to
which the route is to be distributed. The purpose of the RD is
solely to allow one to create distinct routes to a common IPv4
address prefix. Other means are used to determine where to
redistribute the route (see section 4.3).

The RD can also be used to create multiple different routes to the
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very same system. 1In section 3, we gave an example where the route
to a particular server had to be different for intranet traffic than
for extranet traffic. This can be achieved by creating two different
VPN-IPv4 routes that have the same IPv4 part, but different RDs.

This allows BGP to install multiple different routes to the same
system, and allows policy to be used (see section 4.3.5) to decide
which packets use which route.

The RDs are structured so that every service provider can administer
its own "numbering space" (i.e., can make its own assignments of
RDs), without conflicting with the RD assignments made by any other
service provider. An RD consists of a two-byte type field, an
administrator field, and an assigned number field. The value of the
type field determines the lengths of the other two fields, as well as
the semantics of the administrator field. The administrator field
identifies an assigned number authority, and the assigned number
field contains a number which has been assigned, by the identified
authority, for a particular purpose. For example, one could have an
RD whose administrator field contains an Autonomous System number
(ASN), and whose (4-byte) number field contains a number assigned by
the SP to whom that ASN belongs (having been assigned to that SP by
the appropriate authority).

RDs are given this structure in order to ensure that an SP which
provides VPN backbone service can always create a unique RD when it
needs to do so. However, the structuring provides no semantics. When
BGP compares two such address prefixes, it ignores the structure
entirely.

Note that VPN-IPv4 addresses and 1IPv4 addresses are always
considered by BGP to be incomparable.

A VRF may have multiple VPN-IPv4 routes for a single IPv4 address
prefix. When a packet's destination address is matched against a
VPN-IPv4 route, only the IPv4 part is actually matched.

A PE needs to be configured such that routes which lead to particular
CE become associated with a particular RD. The configuration may
cause all routes leading to the same CE to be associated with the
same RD, or it may be cause different routes to be associated with
different RDs, even if they lead to the same CE.
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4.2. Encoding of Route Distinguishers

As stated, a VPN-IPv4 address consists of an 8-byte Route
Distinguisher followed by a 4-byte IPv4 address. The RDs are encoded
as follows:

- Type Field: 2 bytes
- Value Field: 6 bytes

The interpretation of the Value field depends on the value of the
Type field. At the present time, two values of the type field are
defined: © and 1.

- Type 0: The Value field consists of two subfields:

* Administrator subfield: 2 bytes
* Assigned Number subfield: 4 bytes

The Administrator subfield must contain an Autonomous System
number. If this ASN is from the public ASN space, it must have
been assigned by the appropriate authority (use of ASN values
from the private ASN space is strongly discouraged). The
Assigned Number subfield contains a number from a numbering space
which is administered by the enterprise to which the ASN has been
assigned by an appropriate authority.

- Type 1: The Value field consists of two subfields:

* Administrator subfield: 4 bytes
* Assigned Number subfield: 2 bytes

The Administrator subfield must contain an IP address. If this IP
address is from the public IP address space, it must have been
assigned by an appropriate authority (use of addresses from the
private IP address space is strongly discouraged). The Assigned
Number sub-field contains a number from a numbering space which
is administered by the enterprise to which the IP address has
been assigned.

4.3. Controlling Route Distribution

In this section, we discuss the way in which the distribution of the
VPN-IPv4 routes is controlled.
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4.3.1. The Route Target Attribute
Every VRF is associated with one or more "Route Target" attributes.

When a VPN-IPv4 route is created by a PE router, it is associated
with one or more "Route Target" attributes. These are carried in BGP
as attributes of the route.

Any route associated with Route Target T must be distributed to every
PE router that has a VRF associated with Route Target T. When such a
route is received by a PE router, it is eligible to be installed
those of the PE's VRFs which are associated with Route Target T.
(Whether it actually gets installed depends on the outcome of the BGP
decision process.)

A Route Target attribute can be thought of as identifying a set of
sites. (Though it would be more precise to think of it as
identifying a set of VRFs.) Associating a particular Route Target
attribute with a route allows that route to be placed in the VRFs
that are used for routing traffic which is received from the
corresponding sites.

There is a set of Route Targets that a PE router attaches to a route
received from site S; these may be called the "Export Targets". And
there is a set of Route Targets that a PE router uses to determine
whether a route received from another PE router could be placed in
the VRF associated with site S; these may be called the "Import
Targets". The two sets are distinct, and need not be the same. Note
that a particular VPN-IPv4 route is only eligible for installation in
a particular VRF if there is some Route Target which is both one of
the route's Route Targets and one of the VRF's Import Targets.

The function performed by the Route Target attribute is similar to
that performed by the BGP Communities Attribute. However, the format
of the latter is inadequate for present purposes, since it allows
only a two-byte numbering space. It is desirable to structure the
format, similar to what we have described for RDs (see section 4.2),
so that a type field defines the length of an administrator field,
and the remainder of the attribute is a number from the specified
administrator's numbering space. This can be done using BGP Extended
Communities. The Route Targets discussed herein are encoded as BGP
Extended Community Route Targets [BGP-EXTCOMM].

When a BGP speaker has received more than one route to the same VPN-
IPv4 prefix, the BGP rules for route preference are used to choose

which route are installed.

Note that a route can only have one RD, but it can have multiple
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Route Targets. In BGP, scalability is improved if one has a single
route with multiple attributes, as opposed to multiple routes. One
could eliminate the Route Target attribute by creating more routes
(i.e., using more RDs), but the scaling properties would be less
favorable.

How does a PE determine which Route Target attributes to associate
with a given route? There are a number of different possible ways.
The PE might be configured to associate all routes that lead to a
particular site with a particular Route Target. Or the PE might be
configured to associate certain routes leading to a particular site
with one Route Target, and certain with another. Or the CE router,
when it distributes these routes to the PE (see section 7), might
specify one or more Route Targets for each route. The latter method
shifts the control of the mechanisms used to implement the VPN
policies from the SP to the customer. If this method is used, it may
still be desirable to have the PE eliminate any Route Targets that,
according to its own configuration, are not allowed, and/or to add in
some Route Targets that according to its own configuration are
mandatory.

4.3.2. Route Distribution Among PEs by BGP

If two sites of a VPN attach to PEs which are in the same Autonomous
System, the PEs can distribute VPN-IPv4 routes to each other by means
of an IBGP connection between them. Alternatively, each can have an
IBGP connection to a route reflector.

When a PE router distributes a VPN-IPv4 route via BGP, it uses its
own address as the "BGP next hop". This address is encoded as a
VPN-IPv4 address with an RD of 0. ([BGP-MP] requires that the next
hop address be in the same address family as the NLRI.) It also
assigns and distributes an MPLS label. (Essentially, PE routers
distribute not VPN-IPv4 routes, but Labeled VPN-IPv4 routes. Cf.
[MPLS-BGP]). When the PE processes a received packet that has this
label at the top of the stack, the PE will pop the stack, and process
the packet appropriately.

The PE may distribute the exact set of routes that appears in the
VRF, or it may perform summarization and distribute aggregates of
those routes, or it may do some of one and some of the other.

Suppose that a PE has assigned label L to route R, and has
distributed this label mapping via BGP. If R is an aggregate of a
set of routes in the VRF, the PE will know that packets from the
backbone which arrive with this label must have their destination
addresses looked up in a VRF. When the PE looks up the label in its
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Label Information Base, it learns which VRF must be used. On the
other hand, if R is not an aggregate, then when the PE looks up the
label, it learns the output sub-interface and the data link
encapsulation header for the packet. 1In this case, no lookup in the
VRF is done.

We would expect that the most common case would be the case where the
route is NOT an aggregate. The case where it is an aggregate can be
very useful though if the VRF contains a large number of host routes
(e.g., as in dial-in), or if the VRF has an associated LAN interface
(where there is a different outgoing layer 2 header for each system
on the LAN, but a route is not distributed for each such system).
However, we do not consider this further in this paper.

Note that the use of BGP-distributed MPLS labels is only possible if
there is a label switched path between the PE router that installs
the BGP-distributed route and PE router which is the BGP next hop of
that route. This label switched path may follow a "best effort"
route, or it may follow a traffic engineered route. Between a
particular PE router and its BGP next hop for a particular route
there may be one label switched path, or there may be several,
perhaps with different QoS characteristics. All that matters for the
VPN architecture is that some label switched path between the router
and its BGP next hop exists. However, to ensure interoperability
among systems which implement this VPN architecture, all such systems
must support LDP [MPLS-LDP].

A PE router, UNLESS it is a Route Reflector (see section 4.3.3)
should not install a VPN-IPv4 route unless it has at least one VRF
with an Import Target identical to one of the route's Route Target
attributes. Inbound filtering should be used to cause such routes to
be discarded. If a new Import Target is later added to one of the
PE's VRFs (a "VPN Join" operation), it must then acquire the routes
it may previously have discarded. This can be done using the refresh
mechanism described in [BGP-RFSH]. The outbound route filtering
mechanism of [BGP-ORF] can also be used to advantage to make the
filtering more dynamic.

Similarly, if a particular Import Target is no longer present in any
of a PE's VRFs (as a result of one or more "VPN Prune" operations),
the PE may discard all routes which, as a result, no longer have any
of the PE's VRF's Import Targets as one of their Route Target
Attributes.

A router which is not attached to any VPN, and which is not a Route
Reflector (i.e., a P router), never installs any VPN-IPv4 routes at
all.
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Note that VPN Join and Prune operations are non-disruptive, and do
not require any BGP connections to be brought down, as long as the
refresh mechanism of [BGP-RFSH] is used.

As a result of these distribution rules, no one PE ever needs to
maintain all routes for all VPNs; this is an important scalability
consideration.

4.3.3. Use of Route Reflectors

Rather than having a complete IBGP mesh among the PEs, it is
advantageous to make use of BGP Route Reflectors [BGP-RR] to improve
scalability. All the usual techniques for using route reflectors to
improve scalability, e.g., route reflector hierarchies, are
available.

Route reflectors are the only systems which need to have routing
information for VPNs to which they are not directly attached.
However, there is no need to have any one route reflector know all
the VPN-IPv4 routes for all the VPNs supported by the backbone.

We outline below two different ways to partition the set of VPN-IPv4
routes among a set of route reflectors.

1. Each route reflector is preconfigured with a list of Route
Targets. For redundancy, more than one route reflector may be
preconfigured with the same list. A route reflector uses the
preconfigured list of Route Targets to construct its inbound
route filtering. The route reflector may use the techniques of
[BGP-ORF] to install on each of its peers (regardless of
whether the peer is another route reflector, or a PE) the set
of "Outbound Route Filters" (ORFs) that contain the list of its
preconfigured Route Targets. Note that route reflectors should
accept ORFs from other route reflectors, which means that route
reflectors should advertise the ORF capability to other route
reflectors.

A service provider may modify the list of preconfigured Route
Targets on a route reflector. When this is done, the route
reflector modifies the ORFs it installs on all of its IBGP
peers. To reduce the frequency of configuration changes on
route reflectors, each route reflector may be preconfigured
with a block of Route Targets. This way, when a new Route
Target is needed for a new VPN, there is already one or more
route reflectors that are (pre)configured with this Route
Target.
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Unless a given PE is a client of all route reflectors, when a
new VPN is added to the PE ("VPN Join"), it will need to become
a client of the route reflector(s) that maintain routes for
that VPN. Likewise, deleting an existing VPN from the PE ("VPN
Prune") may result in a situation where the PE no longer need
to be a client of some route reflector(s). In either case, the
Join or Prune operation is non-disruptive (as long as [BGP-
RFSH] is used, and never requires a BGP connection to be
brought down, only to be brought right back up.

(By "adding a new VPN to a PE", we really mean adding a new
import Route Target to one of its VRFs, or adding a new VRF
with an import Route Target not had by any of the PE's other
VRFs.)

. Another method is to have each PE be a client of some subset of

the route reflectors. A route reflector is not preconfigured
with the list of Route Targets, and does not perform inbound
route filtering of routes received from its clients (PESs);
rather it accepts all the routes received from all of its
clients (PEs). The route reflector keeps track of the set of
the Route Targets carried by all the routes it receives. When
the route reflector receives from its client a route with a
Route Target that is not in this set, this Route Target is
immediately added to the set. On the other hand, when the route
reflector no longer has any routes with a particular Route
Target that is in the set, the route reflector should delay (by
a few hours) the deletion of this Route Target from the set.

The route reflector uses this set to form the inbound route
filters that it applies to routes received from other route
reflectors. The route reflector may also use ORFs to install
the appropriate outbound route filtering on other route
reflectors. Just like with the first approach, a route
reflector should accept ORFs from other route reflectors. To
accomplish this, a route reflector advertises ORF capability to
other route reflectors.

When the route reflector changes the set, it should immediately
change its inbound route filtering. In addition, if the route
reflector uses ORFs, then the ORFs have to be immediately
changed to reflect the changes in the set. If the route
reflector doesn't use ORFs, and a new Route Target is added to
the set, the route reflector, after changing its inbound route
filtering, must issue BGP Refresh to other route reflectors.

The delay of "a few hours" mentioned above allows a route
reflector to hold onto routes with a given RT, even after it
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loses the last of its clients which are interested in such
routes. This protects against the need to reacquire all such
routes if the clients' "disappearance" is only temporary.

wWith this procedure, VPN Join and Prune operations are also
non-disruptive.

In both of these procedures, a PE router which attaches to a
particular VPN "auto-discovers" the other PEs which attach to the
same VPN. When a new PE router is added, or when an existing PE
router attaches to a new VPN, no reconfiguration of other PE routers
is needed.

Just as there is no one PE router that needs to know all the VPN-IPv4
routes that are supported over the backbone, these distribution rules
ensure that there is no one RR which needs to know all the VPN-IPv4
routes that are supported over the backbone. As a result, the total
number of such routes that can be supported over the backbone is not
bounded by the capacity of any single device, and therefore can
increase virtually without bound.

4.3.4. How VPN-IPv4 NLRI is Carried in BGP

The BGP Multiprotocol Extensions [BGP-MP] are used to encode the
NLRI. If the AFI field is set to 1, and the SAFI field is set to
128, the NLRI is an MPLS-labeled VPN-IPv4 address. AFI 1 is used
since the network layer protocol associated with the NLRI is still
IP. Note that this VPN architecture does not require the capability
to distribute unlabeled VPN-IPv4 addresses.

In order for two BGP speakers to exchange labeled VPN-IPv4 NLRI, they
must use BGP Capabilities Negotiation to ensure that they both are
capable of properly processing such NLRI. This is done as specified
in [BGP-MP], by using capability code 1 (multiprotocol BGP), with an
AFI of 1 and an SAFI of 128.

The labeled VPN-IPv4 NLRI itself is encoded as specified in [MPLS-
BGP], where the prefix consists of an 8-byte RD followed by an IPv4
prefix.

4.3.5. Building VPNs using Route Targets

By setting up the Import Targets and Export Targets properly, one can
construct different kinds of VPNs.

Suppose it is desired to create a a fully meshed closed user group,
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i.e., a set of sites where each can send traffic directly to the
other, but traffic cannot be sent to or received from other sites.
Then each site is associated with a VRF, a single Route Target
attribute is chosen, that Route Target is assigned to each VRF as
both the Import Target and the Export Target, and that Route Target
is not assigned to any other VRFs as either the Import Target or the
Export Target.

Alternatively, suppose one desired, for whatever reason, to create a
"hub and spoke" kind of VPN. This could be done by the use of two
Route Target values, one meaning "Hub" and one meaning "Spoke". At
the VRFs attached to the hub sites, "Hub" is the Export Target and
"Spoke" is the Import Target. At the VRFs attached to the spoke
site, "Hub" is the Import Target and "Spoke" is the Export Target.

Thus the methods for controlling the distribution of routing
information among various sets of sites are very flexible, which in
turn provides great flexibility in constructing VPNs.

4.3.6. Route Distribution Among VRFs in a Single PE

;]

It is possible to distribute routes from one VRF to another, even if
both VRFs are in the same PE, even though in this case one cannot say
that the route has been distributed by BGP. Nevertheless, the
decision to distribute a particular route from one VRF to another
within a single PE is the same decision that would be made if the
VRFs were on different PEs. That is, it depends on the route target
attribute which is assigned to the route (or would be assigned if the
route were distributed by BGP), and the import target of the second
VRF.

Forwarding Across the Backbone

If the intermediate routers in the backbone do not have any
information about the routes to the VPNs, how are packets forwarded
from one VPN site to another?

This is done by means of MPLS with a two-level label stack.

PE routers (and ASBRs which redistribute VPN-IPv4 addresses) need to
insert /32 address prefixes for themselves into the IGP routing
tables of the backbone. This enables MPLS, at each node in the
backbone network, to assign a label corresponding to the route to
each PE router. To ensure interoperability among different
implementations, it is required to support LDP for setting up the
label switched paths across the backbone. However, other methods of
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setting up these label switched paths are also possible. (Some of
these other methods may not require the presence of the /32 address
prefixes in the IGP.)

When a PE receives a packet from a CE device, it chooses a particular
VRF in which to look up the packet's destination address. This
choice is based on the packet's incoming sub-interface. Assume that
a match is found. As a result we learn a "next hop" and an "outgoing
sub-interface".

If the packet's outgoing sub-interface is associated with a VRF, then
the next hop is a CE device. The packet is sent directly to the CE
device. However, if the outgoing sub-interface and the incoming sub-
interface are associated with different VRFs, and the route which
best matches the destination address in the incoming sub-interface's
VRF is an aggregate of several routes in the outgoing sub-interface's
VRF, it may be necessary to look up the packet's destination address
in the VRF of the outgoing interface as well.

If the packet's outgoing sub-interface is NOT associated with a VRF,
then the packet must travel at least one hop through the backbone.
The packet thus has a "BGP Next Hop", and the BGP Next Hop will have
assigned a label for the route which best matches the packet's
destination address. This label is pushed onto the packet's label
stack, and becomes the bottom label. The packet will also have an
"IGP Next Hop", which is the next hop along the IGP route to the BGP
Next Hop. The IGP Next Hop will have assigned a label for the route
which best matches the address of the BGP Next Hop. This label gets
pushed on as the packet's top label. The packet is then forwarded to
the IGP next hop. (Of course, if the BGP Next Hop and the IGP Next
Hop are the same, and if penultimate hop popping is used, the packet
may be sent with only the BGP-supplied label.)

MPLS will then carry the packet across the backbone. The egress PE
router's treatment of the packet will depend on the label that was
first pushed on by the ingress PE. 1In many cases, the PE will be
able to determine, from this label, the sub-interface over which the
packet should be transmitted (to a CE device), as well as the proper
data link layer header for that interface. 1In other cases, the PE
may only be able to determine that the packet's destination address
needs to be looked up in a particular VRF before being forwarded to a
CE device. 1Information in the MPLS header itself, and/or information
associated with the label, may also be used to provide QoS on the
interface to the CE. 1In any event, when the packet finally gets to a
CE device, it will again be an ordinary unlabeled IP packet.

Note that it is the two-level labeling that makes it possible to keep
all the VPN routes out of the P routers, and this in turn is crucial
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to ensuring the scalability of the model. The backbone does not even
need to have routes to the CEs, only to the PEs.

If it is necessary to carry VPN packets through a sequence of P
routers which do not support MPLS, the top label (which represents a
route to the BGP next hop) could in theory be replaced with an "MPLS
in IP (or in GRE or in IPsec, etc.)" encapsulation, where the IP
destination address is the address of the BGP next hop. The use of
such techniques is for further study.

Maintaining Proper Isolation of VPNs

To maintain proper isolation of one VPN from another, it is important
that no router in the backbone accept a labeled packet from any
adjacent non-backbone device unless the following two conditions
hold:

1. the label at the top of the label stack was actually
distributed by that backbone router to that non-backbone
device, and

2. the backbone router can determine that use of that label will
cause the packet to leave the backbone before any labels lower
in the stack will be inspected, and before the IP header will
be inspected.

The first condition ensure that any labeled packets received from
non-backbone routers have a legitimate and properly assigned label at
the top of the label stack. The second condition ensures that the
backbone routers will never look below that top label. O0Of course,
the simplest way to meet these two conditions is just to have the
backbone devices refuse to accept labeled packets from non-backbone
devices.

How PEs Learn Routes from CEs

The PE routers which attach to a particular VPN need to know, for
each of that VPN's sites, which addresses in that VPN are at each
site.

In the case where the CE device is a host or a switch, this set of
addresses will generally be configured into the PE router attaching
to that device. 1In the case where the CE device is a router, there
are a number of possible ways that a PE router can obtain this set of
addresses.
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The PE translates these addresses into VPN-IPv4 addresses, using a
configured RD. The PE then treats these VPN-IPv4 routes as input to
BGP. Routes from a site are not leaked into the backbone's IGP.

Exactly which PE/CE route distribution techniques are possible
depends on whether a particular CE is in a "transit VPN" or not. A
"transit VPN" is one which contains a router that receives routes
from a "third party" (i.e., from a router which is not in the VPN,
but is not a PE router), and that redistributes those routes to a PE
router. A VPN which is not a transit VPN is a "stub VPN". The vast
majority of VPNs, including just about all corporate enterprise
networks, would be expected to be "stubs" in this sense.

The possible PE/CE distribution techniques are:

1. Static routing (i.e., configuration) may be used. (This is
likely to be useful only in stub VPNs.)

2. PE and CE routers may be RIP peers, and the CE may use RIP to
tell the PE router the set of address prefixes which are
reachable at the CE router's site. When RIP is configured in
the CE, care must be taken to ensure that address prefixes from
other sites (i.e., address prefixes learned by the CE router
from the PE router) are never advertised to the PE. More
precisely: if a PE router, say PE1l, receives a VPN-IPv4 route
R1, and as a result distributes an IPv4 route R2 to a CE, then
R2 must not be distributed back from that CE's site to a PE
router, say PE2, (where PE1 and PE2 may be the same router or
different routers), unless PE2 maps R2 to a VPN-IPv4 route
which is different than (i.e., contains a different RD than)
R1.

3. The PE and CE routers may be OSPF peers. A PE router which is
an OSPF peer of a CE router appears, to the CE router, to be an
area 0 router. If a PE router is an OSPF peer of CE routers
which are in distinct VPNs, the PE must of course be running
multiple instances of OSPF.

IPv4 routes which the PE learns from the CE via OSPF are
redistributed into BGP as VPN-IPv4 routes. Extended community
attributes are used to carry, along with the route, all the
information needed to enable the route to be distributed to
other CE routers in the VPN in the proper type of OSPF LSA.
OSPF route tagging is used to ensure that routes received from
the MPLS/BGP backbone are not sent back into the backbone.

Specification of the complete set of procedures for the use of
OSPF between PE and CE can be found in [VPN-OSPF].
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The PE and CE routers may be BGP peers, and the CE router may
use BGP (in particular, EBGP to tell the PE router the set of
address prefixes which are at the CE router's site. (This
technique can be used in stub VPNs or transit VPNs.)

This technique has a number of advantages over the others:

a) Unlike the IGP alternatives, this does not require the PE
to run multiple routing algorithm instances in order to
talk to multiple CEs

b) BGP is explicitly designed for just this function:
passing routing information between systems run by
different administrations

c) If the site contains "BGP backdoors", i.e., routers with
BGP connections to routers other than PE routers, this
procedure will work correctly in all circumstances. The
other procedures may or may not work, depending on the
precise circumstances.

d) Use of BGP makes it easy for the CE to pass attributes of
the routes to the PE. A complete specification of the
set of attributes and their use is outside the scope of
this document. However, some examples of the way this
may be used are the following:

- The CE may suggest a particular Route Target for each
route, from among the Route Targets that the PE is
authorized to attach to the route. The PE would then
attach only the suggested Route Target, rather than

the full set. This gives the CE administrator some
dynamic control of the distribution of routes from
the CE.

- Additional types of Extended Community attributes may
be defined, where the intention is to have those
attributes passed transparently (i.e., without being
changed by the PE routers) from CE to CE. This would
allow CE administrators to implement additional route
filtering, beyond that which is done by the PEs.

This additional filtering would not require
coordination with the SP.

On the other hand, using BGP is likely to be something new for
the CE administrators, except in the case where the customer
itself is already an Internet Service Provider (ISP), or where
the CE devices are managed by the SP.
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If a site is not in a transit VPN, note that it need not have a
unique Autonomous System Number (ASN). Every CE whose site
which is not in a transit VPN can use the same ASN. This can
be chosen from the private ASN space, and it will be stripped
out by the PE. Routing loops are prevented by use of the Site
of Origin Attribute (see below).

What if a set of sites constitute a transit VPN? This will
generally be the case only if the VPN is itself an ISP's
network, where the ISP is itself buying backbone services from
another SP. The latter SP may be called a "Carrier's Carrier".
In this case, the best way to provide the VPN is to have the CE
routers support MPLS, and to use the technique described in
section 9.

When we do not need to distinguish among the different ways in which
a PE can be informed of the address prefixes which exist at a given
site, we will simply say that the PE has "learned" the routes from
that site.

Before a PE can redistribute a VPN-IPv4 route learned from a site, it
must assign a Route Target attribute (see section 4.3.1) to the
route, and it may assign a Site of Origin attribute to the route.

The Site of Origin attribute, if used, is encoded as a Route Origin
Extended Community [BGP-EXTCOMM]. The purpose of this attribute is
to uniquely identify the set of routes learned from a particular
site. This attribute is needed in some cases to ensure that a route
learned from a particular site via a particular PE/CE connection is
not distributed back to the site through a different PE/CE
connection. It is particularly useful if BGP is being used as the
PE/CE protocol, but different sites have not been assigned distinct
ASNSs.

How CEs learn Routes from PEs
In this section, we assume that the CE device is a router.

If the PE places a particular route in the VRF it uses to route
packets received from a particular CE, then in general, the PE may
distribute that route to the CE. Of course the PE may distribute
that route to the CE only if this is permitted by the rules of the
PE/CE protocol. (For example, if a particular PE/CE protocol has
"split horizon", certain routes in the VRF cannot be redistributed
back to the CE.) We add one more restriction on the distribution of
routes from PE to CE: if a route's Site of Origin attribute
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identifies a particular site, that route must never be redistributed

to any CE at that site.

In most cases, however, it will be sufficient for the PE to simply

distribute the default route to the CE. (In some cases, it may even

be sufficient for the CE to be configured with a default route

pointing to the PE.) This will generally work at any site which does

not itself need to distribute the default route to other sites.

(E.g., if one site in a corporate VPN has the corporation's access to

the Internet, that site might need to have default distributed to
other site, but one could not distribute default to that site
itself.)

Whatever procedure is used to distribute routes from CE to PE will

also be used to distribute routes from PE to CE.

Carriers' Carriers

the

Sometimes a VPN may actually be the network of an ISP, with its own

peering and routing policies. Sometimes a VPN may be the network

an SP which is offering VPN services in turn to its own customers.
VPNs like these can also obtain backbone service from another SP,

"carrier's carrier", using essentially the same methods described
this document. 1In particular:

- The CE routers should distribute to the PE routers ONLY those
routes which are internal to the VPN. This allows the VPN to
handled as a stub VPN.

of

the
in

be

- The CE routers should support MPLS, in that they should be able
to receive labels from the PE routers, and send labeled packets

to the PE routers. They do not need to distribute labels of
their own though.

- The PE routers should distribute, to the CE routers, labels for

the routes they distribute to the CE routers.

- Routers at the different sites should establish BGP connections

among themselves for the purpose of exchanging external routes

(i.e., routes which lead outside of the VPN).

- All the external routes must be known to the CE routers.

Then when a CE router looks up a packet's destination address, the

routing lookup will resolve to an internal address, usually the
address of the packet's BGP next hop. The CE labels the packet
appropriately and sends the packet to the PE.
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In the above procedure, the CE routers are the only routers in the
VPN which need to support MPLS. If, on the other hand, all the
routers at a particular VPN site support MPLS, then it is no longer
required that the CE routers know all the external routes. All that
is required is that the external routes be known to whatever routers
are responsible for putting the label stack on a hitherto unlabeled
packet, and that there be label switched path that leads from those
routers to their BGP peers at other sites. 1In this case, for each
internal route that a CE router distributes to a PE router, it must
also distribute a label.

Inter-Provider Backbones

What if two sites of a VPN are connected to different Autonomous
Systems (e.g., because the sites are connected to different SPs)?

The PE routers attached to that VPN will then not be able to maintain
IBGP connections with each other, or with a common route reflector.
Rather, there needs to be some way to use EBGP to distribute VPN-IPv4
addresses.

There are a number of different ways of handling this case, which we
present in order of increasing scalability.

a) VRF-to-VRF connections at the AS border routers.

In this procedure, a PE router in one AS attaches directly to a
PE router in another. The two PE routers will be attached by
multiple sub-interfaces, at least one for each of the VPNs
whose routes need to be passed from AS to AS. Each PE will
treat the other as if it were a CE router. That is, the PEs
associate each such sub-interface with a VRF, and use EBGP to
distribute unlabeled IPv4 addresses to each other.

This is a procedure that "just works", and that does not
require MPLS at the border between ASes. However, it does not
scale as well as the other procedures discussed below.

b) EBGP redistribution of labeled VPN-IPv4 routes from AS to
neighboring AS.

In this procedure, the PE routers use IBGP to redistribute
labeled VPN-IPv4 routes either to an Autonomous System Border
Router (ASBR), or to a route reflector of which an ASBR is a
client. The ASBR then uses EBGP to redistribute those labeled
VPN-IPv4 routes to an ASBR in another AS, which in turn
distributes them to the PE routers in that AS, or perhaps to
another ASBR which in turn distributes them
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When using this procedure, VPN-IPv4 routes should only be
accepted on EBGP connections at private peering points, as part
of a trusted arrangement between SPs. VPN-IPv4 routes should
neither be distributed to nor accepted from the public
Internet, or from any BGP peers which are not trusted. An ASBR
should never accept a labeled packet from an EBGP peer unless
it has actually distributed the top label to that peer.

If there are many VPNs having sites attached to different
Autonomo