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Abstract

   Recovering from failure of IPsec gateways or servers maintaining
   large numbers of SAs may take several minutes, if they need to re-
   establish the IPsec SAs by re-running the key management protocol,
   IKEv2.  This draft proposes IPsec and IKEv2 SA storage and retrieval
   mechanisms to improve the recovery time after an IPsec gateway or
   server failure.
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1.  Introduction

   The IKEv2 protocol while more efficient and involves fewer round
   trips compared to its predecessor is quite computationally intensive,
   especially when entity authentication is by way of public-key based
   certificates.  IKEv2 also needs 2-3 round trips when using PSKs or
   public keys for authentication and 4 or more roundtrips when EAP is
   used for client authentication.  Thus, the process of setting up
   IPsec SAs is an expensive process, in terms of the number of messages
   exchanged between the initiator and responder.

   When an IPsec entity has a large number of SAs with various other
   endpoints, establishing all the SAs again upon a failure recovery
   condition takes a long time.  Examples of entities that manage a
   large number of IPsec SAs include IPsec remote access gateways, and
   application servers that use IPsec for protection of signaling
   traffic.  For efficient recovery from gateway or server failure, it
   might make sense to allow those entities to maintain copies of IPsec
   and IKEv2 state (SAD, SPD, and associated state) on other servers.
   Either the recovered IPsec entity or other entities in the server
   pool may retrieve the stored IPsec and IKEv2 state for faster
   recovery.  There is a need for an interoperable means of performing
   SA uploads and retrieval so that such IPsec redundancy can be
   implemented in an interoperable fashion.

2.  Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [1].

   This document uses terminology defined in [2], [3], and [4].  In
   addition, this document uses the following terms:

3.  Applicability

   There are at least two cases where fast recovery from failure of an
   IPsec entity as defined in this document is applicable.

      IPsec Gateways -- The first case is that of an IPsec remote access
      gateway managing tunnel mode SAs with clients.  The gateway may be
      enforcing access control to an enterprise network; this is the
      typical remote access VPN use case.  The gateway could also be
      enforcing service provider network access control.  In that case,

https://datatracker.ietf.org/doc/html/rfc2119
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      clients typically use EAP over IKEv2 to establish an IPsec session
      with a network access gateway.  In either IPsec Gateway use case,
      the IPsec traffic itself flows from the VPN clients or Initiators
      to the VPN gateway; the gateway decapsulates the IPsec packets and
      forwards the cleartext packets based on inner IP headers.  In the
      reverse direction, the VPN gateway uses the security policy
      database (SPD) to lookup the relevant IPsec, encapsulates the
      packets and sends to the appropriate VPN client.

      IPsec Servers -- The second use is that of an IPsec entity acting
      as a server for an application such as Mobile IP or SIP.  In these
      cases, mobile IP binding messages or SIP signaling messages are
      protected using IPsec.  Each Mobile IP Home Agent (HA) or a SIP
      server maintains a large number of transport or tunnel mode IPsec
      sessions with their respective clients.  In this case, IPsec
      protected signaling messages are sent end-to-end, between Mobile
      IP or SIP client and HA or SIP server, respectively.

   In the security gateway mode, while there may be multiple security
   gateways serving a number of remote endpoints, a given remote
   endpoint is typically served by one security gateway.  For instance,
   an IPsec VPN client typically maintains one or more SAs for remote
   access with one VPN gateway.  However, when the serving gateway
   fails, it is desirable for one of the other gateways to seamlessly
   take over and serve the clients affected by the failure.  In some
   deployments, there may be a backup gateway that can take over for the
   primary in case of a failure.  Such gateways may be running a VRRP-
   like protocol to actually share the gateway IP address as known to
   the clients.  In other deployments, a cluster of gateways may load
   balance to serve a number of clients.  In such a case, one or more of
   the gateways in the cluster may take over clients associated with
   another gateway in the cluster in the event of a failure.

   When IPsec is used for protection of signaling between an application
   client and server, server redundancy is often an important
   consideration.  As in the gateway model, it is necessary for another
   server to be able to seamlessly take over clients being served by a
   failed server.

   In all these cases outlined above, it may be feasible to perform
   secure IPsec and IKEv2 state transfer across endpoints to provide
   smoother failure recovery.  Today, such redundancy operations are
   performed in a vendor specific manner and are not interoperable.
   This document aims at defining a protocol for secure, interoperable
   IPsec redundancy operation.
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4.  Overview of IPsec Redundancy

   The proposed protocol for IPsec redundancy is composed of two parts.
   One part specifies SA storage and retrieval operation across IPsec
   entities.  The other part specifies a means of updating any change of
   identities and IP addresses between IPsec endpoints.  The latter is
   applicable only when the IP address of the backend entity changes due
   to a server/gateway switchover under failure conditions.

4.1.  SA Storage and Retrieval

   This protocol is intended to serve as a standardized means of sharing
   (storing and retrieving) IPsec and IKEv2 state among backend
   entities.  Backend entities here refer to IPsec gateways or servers
   that may be serving one or more remote IPsec endpoints.  One model of
   the SA storage and retrieval across backend entities may be to use a
   highly available platform as a master SA storage entity that may
   contain the master SPD, SAD and IKEv2 SA entries.  Such a master
   store would then be kept updated with the SA state.  Another model
   may be for each backend entity to locally have a logical SA storage
   entity.  These models are largely deployment specific and this
   document does not intend to get into details of either model.  This
   document merely aims at specifying a protocol for storing and
   retrieving IPsec/IKEv2 state.  In cases where IPsec is used for
   replay protection, replay window state needs to be updated very
   frequently, essentially every time a packet is received.  The other
   option is to only replicate IKEv2 state precisely, and re-establish
   IPsec state using the CREATE_CHILD_SA exchange, in the event of a
   failure.

   Two messages are to be defined for the purposes of state storage and
   retrieval - SA_Stor and SA_Retr.  As much as feasible, already
   defined payloads can be used to carry the parameters needed to be
   stored.  A few new payloads are to be defined to accommodate storage
   of some required parameters that may not map to any of the existing
   payloads.  These messages MUST be protected by an IPsec SA when
   exchanged between two different entities.  These messages are carried
   over UDP port TBD.

   In such a model of state storage and retrieval across different
   entities for sake of redundancy, SPI collisions may occur.  In
   accordance with [2], unicast SAs are indexed by the SPI alone, while
   multicast SAs are indexed by a combination of either the SPI and
   destination address (any source multicast) or the SPI, destination
   and source addresses (source specific multicast).  In order to
   preserve the packet processing as specified by [2], this model of SAD
   indexing must be preserved.  Hence, SPI management becomes a critical
   factor for IPsec redundancy.  This can be resolved in different ways.
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   One option is to establish the IKEv2 and IPsec SAs with a master
   entity, which then distributes the SAs to other backend entities.
   Here, the SPI space is always managed by the master entity, thereby
   avoiding collisions.  Another option is to partition the SPI space
   among the backend entities.  This document acknowledges that the
   actual method of SPI management may be implementation dependent and
   does not mandate any particular method.  The requirement, however, is
   that SPI collisions MUST NOT occur among the backend entities that
   belong to the redundancy cluster.

   The storage and retrieval of state must allow indexing by two
   mechanims.  Bulk storage and retrieval of state corresponding to a
   given backend entity MUST be indexed using a Server ID.  The Server
   ID used may be an IP address or FQDN of the server.  Storage or
   retrieval of state corresponding to specific SAs MUST be indexed
   using SPIs.  Storage or retrieval of state corresponding to an SPI
   MUST include the corresponding SPD entries and the IKEv2 SA.

4.1.1.  Discussion

   How to index the stored SA state is an interesting question to think
   about.  In the simplest case, clients send a request to the server
   and the server responds.  This is a subset of the IPsec Server
   failover case described in Section 3.  If the client's request is
   protected with IPsec, and an IPsec server failure occurred, the new
   server or the recovered server can lookup the IPsec/IKEv2 SA (Stored
   IPsec plus IKEv2 SA state and the SPD) corresponding to the SPI in
   the received IPsec protected packet.  The open issue here is that of
   the client knowing the replacement server's address.  In some
   applications, the address is available through out of band means.
   For instance, Mobile IP allows for a Home Agent (HA) Switch message
   to be sent to clients to force the client to move to a different HA.
   In that case, it is feasible for the client to send an IPsec
   protected packet to the new server before the server has acquired the
   corresponding SA.

   The general case of traffic originating from either side is somewhat
   harder to solve.  One possibility is to assume that the SPD state is
   up to date and that the recovered gateway/server or the replacement
   gateway will fetch all the SPD state corresponding to the failed
   gateway, and the IKEv2 state and possibly the IPsec state as well.
   When a packet hits the gateway from the "protected" side, in the best
   case, the IPsec SA is available or in the worst case, the gateways
   initiates IKEv2 CREATE_CHILD_SA exchange to establish the IPsec
   SA(s).  This requires fewer roundtrips compared to having to
   establish the IPsec SA(s) using a full IKEv2 (and possibly an IKEv2-
   EAP) exchange.
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4.2.  Endpoint IP Address Updates

   After recovering from failover, if the IP address of the serving
   backend entity is different from that of the previous backend entity,
   the IP address SHOULD be updated to the IPsec host endpoint.  While
   this can be accomplished using MOBIKE [4], some extensions to MOBIKE
   are required in order to support this scenario.  MOBIKE requires the
   initiator of the IKEv2 SA to always be the entity specifying the use
   of a particular IP address.  In the case of a backend failover, the
   initiator may not be in the best position to detect it first.  The
   initiator may only learn about the failover after detecting packet
   loss or lack of reachability of the initial IP address of the
   responder (for e.g., using liveness probes as described in [4]).
   This is often a slow process and does not aid in seamless and fast
   recovery after a gateway failure.  Also, MOBIKE was only designed to
   allow for the use of multiple IP addresses of a multi-homed server/
   gateway and hence requires all the IP addresses of the responder
   being known to the initiator at the time of IKEv2 SA creation.  In
   the case of a responder failover, such an IP address may not have
   been available to the initiator earlier.  Hence, for a failure
   recovery situation where a different backend entity takes over an SA,
   the IP address updates must always be triggered by the backend entity
   that took over for the failed entity.

   Further, such IP address updates must be applicable to transport mode
   SAs.  In order to allow transport mode IP address updates, a MOBIKE
   update must be decoupled from tunnel outer IP address updates.  The
   update simply updates the SA endpoint (and hence, the appropriate SPD
   entry to allow appropriate outbound SA application).  Details on the
   IP address updates will be provided in future revisions of this
   document.

4.3.  Outbound Packet Processing

   Outbound packet processing at the IPsec endpoints is the same as
   described in [2].

4.4.  Inbound Packet Processing

   Inbound packet processing at the initiator is the same as described
   in [2].  At the responder, when an inbound packet arrives, it may not
   have an SA corresponding to the SPI in the packet.  Typically, if a
   matching SAD entry is not found, it will result in the packet being
   discarded.  However, when backend server redundancy is used, it is
   feasible that the SA corresponding to the SPI has not yet been
   retrieved by the entity.  Hence, in this case, the server MUST
   perform an SA_Retr upon receiving an inbound packet with an SPI that
   lacks a matching SAD entry.  The details of such SA_Retr will be
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   described in future revisions of this document.  If the SA_Retr is
   successful, the processing of the inbound packet must resume as
   described in [2].  If the SA_Retr fails, the packet MUST be
   discarded.

5.  IPsec Failover Details

5.1.  Payloads for state storage

5.2.  SA_Stor and SA_Retr Message Format

5.3.  Storage and Retrieval Details

5.4.  Extensions to MOBIKE and IP address updates

6.  Security Considerations

   There are several security considerations involved with the
   mechanisms proposed in this document.  We highlight a few of the
   important ones below (a more thorough analysis will be provided in a
   future revision):

   o  First, all SA storage and retrieval between the backend entities
      must be protected using IPsec ESP with non-NULL encryption.  More
      specifically between the backend entities all storage and
      retrieval must happen via a secure channel that has the following
      properties: confidentiality, integrity protection, and replay
      protection.

   o  In the client-server model, where the client always initiates the
      secure communication, it can do so by finding the new server
      address through external means.  Subsequent MOBIKE signaling will
      allow the client to verify the server's address by verifying the
      proof of possession of the IKEv2 key material at the new server.
      Until then the client must consider the new server's address as a
      "provisional" address and specifically it must not update the
      IKEv2 server address until after the MOBIKE verification succeeds.

   o  For replay protection, it is best for the replacement server to
      assume that the IPsec SA state is outdated and reestablish the
      IPsec SA using the CREATE_CHILD_SA exchange.  (Perhaps this can be
      relaxed after a more in-depth analysis).
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7.  IANA Considerations

   IANA considerations will be provided in a future version of this
   document.
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