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<Draft Q.PCNApp>

Enhancement of resource and admission control protocols to use pre-congestion notification (PCN)

Summary

This Recommendation defines the additions to the protocols specified for transport resource admission and control, to add the capability for RACF to support and benefit from the use of pre-congestion notification (PCN).

Introduction

Editor's Note – suggestion that this is not enough groundwork. Make clear PCN deals with aggregates.
The IETF has defined a new approach for maintenance of quality of service within Diffserv-controlled domains. This approach is called "pre-congestion notification" (PCN). The principles and associated architecture are documented in [draft-ietf-pcn-architecture].

PCN distinguishes and assigns roles to ingress nodes, interior nodes, and egress nodes relative to a given PCN domain. Ingress nodes mark admitted packets to indicate that they should be PCN-metered. Interior nodes check the next-hop link traffic status for each PCN-marked packet before routing it. If the link traffic status exceeds a lower "pre-congestion" threshold (but not the upper threshold described next), the packet is marked to indicate that it has encountered pre-congestion. If the link traffic status exceeds an upper "termination" threshold, the packet is marked to indicate that it has encountered a flow termination condition. The egress nodes relate the packets they receive to the aggregate flows they receive from individual ingress nodes. 

Statistics on packet marking are reported to a decision point, which makes two decisions:

  --
whether one or more flows should be terminated immediately to preserve QoS for the remainder;

  --
whether new flows can be admitted without degrading the QoS for existing flows to an unacceptable level.

The architecture on which the IETF work has focussed assumes that egress nodes report directly to ingress nodes to effect the termination and admission decisions. The present Recommendation defines the protocol modifications required to resource and admission control protocols to mutually enhance the operation of RACF and PCN when both are present. 

1
Scope

This contribution defines enhancements to resource and admission control protocols and the associated behaviour of physical elements to perform two functions:

  --
transport of topology information from the TRC-PE to egress nodes to help them classify the PCN-marked packets they receive for forwarding;

  --
transport of packet marking statistics from the egress nodes to TRC-PE instances in timely fashion to influence flow admission decisions being made at those TRC-PE instances.

Editor's Note – functions related to probing (triggering probes, collecting results) are for further study.
2
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.

[IETF PCNArch]
IETF RFC xxxx (currently draft-ietf-pcn-architecture-03.txt).

[ITU-T Q.3324.1]

[ITU-T Q.3324.2]



[ITU-T X.yyy]
ITU-T Recommendation X.yyy (date), Title

3
Definitions

<Check in the ITU-T Terms and definitions database on the public website whether the term is already defined in another Recommendation. It may be more consistent to refer to such a definition rather than redefine it>

3.1
Terms defined elsewhere:

<Normally terms defined elsewhere will simply refer to the defining document. In certain cases, it may be desirable to quote the definition to allow for a stand-alone document>

This Recommendation uses the following terms defined elsewhere:

3.1.1
<Term 1> [Reference]: <optional quoted definition>

3.1.2
<Term 2> [Reference]: <optional quoted definition>

3.2
Terms defined in this Recommendation

This Recommendation defines the following terms:

3.2.1
PCN report
Information relating to the aggregate of flows between a specific ingress-egress pair of nodes, indicating either a congestion level estimate, a requirement to terminate one or more flows because of overloading, or both. 
4
Abbreviations and acronyms

This Recommendation uses the following abbreviations and acronyms:

<abbr>
<definition>

PCN
Pre-congestion notification

<Include all abbreviations and acronyms used in this Recommendation>

5
Conventions

<Describe any particular notation, style, presentation, etc. used within the Recommendation, if any>

6
Application scenarios
Editor's Note – text and outline of clause 6 from C-0981 into the May 2008 meeting. 
6.1
Mixed scenario
Figure 1 shows a scenario in which the TRC-FE is implemented as a centralized instance, and also as a component of each ingress node of the network. The ingress node thus satisfies the definition of a TRC-PE as well a[image: image1.png]Session Control
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s the definition of a PE-PE. 
Figure 1 – PCN-related information flows in the mixed scenario
Each egress node transmits the PCN report relating to a given ingress node to that node in its role as TRC-PE, via the Rc interface. This gives rise to a requirement on the Rc interface to carry the PCN reports. In this scenario, a given message on the Rc interface will carry zero or more PCN reports for a single ingress node, the node to which the message is addressed.

For system stability, the egress node must apply smoothing techniques to derive the congestion level estimates from the PCN markings observed in the outgoing packets. The egress node should transmit an indication of requirement to terminate flows to the ingress node concerned as soon as this state is observed. The strategy for transmission of PCN reports containing congestion level estimates may vary. However, an useful strategy to reduce message load is for the egress node to report a new congestion level estimate only when the estimate deviates significantly in statistical terms from the previous one. 

Editor's Note – Ongoing work in the IETF PCN Working Group may affect what details are provided regarding egress node behaviour.

The TRC-FE instance embedded in each ingress node retains the information sent to it by the different egress nodes. If an indication of requirement to terminate flows is received, it is handled according to the procedure described in clause 9.1.2.2.2/Y.2111. That is, the ingress node in its role as TRC-PE determines which flows to terminate (based on flow priority and possibly other considerations) and sends resource notifications for those flows over the Rp interface to the centralized TRC-PE. The centralized TRC-PE passes these notifications on to the PD-PE. The PD-PE sends the appropriate messages to the ingress node in its role as PE-PE to release the flows, and notifies the SCF that the failure has occurred.

When the PD-PE wishes to make a flow admission decision, it requests allocation of the required QoS resources in the usual way from the centralized TRC-PE over the Rt interface. The centralized TRC-PE passes the request on to the ingress node to which the flow is offered, in its role as TRC-PE, via the Rp interface. The ingress node checks to see whether the flow is admissible according to the congestion level estimates received from the egress node through which the flow will pass, and responds accordingly. If the flow is to be admitted, the PD-PE then senda a message directly over the Rw interface to the ingress node in its role as PE-PE setting up the admission of the flow.

Note the following requirements in this scenario for knowledge of the network topology:

 --
The egress node must be able to match each outgoing packet to the ingress node it came from, both to assign it to the right ingress-egress aggregate for derivation of congestion level estimates and indications that flows should be terminated, and to route the resulting reports to the right ingress node.

 --
The centralized TRC-PE must know which ingress node to contact when routing resource allocation requests across the Rp interface.

 --
The PD-PE must know which ingress node to contact when transmitting flow admission decisions across the Rw interface.

Editor's Note -- Various arrangements can be considered for the collection and sharing of the necessary information. These could imply additional requirements on the different interfaces for transmission of that information, and thus need to be investigated. Additional contributions may depend on progress in the IETF PCN Working Group.
6.2
Fully distributed scenario

Figure 2 shows a scenario where the TRC-FE is fully distributed, with an instance embedded in each ingress node. As in the previous scenario, the ingress node satisfies the definitions of both a PE-PE and a TRC-PE.
Figure 2 – PCN-related information flows in the fully distributed scenario[image: image2.png]Admission decisions.
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In this scenario, egress node behaviour is the same as in the first scenario, and the Rc interface is again required to carry PCN reports. The basic difference is that the PD-PE and the ingress node in its role as TRC-PE communicate directly via the Rt interface rather than indirectly via the Rp interface. The requirements for knowledge of topology thus change slightly from those of the previous scenario, to become as follows:

 --
[No change] The egress node must be able to match each outgoing packet to the ingress node it came from, both to assign it to the right ingress-egress aggregate for derivation of congestion level estimates and indications that flows should be terminated, and to route the resulting reports to the right ingress node.

 --
[Modified] The PD-PE must know which ingress node to contact when routing resource allocation requests across the Rt interface.

 --
[No change] The PD-PE must know which ingress node to contact when transmitting flow admission decisions across the Rw interface.

The removal of the centralized TRC-PE reduces the possibilities for how the necessary topological information is collected and shared.

Editor's Note – Again, wait for the PCN Working Group before going further.

6.3
Fully centralized scenario
Figure 3 shows a scenario where the TRC-PE is fully centralized, so that the ingress nodes implement only the PE-FE.
Figure 3 – PCN-related information flows in the fully centralized case[image: image3.png]Session Control
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In this scenario, the egress node sends its PCN reports for all ingress nodes to the TRC-PE, again via the Rc interface. The messages may thus contain PCN reports pertaining to multiple ingress nodes rather than just one. The centralized TRC-PE retains the congestion level estimate for each ingress-egress pair, and handles flow terminations according to the procedures of clause 9.1.2.2.2/Y.2111 when such indications are received from the egress nodes.

When the PD-PE requests allocation of QoS resources for a flow over the Rt interface, the TRC-PE determines admissibility based on the congestion level estimate it has stored for the ingress-egress pair involved. As always, the PD-PE completes admission by sending the necessary message over the Rw interface to the ingress node in its role as PE-PE.

Relative to the first scenario, requirements for knowledge of topology are somewhat different:

 --
[Modified] The egress node must be able to match each outgoing packet to the ingress node it came from, in order to assign it to the right ingress-egress aggregate for derivation of congestion level estimates and indications that flows should be terminated. Routing of reports is now a simple matter of knowing the address of the TRC-PE.

 --
[New] The centralized TRC-PE must know which ingress-egress node pair will carry the flow described the request it receives over the Rt interface.

 --
[No change] The PD-PE must know which ingress node to contact when transmitting flow admission decisions across the Rw interface.

Editor's Note – more can be added when the IETF PCN Working Group makes further progress.
7
Summary of interface-specific requirements



8
Protocol-independent aspects of nodal behaviour
9
Security considerations
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